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ESTIMATION OF RADIO PULSE PARAMETERS
WITH LINEAR FREQUENCY MODULATION

The subject of this article is the process of estimating the parameters of a pulse signal with linear frequency
modulation (LFM) used in airborne radar systems, particularly in synthetic aperture radars (SAR). The goal of this
study is to synthesize algorithms for the optimal estimation of the key parameters of an LFM signal (i.e., carrier
frequency, modulation frequency change rate, pulse length, and radio pulse envelope) and to develop a block
diagram of a radar receiver that implements these algorithms. The tasks to be solved are as follows: build a
mathematical model of a signal with linear frequency modulation emitted by a radar, an observation equation, and
a likelihood functional; synthesize algorithms for estimating the parameters of an LFM signal using the maximum
likelihood method; and develop a block diagram of a receiver based on the synthesized algorithms. The solutions
to these tasks are based on the statistical theory of radio engineering systems and computer simulation. The
following results were obtained: 1) algorithms for estimating the carrier frequency, frequency change rate, pulse
length, and radio pulse envelope were synthesized; 2) simulations showed high noise robustness of the algorithms
(up to a signal-to-noise ratio of —30 dB); 3) a block diagram of the radar was designed, which implements the
synthesized algorithms and refines the estimated parameters in feedback. Conclusions. The scientific novelty of the
obtained results is as follows: algorithms for estimating the parameters of both the point (carrier frequency,
modulation frequency change rate, pulse length) and time characteristics (radio pulse envelope) of pulse LFM
signals have been obtained using the maximum likelihood method. For the first time, it has been shown that
estimating the pulse width requires solving a transcendental equation, and estimating the envelope requires
smoothing in a sliding window. The obtained results expand the application of the maximum likelihood method in
signal parameter estimation theory. The theory of phantomization of radio images has been further developed in
terms of designing the receiving paths of phantomization radars.

Keywords: pulse parameters; linear frequency modulation; likelihood method; phantomization radar; synthetic
aperture radar.

1. Introduction calculations of the expected SAR signal waveform
depending on the underlying surface sensing geometry
1.1 Motivation are justified in [1]. This information is crucial for
designing receiving channels in radar systems [2].
Studies [1, 2] initiated the development of the However, the principles of optimal estimation

theory of radio image phantomization, which is formed algorithm synthesis must be studied, assuming that the
by onboard synthetic aperture radar (SAR) [3, 4]. In estimated parameters and characteristics differ from
particular, the general concept of phantomization, which ~ those in c_IassmaI _radar. To solve the phantomlzatlon
involves making guided changes to the onboard SAR radar receiver design problem, the carrier frequency,
radio image in the form of objects not located in a given ~Modulation frequency change rate for linear frequency
area, was proposed and justified [1]. Such object addition ~ Modulation (LFM) signals [5], pulse duration, and pulse
is performed by mixing additional phantomization radar ~ €nvelope must be optimally estimated. The first three
signals with the signals reflected by the underlying parameters are fixed (unchanged forapulse),whereagthe
surface. It is possible to add signals that imitate objects jf ~ fourth parameter, the envelope of a radio pulse, is a time-
the SAR waveform is precisely known. Preliminary ~ dependent characteristic.
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Similar knowledge about signal waveforms is also
important for solving other radio engineering problems.
Such tasks include monitoring the use of radio
medium [6], providing secure communication systems
[7], designing and implementing radar signal analysis
systems for friend-or-foe identification [8], and
researching signal propagation paths in space [9].

1.2 State of the art

Classic approach. Various optimization methods
can be used to solve this problem: according to the
classical scientific works [10, 11], the maximum
likelihood method is used to estimate the signal
parameters. Practical methods for implementing such
estimators in radar systems [12] are based on matched
filtering and correlation algorithms that provide
combined estimation of time delay and Doppler shift for
LFM signals. Notably, the robust algorithm synthesis of
signal parameter estimation is well established under
conditions of a priori uncertainty by the maximum
likelihood method [13, 14].

At the same time, the classical literature lacks
comprehensive information on estimating all parameters
of LFM signals. However, since these signals are used in
many types of modern civil and military radio-electronic
systems [15, 16], their detection and parameter
estimation are relevant scientific issues.

Fractional transform methods. Currently, there
are several relevant studies on determining the LFM
signal parameters. However, an analysis of these studies
shows that researchers mostly focus on finding only one
parameter, specifically the change rate of the modulation
frequency. Thus, the review [17] noted the growing trend
of using fractional Fourier transform (FrFT) in the
analysis of LFM signals because the kernel of the FrFT
is constituted by chirp functions. In [18], the authors used
the analysis of the peak magnitude of the FrFT and
optimization procedures to increase the accuracy of the
modulation  frequency change. The continuous
development of these methods indicates their relevance.
For example, in [19], in addition to FrFT, the authors
propose using second-order synchrosqueezing transform
(SSST) and the Hough transform for increasing energy
concentration in the time-frequency domain and
obtaining accurate parameter estimation.

Wigner Distribution-based methods. Previous
studies [20, 21] have proposed new methods based on
Wigner Distribution (WD) associated with linear
canonical transforms. Owing to their superior time-
frequency localization property, they have found wide
application in this area. Thus, [20] proposed a method
that achieves results at the level of a closed-form
instantaneous cross-correlation function type of WD,
allowing the detection of noisy LFM signals under an

extremely low SNR while reducing the computational
complexity by half.

Compressed sensing-based methods. With the
development of the compressed sensing theory, which
solves the problem of large-bandwidth signal acquisition,
methods for estimating the parameters of compressed
LFM signals have gained popularity. Such problems arise
during the reconstruction of LFM signals. Thus, [22, 23]
proposed methods for estimating the parameters of LFM
signals based on the Random Demodulator and
Waveform Matching Dictionary and discrete fractional
Fourier transform dictionary. The proposed methods
show low errors in parameter estimation compared with
the original signal and anti-noise performance in general.

Neural network-based approaches. The use of
neural networks to solve the problem of estimating the
parameters of LFM signals is another promising area.
Thus, articles [24, 25] proposed an approach for
estimating the initial frequency and modulation
frequency change rate based on a neural network to
achieve signal denoising and high-resolution spectral line
representation, thus estimating the parameters of LFM
signals under a low SNR.

However, none of the abovementioned articles
solves the problem of estimating multiple parameters
optimally within a single method. This does not allow the
determination of the marginal errors when using the
obtained methods and evaluating their overall efficiency.
Additionally, existing works do not consider the design
of the radar receiving path for the practical
implementation of the obtained algorithms.

Therefore, the optimal algorithm synthesis problem
for parameter estimation (carrier frequency, frequency
change rate, envelope width, and shape) of an LFM
signal is relevant and requires further research. In this
study, we propose solving this problem using the
maximum  likelihood method. The  resulting
mathematical models will allow us to determine the
structure of the radar receiver path and determine the
marginal errors of the estimates of the desired parameters
in the future, which is important for the implementation
of the corresponding radar system.

1.3. Objectives and tasks

The main goal of this study is to synthesize
algorithms for the optimal estimation of key LFM signal
parameters (i.e., carrier frequency, modulation frequency
change rate, pulse length, and radio pulse envelope) and
to develop a radar receiver block diagram that
implements these algorithms.

To achieve the goal, within the framework of this
publication, the following tasks must be solved:

— build a mathematical signal model with linear
frequency modulation emitted by a radar, an observation
equation, and a likelihood functional;
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— synthesize algorithms for estimating the
parameters of an LFM signal using the maximum
likelihood method;

— develop a receiver block diagram based on the
synthesized algorithms.

The remaining part of the article is structured as
follows. Section 2 postulates the problem to be solved,
mathematically describes the signal, observation
equations, and likelihood functional, and sets the vector
for further obtaining parameter estimation algorithms.
Section 3 is devoted to obtaining algorithms for
estimating the parameters of the LFM signal by solving
equations obtained by the maximum likelihood method.
Sections 4 and 5 conclude the paper by summarizing the
obtained estimation algorithms and presenting the
paper’s theoretical and practical significance, as well as
its contribution to the development of radio image
phantomization theory.

1.4. Methodology

In this work, the maximum likelihood method is
used to synthesize algorithms for parameter estimation of
a pulse signal with linear frequency modulation. The
signal form, the observation equation at the receiver input
(as the sum of the received signal and white Gaussian
noise), and the likelihood functional are determined. The
algorithm for estimating signal parameters is obtained by
evaluating the partial and functional derivatives of the
logarithm of the likelihood function, assuming that the
parameter estimates coincide with the true values. The
reliability of the proposed algorithms was verified by
computer simulation in the MATLAB environment. A
block diagram of the radar receiving channel has been
developed based on the obtained algorithms.

2. Materials and Methods of Research

Problem statement. Synthesis of algorithms for
parameter estimation (carrier frequency, frequency
change rate, envelope width, and shape) of an LFM
signal and development of a radar receiver block diagram
are necessary.

2.1. Signal, observation and likelihood
functional

Let’s write the LFM signal emitted by the radar in
the following form

s(t)= Reexp(jnA—Ftzjexp(janOt)H[iJ . )
T Tp

where TI(t/t,) is the radio pulse envelope, AF is the

frequency deviation, f; isthe carrier frequency, t, isthe

envelope length (which can be measured at different
levels for different envelope types), t is the time, and <
is the modulation period.

To develop the receiver design, the optimization
problem is solved using the maximum likelihood method.
Let us write down the observation equation at the
receiver input, considering the noise applied to the
receiver input:

u(t)=s(t)+n(t), @)

where n(t) is a white Gaussian noise with a power

spectral density M zero mean (n(t))=0, and

2
- - NO
correlation function Rn(tl—tz):76(tl—t2). Here

() is the statistical averaging operator.

Let’s write the likelihood functional in the general
form

( AR X)exp{ Hu (1))

3
Wt 1) (u(ty) —(u( )dtldtz}

where W(t,,t,) is a function inverse to the correlation
function of the process u(t)—(u(t)), k(X) is a

parameter that may or may not depend on the desired
signal parameters, and X is a vector of estimated signal

parameters, which in this case is
7y :l:fO,A—F,rp,H{i]jl .
T T
P
In a given problem,

(u(t))=(s(t)+n(t))=(s(t))+(n(t))=s(t),  where
(s(t))=s(t) is due to a deterministic waveform. Then
the function W(t;,t,) is calculated for the noise
component of n(t),i.e, W, (t;,t,).

Let’s find W(t,,t,) from the inverse equation

_[Rn (t, )W,

The solution to equation (4) is obtained directly by
substituting the correlation function

t,t,)dt=3(t; ~t,), @
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N, The partial derivatives for each of the desired signal
R (t—t2) :75(tl —t) parameters are found, and the corresponding processing
algorithms are obtained. Each algorithm is used to design

the corresponding radar channel.

%Ié(tl—t)wn(t,tz)dt=8(tl—t2), ponding
3. Results
or

W, (tlvtz)zNios(tl—tz)- )

Substituting (5) into (3), we can write the likelihood
functional with an accuracy of k(X) (the derivative of

k(X) , hot the parameter itself, has a physical essence)

p(u(t)|X) exp{——” ( )

x3(t,—t,)(u(ty)-s(t,.%) dtldtz} 6)

- k(X)exp{—NiJ'(u(t)—s(t,i))z dt}.

0

2.2. Problem solution

Let’s find the optimal processing algorithms using
the maximum likelihood method. To do so, let’s solve the
system of equations (7).

|AF

u(t)—

—Inp u(t)|A—F,fO,rp,H(Lj =0,
0 ' )l
0~='0,true (7)
iInp u(t)|A—F,f0, [ij =0,
T, T Ty .
p=Tp,true
AF
U(t)|_'fo’

————Inp =0
¢ ,
SIT [t] rp,H(T—J
* P A=, )

We also consider the received signal phase to be
unknown. Therefore, based on known solutions, we will

use a module of synthesized signal processing
algorithms. In (7), we use the notation o and 0 ,
o SI1(-)

respectively, for the partial and functional derivative
operators, respectively.

3.1. AR estimation algorithm
T

The AF estimation algorithm can be determined by
T

solving the first equation of the system (7). This and other
algorithms will depend on other estimated parameters;
therefore, we should have a priori (approximate)
information about other parameters before all channels
receive parameter estimates.

Let us substitute the likelihood functional (6) into
the first equation of the system (7) and solve it

0 2
—F Ink( ) X

; Jll 0
) T AFYY =0 ®
xjaAF[u(t)—s(t,TD dt
T Ajz(Aj)
where
0 =
a@Iﬂk(}\.)_

:H{G%Rn
e

Yy —tz)] W, (t, —tp)dtydt = (9)

Considering (9) and calculating the derivative of the
second component of (8), we obtain

_Nio I(u(t)—s(t,%’zna%s(t,%:)dt -0, (10)

T

or

Iu(t)aiF (t ATF]dt_

T
s(t,A—Fjdt,
T

T aAiF

T

(11)
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In (11), the left and right parts are equated but not
equal. The equality between them will occur when
calculating the expected value (mean) of the left part, i.e.

J.u(t)a%s(t,%:jdt =

T

:I<u(t)>%s(t,A—Fjdt:

o AF T
T (12)

()45
:J.S(t’ATFja%S(t'ATFJdt'

T

—
e
—_~
—
~—
Ny
Il

Let’s find is t,A—F (substitute the signal (1)
o2F t

T
under the derivative sign)

0 AF 0 . AF ,

——5S| t, Re——ex —1° |x

i s e 2 ey
T T

xexp ( j2nf0t)H (LJ =

Tp

= t?I1 {ij Re jexp(jnA—thjexp(jZNfot) =
Tp T

= ntznii] Rej{cos(nA—Ft2)+jsin(nA—thﬂx
Tp T T

x[ cos(2nf,t)+ jsin (2nfyt) | =

jcos(nA—thjcos(anot)—

T

—cos(nA—thjsin(anot)—
- ntzﬂ(ij Re TF
K —sin[nA—tchos(anot)—

T

—jsin(nA—thjsin(anot)

T

t cos(nA—thjsin(anot)+
T
:—ntZH[ J

+sin [nA—thjcos(anot)
T

= —ntzl‘l(i]sin [Znt(f + lA_thJ
Tp 21

Substituting (13) into the right part of (11)

(13)

J‘s(t A—Fj%s(t A—Fjdt_
67
T

:—nItZH L cos 2nt(f0+1A—Ft) (14)
Ty 2
xsin(Znt(fo+lA—Ftht=O

21t

Following (14), the algorithm for optimal AF
T

estimation is written as follows, which, considering the
unknown phase of the received signal, is calculated using
the output effect modulus (in this case, we proceed to the
maximum instead of the minimum of the output effect):

J.tzn[ ] exp(JZnt( +%ATtht

Note that the algorithm (15) is designed for the case
of parity between the received signal and the reference
signal derivative. The output effect as a mismatch

max. (15)

function for the desired parameter AF

is also
T
informative, i.e., the function
out Itzn[ J
xexp(JZnt(fo + ;(AF y)tndt . (16)
T

Fig. 1 shows a diagram of the output effect Y, (v)

obtained for the  following input  data:
AF _100. 106 =10-10", f, =100 MHz, t=0.1 , with
T 10-10
a signal-to-noise ratio (at the input) of -16,8 dB.
5 ><10,'3
1.5
e
3z 1
Fal
0.5
0 L
5 0 5

Y X]OIO

Yout (Y)

Fig. 1. Output effect
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Analysis of Fig. 1 shows that the maximum can be
unambiguously estimated and, therefore, measure the

AF value. The impact of the error y on the output effect

T
is negligible because it is more than twice as small as
AF

T

3.2. f, estimation algorithm

Similar to the previous case, we synthesize the f
estimation algorithm from the solution of the second
equation of the system (7).

Substituting the likelihood functional (6) into the
second equation of system (7) and solve

o o2
af—olnk(x)—N—ox

xJ.afi(u(t) s(t

0

17)
£o)) dt

fO :fO.true
where

0 —
af—om k(x)

i3
e

Now let’s find the derivative of the second term (18)

tz)} W, (t;—t,)dtdt, = (18)

t,-t, }W (t,—t,)dt,dt, =0.

“Ng (u(t)

0
—s(t,fy))—s(t,fy)dt=0
(t50)) -5(t.o)
or similar to (11)

. (19)

0 0
Iu(t)af—os(t,fo)dt :Is(t,fo)gos(t,fo)dt
As in (12), the left and right sides are equated.

Let’s find afﬁs(t,fo) (substitute the signal (1) for
0

the derivative)

0
X

0 . AF ,
—s(t,f,) = Reex —t° =
of, (t%o) p(’” . jafo

xexp( j2nfot)I1 [ij =
Tp

= j2nt1‘[[i] Re jexp(jnA—thjexp(janot) =
Tp T

= —2ntH[ ]Sln[Znt(fo +1A—FtD
Ty 2t

Substituting (20) into the right part of (19)

J.(tf);:

:—2njtn( ]cos[Znt(foJr%A—FtD (1)
P
xsin(Znt(f +%ATFtht:O.

Then, according to (21), we find the algorithm for
optimal f, estimation in the form as follows

Itn[ J exp[12nt( +%ATFtht

As in (15), the output effect modulus is used to average
the received signal in phase.

Similar to (16), we consider that the algorithm (22)
is designed for the case of an exact time match between
the received signal and the derivative of the reference
signal. Therefore, it is informative to analyze the output
effect as a function of the mismatch in f,, i.e.

jtn[ J
(23)
xexp[jZnt(( +¢)+%A7Ft)jdt .

Fig. 2 shows the graph of the output effect Y, (¢)
obtained for the input data used for the diagram in Fig. 1.

20)

s(t,fy)dt =

=max . (22)

OUt

300 ‘ ; : |
250 ‘\
200 ]

150 %

Y()llt(¢)

100

i

|
|
-1 0.5 0 0.5 1
¢ %10

Fig. 2. Output effect Y, (¢)
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Analys_is of Fig. 2 shows that the estimate is 4(t—1) 2(t—1)
unambiguous. = 3 EXp| - > X

K K @7)

3.3. 1, estimation algorithm

The Ty

solution of the third equation of the system (7).
Substituting the likelihood functional (6) into the
third equation of system (7)

estimation algorithm is derived from the

%In k(i)_Nix
P " =0, (24)
Iar s(trp)) dt o
where
i k(%)=

Grp

= ”{i R, (tl -1, )} Wi (tl -1, )dtldtz = (25
6rp

ni AR

Derivative of the second term in (24)

_Nio (u(t)—s(t,rp))a%s

p

(t,rp)dt:O,

or similar to (11)

Iu(t)%s(t,rp)dt:Is(t,rp)atipS(t,

p

7, )dt. (26)

The left and right sides are equated as in (12) and (19).

To find the derivative of —S(t,’tp), it is

reasonable to mathematically formalize H[i] in the
T
p

signal (1). For example, a Gaussian envelope of the pulse
can be introduced, i.e.

2
H[LJ:eXp[_Z(t—gfﬂ) ] |
K K

Then the derivative

—s(t,rp) = Reexp[jnATthj x

Tp

2
xexp(j2nfot)aiexp[— 2(t—21-) ]:

Tp Tp

x Reexp(jnA—thjexp(janot) =
T

2 2
:4(t—31) exr{—z(t;r) Jcos(Znt(f +1A—thj
T T 21

p p

Substituting (27) into the right part of (26)
0
J.S(t,'fp)as(t,'fp)dt:
2
:igj'(t_r)zexp(_ﬂt—zr) }X
Tp Tp
x COS (Znt(f +%A—Ft)jdt
T
2
:%I(t—r)zexp(—‘l(tj) Jx
Tp Tp
x(1+cos (4nt(f +%—Ftn]dtz

2 (t—1) @)
z—sj(t—r)zexp{ M- Jdt
Tp Tp

Here is the algorithm for optimal t

b estimation in

the following form:
2(t-1)° ]u(t)x

J.(t— ) exp[ Tp
xcos[Znt(f +%A7Ftndt=

L[ o ep| - 40D J
jt [ 2 dt.

The right side is one of the possible expressions of the
function width.

The output effect module is used for the phase
averaging of the received signal:

o ex { 2(t- T> ]u(t)x
p

xGXp(jZnt(fo+%A—thjdt =
T

2
=%j(t—r)2 exp(—A’(t_zT) Jdt.

Tp

(29)
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As shown in (29), the decision on the pulse width is
made by equating the left and right parts (equality occurs
when the left part is averaged and the width of the
envelope signal in the observation and reference signals
is matched).

Let us form two mismatch functions, one for the left
part and one for the right part, and equate them to each
other. At the matching point, a decision is made
regarding the width:

You () =|[ (t-0)° exp{—(z(t_r)zJu(t)x

Tp _é)

xexp(jZnt(fo +EA—thJdt ;
2 1

2
outref (& I(t_ ) EXp{ E‘-’E(::;;Z]dt;

Yout (é) = Yout,ref (&)

(30)

Fig. 3 shows the diagrams of the output effects
You (€) and Yoy rer (§) obtained for the input data used
to make the diagram in Fig. 1. Analysis of Fig. 3 shows
that at the point of true value (at point & =0), the output
effects intersect.

5
7 X 10 ,
A
6‘\\ =i Youl(é)
s@; st '’ = oul rd(é)
2 \
B
> b
& 37 >
>~C 2

1

[§S]

1
g O

(8]

%107

Fig. 3. Output effects Yo, () and Yoy ref (&)

3.4. Estimation of radio pulse envelope

Let us synthesize the envelope estimation algorithm
by solving the fourth equation of system (7)

5ln p(U(t)|ATF’f°’Tp'H£TthJ‘
m(fp}

=0. (31)

FI0)=T e ()

Substituting the likelihood functional (6) into the
third equation of system (7)

Inkk

]
o lonfel)),
RS

where the correlation function and the inverse correlation
function are independent of the envelope function. Thus

t =0,(32)

I1(-)=IT 1 (1)

)
:.” ﬁ:jRn (ti=tp) W, (1 —tp)dtydt, =

In k(X) = (33)

N )
- 2O .” —ta(tl—tz) (=t )dtydt, =0.
’ [J
T

Derivative of the second term of (32)

or

(34)
Hol
))sm| —

The left and right parts are equated to each other.
As before, the envelope is specified as a Gaussian

2
curve 1| - =exp —m . In this case
Tp ’[,'p
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L,{t,l‘[[ij] = Reexp(jnA—thjx
sn(t] p ’

Tp
5 2(t—r)2]
—exp| - =
311 (t] ( TrZJ

Tp

xexp( j2nfot)

= Reexp(jnA—FtZJexp(janot)x
T

2
x lim i{exp[—zﬁ_j) J+a8(t—t’)] =

a—0 dot 'cp

= Reexp[jnA—thjexp(janot)S(t -t).  (35)
T
Substituting (35) into the right part of (34)

H eyt

Tp

2
=J'exp[—2(t_zt) Jcos2 (2nf0t+rcA—Ft2j6(t—t’)dt =
T

Tp

2
:exp[—Z(t_r) Jcos2 (2nf0t+nA—Ft2]:

2
Tp T

2
= leXpE—M]{H cos(4nf0t + ZnA—thﬂ.
2 T T

The optimal envelope estimation algorithm is as
follows

u (t)cos(Zrcfot +nA—Ft2j =
T
2
:Eexp(— 2(t—21:) Jcos2 (2nf0t+nA—Ft2),
2 Ty T

or

2 u(®) :exp(—;

COS(ZTEfOt-i-TEAthj

T

Overall, (37) can be expressed for any envelope, i.e.

u(t)

H[ij =2 S
Tp cos(anOHntzj

T

(38)

However, to obtain an algorithm for envelope
estimation, the following features of the problem must be
considered:

— received signal phase is a random value;

— observation u(t) contains noise (see (2)), and

therefore, it is necessary to average it, for example, by
smoothing in a sliding window, to obtain a consistent
estimate.

In this case, (38) should be rewritten as follows:

(39)
=2

J.u(t’)exp(—janot’—jnA—F(t’)sz(t—t')dt".
T

Here, the sliding window function w (t) should be much
shorter than t, and contain many noise samples to
achieve the averaging effect.

For the case of a non-point parameter, the mismatch
function is written as follows

Yout (tvd)-‘t:) =
—j2n(f0 —(])) t'— (40)
=2[lu(t")exp g(t—t)dt'.
J ( ) —jn(A—F—F;)(t')Z
T
Since the function depends on three parameters, it

is advisable to analyze the estimation error by fixating
one of the parameters ¢ or & .

Fig. 4 shows the result of estimating the envelope
according to (39).

1.2
l,

0.8

—
+ =

=

0.4 ¢

0.2

0 0.2 0.4 0.6 0.8 1
t %107

Fig. 4. The envelope H[ij and its estimate ﬁ[ij
T T

Fig. 4 shows that the estimate agrees well enough

with the envelope. Additional smoothing can be
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performed to reduce the noise, or the smoothing window
in (39) can be expanded.

3.5. Radar block diagram

We develop a radar block diagram following the
synthesized algorithms (15), (22), (29), and (39).

Fig. 5 shows a block diagram with the following
notations: A istheantenna; In is thereceiver input path,
which includes low-noise amplifiers and may also
contain mixers and low-pass filters (depending on the

carrier frequency); is the multiplication unit;
[t

is the integration unit; is the maximum output
search unit; is a unit that selects the envelope

is the convolution unit; |E| is the modulus unit;

among all solutions; is a delay unit; > is an
amplification unit (the gain is specified within the unit);
is an attenuator with a 2-fold attenuation; =] is a

comparison unit; is an oscillator; is an envelope

(reference) generator; |T| is a time reference generator of

t; w(t) isa window function (for smoothing).

The circuit works as follows. The signal from the
output of the antenna A comes to the receiver In input
path, where it is amplified and processed depending on
the receiver type (tuned radio frequency or
superheterodyne type). Then the signal from the antenna

and the (complex) signal of the oscillator G are
multiplied. Several expected reference values, f, and

AF (used when launching the radar), form the oscillator
T

signal. Information on the corrected values of f; and

AF comes from the outputs of the respective estimation
T

channels, after the estimates are generated, and is used
for the entire radar operation time. The envelope
estimation channel implements the smoothing of the

obtained multiplication in unit by the window
w(t). Then, the modulus is calculated, and the signal
envelope estimate ﬁ(t/rp) is selected in [Calc|. The

AF . - .
f, and — estimation channels are similar, containing
T

multipliers, integrators, modulus, and maximum output
effect calculation units. At the initial stage, information

about possible envelope signals ( unit) is entered, the
information about which is specified by the TI(t/x,)
estimation. The pulse duration estimation channel 7,

which contains the solution of the transcendental
equation (39), multipliers, integrators, an attenuator

, and a comparison unit E All the parameter
estimates are fed through a feedback loop to the

corresponding radar blocks and do not affect the signal
parameter estimation.

1
————) S— CﬂlC'T" (t/TP) -
w(t)—> @ = I | [p{ x = dtF=1 11 [ e SRR
T
A I I )
9_' In » X /= X F/HP X >Idt S -] —=imax - f”
f:> ﬂ M —1 # A 4
S=le]l(ny ]
AR | T 1
T
ﬁ X > X
T [= bt
N X :>jdt 50,5 ——I

Fig. 5. Radar block diagram



Radioelectronic systems

257

4. Discussion

Based on the analytical expressions obtained for
algorithms for estimating LFM radio pulse parameters,
the output effects were computer-modeled to estimate the
modulation frequency change rate, carrier frequency,
pulse width, and envelope.

As shown in Fig. 1 and Fig. 2, for the given signal
parameters, the output effect functions have clearly
defined maxima when the difference between the desired
signal parameter and the signal parameter formed by the
system approaches zero. Thus, further research should be
conducted to determine potential approaches for forming
reference signals under conditions of complete
uncertainty and when a priori data on the received signal
is available to fully implement the proposed algorithm in
an autonomous system.

The results are shown in Fig. 3 indicate that the
pulse width is estimated by finding the intersection point
of two output effects, which corresponds to the solution
of a transcendental equation.

Fig. 4 shows the result of estimating the radio pulse
envelope using sliding window smoothing. The obtained
estimate agrees with the shape of the given envelope,
whereas the presence of noise leads to fluctuations, the
level of which can be reduced by increasing the
smoothing window length.

The simulation results shown in Figs. 1-4 were
obtained considering the receiver noise at a signal-to-
noise ratio of -16.8 dB and remained almost unchanged
when the signal-to-noise ratio was reduced to -30 dB.

The potential implementation of the radio
engineering system is shown in Fig. 5 has high
requirements for electronic components. It is necessary
to ensure coherent signal reception, its digitization in the
full frequency band, and further processing of samples in
real or quasi-real time for its effective operation. This
requires the use of low-noise radio components in the
system’s analog path, high-speed analog-to-digital
receivers, and hardware implementation of processing in
FPGASs or special-purpose integrated circuits. In future
works, we will discuss the component base that can be
used for implementation.

5. Conclusions

The main contribution of this study is the synthesis
of algorithms for estimating the carrier frequency f;,

frequency change rate A—F, pulse width oo and
T
envelope H(t/rp) of the LFM radio pulse using the

maximum likelihood method, followed by their
implementation in the receiver’s block diagram.

The process of obtaining algorithms for optimal
signal processing is also methodologically important
because the algorithms are synthesized using a single
method. However, both point parameters and
characteristics (envelope as a function of time) are
calculated. This imposes peculiarities on the process of
obtaining algorithms and their interpretation. It was
shown for the first time that pulse width estimation
requires solving the transcendental equation, and
envelope estimation necessitates the implementation of
additional estimation smoothing using a sliding window,
which provides a practical averaging operation that
equates the left and right sides of the likelihood equation.

The radar block diagram is developed, and its
operating principle is described. It is demonstrated that
for the initial parameter estimation, approximate values
of these signal parameters are necessary. After obtaining
the initial estimates, they should be fed back into the
corresponding blocks in a feedback loop for adjustment.

The theoretical significance of this work lies in the
development of signal parameter estimation theory
through the application of the maximum likelihood
method to point parameter and characteristic estimation.

The practical significance of this work lies in the
development of algorithms for parameter estimation of a
pulse LFM signal and the corresponding radar block
diagram.

Theoretical and practical significance contribute to
develop the radio image phantomization theory in terms
of the design and engineering implementation of the
phantomization radar input channel, which is designed to
determine the signal packet parameters [1].

Future research directions. Further scientific
works should be devoted to the implementation of the
developed algorithms and the radar receiver block
diagram using modern FPGA-based computing
technologies and modern electronic components, as well
as the evaluation of the accuracy of LFM radio-pulse
parameter estimation.
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OIIHIOBAHHSA ITAPAMETPIB PAJIOIMITYJIBCY
3 JIHIHHOIO YACTOTHOIO MOJIYJIALIEIO

B. B. Ilagnikoe, M. C. Ilepemamuko,
B. M. Tpogpumenxo, /. B. Konecnirxoe

IIpeameToM BUBYEHHS B CTaTTi € MPOLIEC OI[IHIOBAHHS MAapaMeTpiB IMIYJIbCHOTO CUTHANY 3 JIHIHHOIO
yacTtoTHOI Monyssiniero (JIUM), sikuii BUKOPHCTOBYEThCS B OOpPTOBMX paiojOKAliHUX CHCTeMaX, 30KpeMa B
pamapax i3 cuHTe3oBaHOO amnepTyporo anteHn (PCA). MeTow CTaTTi € CHUHTE3 ajJrOPUTMIB ONTHMAIBHOTO
OLIIHIOBAaHHS OCHOBHHUX mnapamerpiB JIYM-curHany (Hecy4doi 4YacTOTH, IIBUIKOCTI 3MIiHHM YacTOTH MOJIYJIALII,
TPHUBAJIOCTI IMITYJIbCY Ta OOBIOHOI paaioiMIyJbcy) 1 pO3poOJIEHHS CTPYKTYPHOI CXeMH IpuiiMada paaapa, Lo
peari3ye Taki arOpUTMHU. 3aBHAHHS, HA BUPIIICHHS SKUX CIIPSIMOBAHO JOCIIKEHHs: MOOYIyBaTH MaTeMaTH4Hy
MOJIeNTb CUTHAJTY 3 JIIHIHHOIO YaCTOTHOIO MOIYJISIIEI0, IKAH BUIPOMIHIOETBCS pagapoM, PIBHSIHHS CIIOCTEPEKECHHS
Ta (YHKIIOHAT TPABAOMOMIOHOCTI; METOJOM MAaKCHMAIBHOI MPaBAONOAIOHOCTI CHHTE3yBATH AJITOPUTMU
omiHioBaHHS mapameTpiB JIUYM-curHamy; mpOBECTH UYHCENbHE MOIENIOBAHHS BUXITHUX ©(QEKTIB OMiHIOBaHHS
BinmoBigHUX mapamerpis JIYM-curHairy; po3poOUTH CTPYKTYPHY CXeMY TPAaKTy IpHiiMada Ha OCHOBI CHHTE€30BaHUX
anroputMiB. BupimieHHs MOCTaBIEHUX 3aBIaHb IPYHTYIOTHCS HA MeTOAAX CTATHCTHYHOI Teopil palioTeXHIYHUX
CHCTEM Ta YHCENbHOro MofemtoBaHHsa. OTpuMaHi HACTYIHI pe3yJbTaTH: 1) CHHTE30BaHO aJTOPUTMHU OIliHIOBAHHS
HECy4Ol YacTOTH, IMIBHIAKOCTI 3MIHHM YacTOTH, TPUBAJIOCTI IMITyJIbCY Ta OOBITHOI pagioiMITyibCy; 2) MpOBEACHE
MOJICITIOBAHHSI TTI0Ka3ajl0 BUCOKY CTiMKiCTh aaropuT™MiB o miyMiB (10 piBHs curHai/mym —30 dB); 3) moGymnosano
CTPYKTYPHY CXeMY pajiapa, o peari3ye CHHTE30BaHi alTOPUTMH Ta 3a0e31edye YTOYHEHHS OLiHIOBAHUX IapaMeTpiB
y 3BOPOTHOMY 3B’si3Ky. BucHoBKH. HaykoBa HOBH3Ha OTPHUMaHHX Pe3YJIbTATiB MOJSArae B HACTYITHOMY: OTPHMAaHO
QITOPUTMH OLIHIOBaHHS TApaMeTpiB K TOYKOBHX (HECyda YacTOTa, IMIBHAKICTH 3MIHM YacTOTH MOIYJIAIIT,
TPHUBAJIICTH IMIYIIBCY) TAK 1 YACOBHUX XapaKTEPUCTUK (00BiIHA padioiMITyIbCy) iMITynbcHUX JIYM-cHUrHATIIB METOJOM
MaKCHMAaJIBHOI TMPaBIOMOAIOHOCTI; BIIEpINe MOKAa3aHO, IO OIIHIOBaHHS IMIMPHHH IMIYJIbCY BHMara€ po3B’s3aHHS
TPAHCICHICHTHOTO PIBHSHHS, a OI[IHIOBaHHA OOBiTHOI — 3TIa/DKyBaHHSA Y KOB3HOMY BiKHI; OTpHMaHi pe3yiIbTaTH
PO3LIMPIOIOTH 3aCTOCYBAHHS METOAY MaKCUMAabHOI IPaBAONOAIOHOCTI B TEOpPil OLIHIOBAHHS ITapaMeTpiB CHTHAIIB;
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oTpuMalla TOJAIBIINI PO3BUTOK Teopis (aHToMizamil panio300pakeHb y YacTHHI KOHCTPYIOBAaHHS HPHUHMaIbHUX
TPAaKTiB pajapiB aHToOMIi3allii.

KnaouoBi ciaoBa: mapamerpu iMmynbCy; JIiHIHHA ~9acTOTHA  MOZYJIIUS; METOJ  MaKCHMAlbHOI
TIPaBJOIIONIOHOCTI; pasap daHTOMI3alii; pajap 3 CHHTE3yBaHHIM alepTypH.

MMaBnikoB Bosogumup BosoguMupoBMY — 1-p TexH. HayK, mpod., HadanbHUK, JlepxkaBHuii HaykoBo-
Hocninauii IHcTHTYT TexHOMOTIH KibepOe3nexu Ta 3axucTy indpopmanii, KuiB, Ykpaina.

Mepersitbko Makcum CepriiioBuu — Texnik, [epxaBuuit HaykoBo-/locmignuii IHCTHUTYT TexHoONOrin
KibepOe3neku Ta 3axucry inpopmarii, Kuis, Ykpaina.

Tpodpumenko Bononumup MuxaiilsioBH4 — JI-p I0pUI. HayK, 1pod., 3aCTyITHHK TOJIOBH, JlepkaBHa ciryx0a
CIIeIiaJTbHOTO 3B SI3KY Ta 3aXHCTy iHpopMarii Ykpainu, Kuis, Ykpaina.

KonecnikoB [lennc BiktopoBumu — 11-p dinocodii, imkenep, [epkaBuuii HaykoBo-ocniguuii [HcTHTyT
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