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ESTIMATION OF RADIO PULSE PARAMETERS  

WITH LINEAR FREQUENCY MODULATION 
 

The subject of this article is the process of estimating the parameters of a pulse signal with linear frequency 

modulation (LFM) used in airborne radar systems, particularly in synthetic aperture radars (SAR). The goal of this 

study is to synthesize algorithms for the optimal estimation of the key parameters of an LFM signal (i.e., carrier 

frequency, modulation frequency change rate, pulse length, and radio pulse envelope) and to develop a block 

diagram of a radar receiver that implements these algorithms. The tasks to be solved are as follows: build a 

mathematical model of a signal with linear frequency modulation emitted by a radar, an observation equation, and 

a likelihood functional; synthesize algorithms for estimating the parameters of an LFM signal using the maximum 

likelihood method; and develop a block diagram of a receiver based on the synthesized algorithms. The solutions 

to these tasks are based on the statistical theory of radio engineering systems and computer simulation. The 

following results were obtained: 1) algorithms for estimating the carrier frequency, frequency change rate, pulse 

length, and radio pulse envelope were synthesized; 2) simulations showed high noise robustness of the algorithms 

(up to a signal-to-noise ratio of –30 dB); 3) a block diagram of the radar was designed, which implements the 

synthesized algorithms and refines the estimated parameters in feedback. Conclusions. The scientific novelty of the 

obtained results is as follows: algorithms for estimating the parameters of both the point (carrier frequency, 

modulation frequency change rate, pulse length) and time characteristics (radio pulse envelope) of pulse LFM 

signals have been obtained using the maximum likelihood method. For the first time, it has been shown that 

estimating the pulse width requires solving a transcendental equation, and estimating the envelope requires 

smoothing in a sliding window. The obtained results expand the application of the maximum likelihood method in 

signal parameter estimation theory. The theory of phantomization of radio images has been further developed in 

terms of designing the receiving paths of phantomization radars.  

 

Keywords: pulse parameters; linear frequency modulation; likelihood method; phantomization radar; synthetic 

aperture radar. 

 

1. Introduction 
 

1.1 Motivation 

 

Studies [1, 2] initiated the development of the 

theory of radio image phantomization, which is formed 

by onboard synthetic aperture radar (SAR) [3, 4]. In 

particular, the general concept of phantomization, which 

involves making guided changes to the onboard SAR 

radio image in the form of objects not located in a given 

area, was proposed and justified [1]. Such object addition 

is performed by mixing additional phantomization radar 

signals with the signals reflected by the underlying 

surface. It is possible to add signals that imitate objects if 

the SAR waveform is precisely known. Preliminary 

calculations of the expected SAR signal waveform 

depending on the underlying surface sensing geometry 

are justified in [1]. This information is crucial for 

designing receiving channels in radar systems [2]. 

However, the principles of optimal estimation 

algorithm synthesis must be studied, assuming that the 

estimated parameters and characteristics differ from 

those in classical radar. To solve the phantomization 

radar receiver design problem, the carrier frequency, 

modulation frequency change rate for linear frequency 

modulation (LFM) signals [5], pulse duration, and pulse 

envelope must be optimally estimated. The first three 

parameters are fixed (unchanged for a pulse), whereas the 

fourth parameter, the envelope of a radio pulse, is a time-

dependent characteristic. 
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Similar knowledge about signal waveforms is also 

important for solving other radio engineering problems. 

Such tasks include monitoring the use of radio 

medium [6], providing secure communication systems 

[7], designing and implementing radar signal analysis 

systems for friend-or-foe identification [8], and 

researching signal propagation paths in space [9]. 
 

1.2 State of the art 
 

Classic approach. Various optimization methods 

can be used to solve this problem: according to the 

classical scientific works [10, 11], the maximum 

likelihood method is used to estimate the signal 

parameters. Practical methods for implementing such 

estimators in radar systems [12] are based on matched 

filtering and correlation algorithms that provide 

combined estimation of time delay and Doppler shift for 

LFM signals. Notably, the robust algorithm synthesis of 

signal parameter estimation is well established under 

conditions of a priori uncertainty by the maximum 

likelihood method [13, 14]. 

At the same time, the classical literature lacks 

comprehensive information on estimating all parameters 

of LFM signals. However, since these signals are used in 

many types of modern civil and military radio-electronic 

systems [15, 16], their detection and parameter 

estimation are relevant scientific issues.  

Fractional transform methods. Currently, there 

are several relevant studies on determining the LFM 

signal parameters. However, an analysis of these studies 

shows that researchers mostly focus on finding only one 

parameter, specifically the change rate of the modulation 

frequency. Thus, the review [17] noted the growing trend 

of using fractional Fourier transform (FrFT) in the 

analysis of LFM signals because the kernel of the FrFT 

is constituted by chirp functions. In [18], the authors used 

the analysis of the peak magnitude of the FrFT and 

optimization procedures to increase the accuracy of the 

modulation frequency change. The continuous 

development of these methods indicates their relevance. 

For example, in [19], in addition to FrFT, the authors 

propose using second-order synchrosqueezing transform 

(SSST) and the Hough transform for increasing energy 

concentration in the time-frequency domain and 

obtaining accurate parameter estimation. 

Wigner Distribution-based methods. Previous 

studies [20, 21] have proposed new methods based on 

Wigner Distribution (WD) associated with linear 

canonical transforms. Owing to their superior time-

frequency localization property, they have found wide 

application in this area. Thus, [20] proposed a method 

that achieves results at the level of a closed-form 

instantaneous cross-correlation function type of WD, 

allowing the detection of noisy LFM signals under an 

extremely low SNR while reducing the computational 

complexity by half. 

Compressed sensing-based methods. With the 

development of the compressed sensing theory, which 

solves the problem of large-bandwidth signal acquisition, 

methods for estimating the parameters of compressed 

LFM signals have gained popularity. Such problems arise 

during the reconstruction of LFM signals. Thus, [22, 23] 

proposed methods for estimating the parameters of LFM 

signals based on the Random Demodulator and 

Waveform Matching Dictionary and discrete fractional 

Fourier transform dictionary. The proposed methods 

show low errors in parameter estimation compared with 

the original signal and anti-noise performance in general. 

Neural network-based approaches. The use of 

neural networks to solve the problem of estimating the 

parameters of LFM signals is another promising area. 

Thus, articles [24, 25] proposed an approach for 

estimating the initial frequency and modulation 

frequency change rate based on a neural network to 

achieve signal denoising and high-resolution spectral line 

representation, thus estimating the parameters of LFM 

signals under a low SNR. 

However, none of the abovementioned articles 

solves the problem of estimating multiple parameters 

optimally within a single method. This does not allow the 

determination of the marginal errors when using the 

obtained methods and evaluating their overall efficiency. 

Additionally, existing works do not consider the design 

of the radar receiving path for the practical 

implementation of the obtained algorithms. 

Therefore, the optimal algorithm synthesis problem 

for parameter estimation (carrier frequency, frequency 

change rate, envelope width, and shape) of an LFM 

signal is relevant and requires further research. In this 

study, we propose solving this problem using the 

maximum likelihood method. The resulting 

mathematical models will allow us to determine the 

structure of the radar receiver path and determine the 

marginal errors of the estimates of the desired parameters 

in the future, which is important for the implementation 

of the corresponding radar system. 
 

1.3. Objectives and tasks 
 

The main goal of this study is to synthesize 

algorithms for the optimal estimation of key LFM signal 

parameters (i.e., carrier frequency, modulation frequency 

change rate, pulse length, and radio pulse envelope) and 

to develop a radar receiver block diagram that 

implements these algorithms. 

To achieve the goal, within the framework of this 

publication, the following tasks must be solved: 

− build a mathematical signal model with linear 

frequency modulation emitted by a radar, an observation 

equation, and a likelihood functional; 
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− synthesize algorithms for estimating the 

parameters of an LFM signal using the maximum 

likelihood method; 

− develop a receiver block diagram based on the 

synthesized algorithms. 

The remaining part of the article is structured as 

follows. Section 2 postulates the problem to be solved, 

mathematically describes the signal, observation 

equations, and likelihood functional, and sets the vector 

for further obtaining parameter estimation algorithms. 

Section 3 is devoted to obtaining algorithms for 

estimating the parameters of the LFM signal by solving 

equations obtained by the maximum likelihood method. 

Sections 4 and 5 conclude the paper by summarizing the 

obtained estimation algorithms and presenting the 

paper’s theoretical and practical significance, as well as 

its contribution to the development of radio image 

phantomization theory. 

 

1.4. Methodology 

 

In this work, the maximum likelihood method is 

used to synthesize algorithms for parameter estimation of 

a pulse signal with linear frequency modulation. The 

signal form, the observation equation at the receiver input 

(as the sum of the received signal and white Gaussian 

noise), and the likelihood functional are determined. The 

algorithm for estimating signal parameters is obtained by 

evaluating the partial and functional derivatives of the 

logarithm of the likelihood function, assuming that the 

parameter estimates coincide with the true values. The 

reliability of the proposed algorithms was verified by 

computer simulation in the MATLAB environment. A 

block diagram of the radar receiving channel has been 

developed based on the obtained algorithms. 

 

2. Materials and Methods of Research 
 

Problem statement. Synthesis of algorithms for 

parameter estimation (carrier frequency, frequency 

change rate, envelope width, and shape) of an LFM 

signal and development of a radar receiver block diagram 

are necessary. 

 

2.1. Signal, observation and likelihood 

functional 

 

Let’s write the LFM signal emitted by the radar in 

the following form 

 

    2
0

p

F t
s t Reexp j t exp j2 f t

  
           

, (1) 

 

where  pt   is the radio pulse envelope, F  is the 

frequency deviation, 0f  is the carrier frequency, p  is the 

envelope length (which can be measured at different 

levels for different envelope types), t  is the time, and   

is the modulation period. 

To develop the receiver design, the optimization 

problem is solved using the maximum likelihood method. 

Let us write down the observation equation at the 

receiver input, considering the noise applied to the 

receiver input: 

 

      u t s t n t  , (2) 

 

where  n t  is a white Gaussian noise with a power 

spectral density 0N

2
, zero mean  n t 0 , and 

correlation function    0
n 1 2 1 2

N
R t t t t

2
    . Here 

  is the statistical averaging operator. 

Let’s write the likelihood functional in the general 

form 

 

 
         

       

1 1

1 2 2 2 1 2

p u t k exp u t u t

W t , t u t u t dt dt ,

     

 


 (3) 

 

where  1 2W t , t  is a function inverse to the correlation 

function of the process    u t u t ,  k   is a 

parameter that may or may not depend on the desired 

signal parameters, and   is a vector of estimated signal 

parameters, which in this case is 

0 p
p

F t
f , , ,
  

     
     

. 

In a given problem, 

           u t s t n t s t n t s t     , where 

   s t s t  is due to a deterministic waveform. Then 

the function  1 2W t , t  is calculated for the noise 

component of  n t , i.e.,  n 1 2W t , t . 

Let’s find  1 2W t , t  from the inverse equation 

 

      n 1 n 2 1 2R t , t W t, t dt t t   , (4) 

 

The solution to equation (4) is obtained directly by 

substituting the correlation function  
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   0
n 1 2 1 2

N
R t t t t

2
     

 

      0
1 n 2 1 2

N
t t W t, t dt t t

2
     , 

 

or 
 

    n 1 2 1 2
0

2
W t , t t t

N
   . (5) 

 

Substituting (5) into (3), we can write the likelihood 

functional with an accuracy of  k   (the derivative of 

 k  , not the parameter itself, has a physical essence) 

 

 

         

       

      

1 1
0

1 2 2 2 1 2

2

0

2
p u t k exp u t s t ,

N

t t u t s t , dt dt

2
k exp u t s t, dt .

N


      



    

 
     

 





 (6) 

 

2.2. Problem solution 
 

Let’s find the optimal processing algorithms using 

the maximum likelihood method. To do so, let’s solve the 

system of equations (7). 
 

 

 

 

 

 

true

0 0,true

p p,true

0

p
ˆp F F

0 p
0 p

f̂ f

0 p
p p

ˆ

0

p
pp

F
u t , f ,

ln p 0,
tF

,

F t
ln p u t , f , , 0,

f

F t
ln p u t , f , , 0,

F
u t , f ,

ln p
tt

,

  
 

  



 

 
    

   
       

    
         

    
         





             
true

ˆ

0,

   



















 
 


  
 

  
  


 (7) 

 

We also consider the received signal phase to be 

unknown. Therefore, based on known solutions, we will 

use a module of synthesized signal processing 

algorithms. In (7), we use the notation 



 and 

 



 
, 

respectively, for the partial and functional derivative 

operators, respectively. 

The partial derivatives for each of the desired signal 

parameters are found, and the corresponding processing 

algorithms are obtained. Each algorithm is used to design 

the corresponding radar channel. 

 

3. Results 
 

3.1.  
F


 estimation algorithm 

 

The 
F


 estimation algorithm can be determined by 

solving the first equation of the system (7). This and other 

algorithms will depend on other estimated parameters; 

therefore, we should have a priori (approximate) 

information about other parameters before all channels 

receive parameter estimates. 

Let us substitute the likelihood functional (6) into 

the first equation of the system (7) and solve it 

 

 

 

 

true

0

2

F̂ F

2
ln k

F N

0
F

u t s t, dt
F

  
 

  


  






    

      




, (8) 

 

where 
 

 

 

   

   

n 1 2 n 1 2 1 2

0
1 2 n 1 2 1 2

ln k
F

R t t W t t dt dt
F

N
t t W t t dt dt 0,

F2


 





 
    

 
 

 
     

 
 





 (9) 

 

Considering (9) and calculating the derivative of the 

second component of (8), we obtain 
 

  
0

4 F F
u t s t, s t, dt 0

FN

       
            



 , (10) 

 

or 
 

  
F

u t s t, dt
F

  
   



  

 
F F

s t, s t, dt,
F

     
        



  (11) 
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In (11), the left and right parts are equated but not 

equal. The equality between them will occur when 

calculating the expected value (mean) of the left part, i.e. 

 

 

 

 

   

F
u t s t, dt

F

F
u t s t, dt

F

F F
u t s t, n t s t,

F F
s t, s t, dt.

F

  
   



  
    



    
       

    

     
        









 (12) 

 

Let’s find 
F

s t,
F

  
   



 (substitute the signal (1) 

under the derivative sign) 

 

 

 

 

   

2

0
p

2 2
0

p

2 2 2

p

0 0

F F
s t, Re exp j t

F F

t
exp j2 f t

t F
t Re jexp j t exp j2 f t

t F F
t Re j cos t jsin t

cos 2 f t jsin 2 f t

      
           

 

 
    

  

   
            

        
                    

      

  

 

 

 

 

 

2
0

2
0

2

2p
0

2
0

F
jcos t cos 2 f t

F
cos t sin 2 f t

t
t Re

F
sin t cos 2 f t

F
jsin t sin 2 f t

   
    

  
  
             

            
  

  
    

   

 

 

 

 

2
0

2

2p
0

F
cos t sin 2 f t

t
t

F
sin t cos 2 f t

   
            

           
  

  

 2
0

p

t 1 F
t sin 2 t f t .

2

     
             

 (13) 

 

Substituting (13) into the right part of (11) 

 2 2
0

p

0

F F
s t, s t, dt

F

t 1 F
t cos 2 t f t

2

1 F
sin 2 t f t dt 0.

2

     
       



     
              

   
     

  



  (14) 

 

Following (14), the algorithm for optimal 
F


 

estimation is written as follows, which, considering the 

unknown phase of the received signal, is calculated using 

the output effect modulus (in this case, we proceed to the 

maximum instead of the minimum of the output effect): 

 

  2
0

p

t 1 F
t u t exp j2 t f t dt max.

2

     
            

  (15) 

 

Note that the algorithm (15) is designed for the case 

of parity between the received signal and the reference 

signal derivative. The output effect as a mismatch 

function for the desired parameter 
F


 is also 

informative, i.e., the function 

 

    2
out

p

t
Y t u t

 
    

  
  

 0

1 F
exp j2 t f t dt .

2

    
       

   
 (16) 

 

Fig. 1 shows a diagram of the output effect  outY   

obtained for the following input data: 

6
12

6

F 100 10
10 10

10 10
 

  
 

, 0f 100  MHz, t 0..   , with 

a signal-to-noise ratio (at the input) of -16,8 dB. 
 

 
 

Fig. 1. Output effect  outY   
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Analysis of Fig. 1 shows that the maximum can be 

unambiguously estimated and, therefore, measure the 

F


 value. The impact of the error   on the output effect 

is negligible because it is more than twice as small as 

F
.




 

 

3.2. 0f  estimation algorithm 

 

Similar to the previous case, we synthesize the 0f  

estimation algorithm from the solution of the second 

equation of the system (7). 

Substituting the likelihood functional (6) into the 

second equation of system (7) and solve 

 

 

 

    
0 0,true

0 0

2

0
ˆ0 f f

2
ln k

f N
0

u t s t, f dt
f




  





 


, (17) 

 

where 

 

 

 

   

   

0

n 1 2 n 1 2 1 2
0

0
1 2 n 1 2 1 2

0

ln k
f

R t t W t t dt dt
f

N
t t W t t dt dt 0.

2 f


 



 
     

 
      





 (18) 

 

Now let’s find the derivative of the second term (18) 

 

       0 0
0 0

4
u t s t, f s t, f dt 0

N f


  

 , 

 

or similar to (11) 

 

        0 0 0
0 0

u t s t, f dt s t, f s t, f dt
f f

 


   . (19) 

 

As in (12), the left and right sides are equated. 

Let’s find  0
0

s t, f
f




 (substitute the signal (1) for 

the derivative) 

 

 

 

2
0

0 0

0
p

F
s t,f Reexp j t

f f

t
exp j2 f t

  
   

   


   

  

 

    

 2
0

p

0
p

t F
j2 t Re jexp j t exp j2 f t

t 1 F
2 t sin 2 t f t .

2

  
           

   
            

 (20) 

 

Substituting (20) into the right part of (19) 
 

 

   0 0
0

2
0

p

0

s t, f s t, f dt
f

t 1 F
2 t cos 2 t f t

2

1 F
sin 2 t f t dt 0.

2






     
               

   
     

  



  (21) 

 

Then, according to (21), we find the algorithm for 

optimal 0f  estimation in the form as follows 

 

    0
p

t 1 F
t u t exp j2 t f t dt max

2

     
            

 . (22) 

 

As in (15), the output effect modulus is used to average 

the received signal in phase. 

Similar to (16), we consider that the algorithm (22) 

is designed for the case of an exact time match between 

the received signal and the derivative of the reference 

signal. Therefore, it is informative to analyze the output 

effect as a function of the mismatch in 0f , i.e. 

 

 

   

 

out
p

0

t
Y t u t

1 F
exp j2 t f t dt .

2

 
    

  

   
      

  


 (23) 

 

Fig. 2 shows the graph of the output effect  outY   

obtained for the input data used for the diagram in Fig. 1.  
 

 
 

Fig. 2. Output effect  outY   
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Analysis of Fig. 2 shows that the estimate is 

unambiguous. 
 

3.3. p  estimation algorithm 

 

The p  estimation algorithm is derived from the 

solution of the third equation of the system (7). 

Substituting the likelihood functional (6) into the 

third equation of system (7) 
 

 

 

    
p p,true

p 0

2

p
p ˆ

2
ln k

N
0

u t s t, dt

 


  





  


, (24) 

 

where 
 

 

 

   

   

p

n 1 2 n 1 2 1 2
p

0
1 2 n 1 2 1 2

p

ln k

R t t W t t dt dt

N
t t W t t dt dt 0.

2


 



 
     

 
      





 (25) 

 

Derivative of the second term in (24) 
 

       p p
0 p

4
u t s t, s t, dt 0

N


    

 , 

 

or similar to (11) 
 

        p p p
p p

u t s t, dt s t, s t, dt
 

   
   . (26) 

 

The left and right sides are equated as in (12) and (19). 

To find the derivative of  p
p

s t,





, it is 

reasonable to mathematically formalize 
p

t 
 
  

 in the 

signal (1). For example, a Gaussian envelope of the pulse 

can be introduced, i.e. 
 

 
 2

2
p p

t 2 t 0.5
exp

    
    
       

. 

 

Then the derivative 
 

 

 
 

2
p

p

2

0 2
p p

F
s t, Reexp j t

2 t
exp j2 f t exp

  
    

  

  
   

   

 

 

   

 

2 2

3 2
p p

2
0

4 t 2 t
exp

F
Reexp j t exp j2 f t

   
  

   

 
    

 

 (27) 

 
   2 2

03 2
p p

4 t 2 t 1 F
exp cos 2 t f t .

2

        
              

 

 

Substituting (27) into the right part of (26) 
 

    p p
p

s t, s t, dt


  
  

 

 
 

 
 

2
2

3 2
p p

2
0

2
2

3 2
p p

4 4 t
t exp

1 F
cos 2 t f t dt

2

2 4 t
t exp

  
     

   

   
     

  

  
     

   





  

 

 
 

2
0

2
2

3 2
p p

1 F
1 cos 4 t f t dt

2

2 4 t
t exp dt.

    
       

   

  
    

   


 (28) 

 

Here is the algorithm for optimal p  estimation in 

the following form: 

 

 

 
 

 

 
 

2
2

2
p

0

2
2

2
p

2 t
t exp u t

1 F
cos 2 t f t dt

2

1 4 t
t exp dt.

2

  
    

  

   
     

  

  
    

  





 

 

The right side is one of the possible expressions of the 

function width. 

The output effect module is used for the phase 

averaging of the received signal: 

 

 

 
 

 

 
 

2
2

2
p

0

2
2

2
p

2 t
t exp u t

1 F
exp j2 t f t dt

2

1 4 t
t exp dt.

2

  
    

  

   
     

  

  
    

  





 (29) 
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As shown in (29), the decision on the pulse width is 

made by equating the left and right parts (equality occurs 

when the left part is averaged and the width of the 

envelope signal in the observation and reference signals 

is matched). 

Let us form two mismatch functions, one for the left 

part and one for the right part, and equate them to each 

other. At the matching point, a decision is made 

regarding the width: 
 

 

   
 

 
 

   
 

 

   

2
2

out 2

p

0

2
2

out,ref 2

p

out out,ref

2 t
Y t exp u t

1 F
exp j2 t f t dt ;

2

1 4 t
Y t exp dt;

2

Y Y .

  
      

  
 

   
    

  

  
     

  
 

  





 (30) 

 

Fig. 3 shows the diagrams of the output effects 

 outY   and  out,refY   obtained for the input data used 

to make the diagram in Fig. 1. Analysis of Fig. 3 shows 

that at the point of true value (at point 0  ), the output 

effects intersect. 

 
 

Fig. 3. Output effects  outY   and  out,refY   

 

3.4. Estimation of radio pulse envelope 

 

Let us synthesize the envelope estimation algorithm 

by solving the fourth equation of system (7) 

 

 

 

   
true

0 p
p

p ˆ

F t
ln p u t , f , ,

0
t

   

   
         

 
  

. (31) 

 

Substituting the likelihood functional (6) into the 

third equation of system (7) 

 

  

p

ln k
t


 

 
  

 

   

 

   
true

2

p

0

p ˆ

t
u t s t,

2
dt 0

tN

   

              
 

  

 , (32) 

 

where the correlation function and the inverse correlation 

function are independent of the envelope function. Thus 

 

  

p

ln k
t


 

 
  

 (33) 

    n 1 2 n 1 2 1 2

p

R t t W t t dt dt
t

 
     

     

  

    0
1 2 n 1 2 1 2

p

N
t t W t t dt dt 0.

t2

 
      

     

  

 

Derivative of the second term of (32) 

 

  
p

0 p

p

t
s t,

4 t
u t s t, dt 0

tN

  
                            

 , 

 

or 

 

 

 
p

p

p p

p

t
u t s t, dt

t

t t
s t, s t, dt.

t

   
          

      
                     





 (34) 

 

The left and right parts are equated to each other. 

As before, the envelope is specified as a Gaussian 

curve 
 2

2
p p

t 2 t 0.5
exp

    
    
       

. In this case 
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 2

p

p

t F
s t, Reexp j t

t

     
                

 

  
 2

0 2
p

p

2 t
exp j2 f t exp

t

   
    

      

  

 

 

 
 

2
0

2

20
p

F
Reexp j t exp j2 f t

d 2 t
lim exp t t

d

 
    

 

   
      

     

 

    2
0

F
Reexp j t exp j2 f t t t .

 
     

 
 (35) 

 

Substituting (35) into the right part of (34) 

 

 
p p

p

t t
s t, s t, dt

t

      
                     

  

 
 

2
2 2

02
p

2 t F
exp cos 2 f t t t t dt

    
               

   

  

 

 

2
2 2

02
p

2
2

02
p

2 t F
exp cos 2 f t t

1 2 t F
exp 1 cos 4 f t 2 t .

2

    
             

      
               

 (36) 

 

The optimal envelope estimation algorithm is as 

follows 

 

 

 

2
0

2
2 2

02
p

F
u t cos 2 f t t

1 2 t F
exp cos 2 f t t ,

2

 
    

 

    
            

 

 

or 

 

 
   2

2
2 p

0

u t 2 t
2 exp

F
cos 2 f t t

  
  

       
 

. (37) 

 

Overall, (37) can be expressed for any envelope, i.e. 

 

 
 

2p
0

u ttˆ 2
F

cos 2 f t t

 
          

 

. (38) 

 

However, to obtain an algorithm for envelope 

estimation, the following features of the problem must be 

considered: 

− received signal phase is a random value; 

− observation  u t  contains noise (see (2)), and 

therefore, it is necessary to average it, for example, by 

smoothing in a sliding window, to obtain a consistent 

estimate. 

In this case, (38) should be rewritten as follows: 

 

     

p

2

0

tˆ

F
2 u t exp j2 f t j t w t t dt .

 
   

 
          

 

 (39) 

 

Here, the sliding window function  w t  should be much 

shorter than p  and contain many noise samples to 

achieve the averaging effect. 

For the case of a non-point parameter, the mismatch 

function is written as follows 

 

 

 
 

 
 

out

0

2

Y t, ,

j2 f t

2 u t exp g t t dt .F
j t

  

    
 

         
  


 (40) 

 

Since the function depends on three parameters, it 

is advisable to analyze the estimation error by fixating 

one of the parameters   or  . 

Fig. 4 shows the result of estimating the envelope 

according to (39). 

 

 
 

Fig. 4. The envelope 
p

t 
  

 and its estimate 
p

tˆ  
  

 

Fig. 4 shows that the estimate agrees well enough 

with the envelope. Additional smoothing can be 
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performed to reduce the noise, or the smoothing window 

in (39) can be expanded. 

 

3.5. Radar block diagram 
 

We develop a radar block diagram following the 

synthesized algorithms (15), (22), (29), and (39). 

Fig. 5 shows a block diagram with the following 

notations: A  is the antenna; In  is the receiver input path, 

which includes low-noise amplifiers and may also 

contain mixers and low-pass filters (depending on the 

carrier frequency);   is the multiplication unit;   

is the convolution unit;   is the modulus unit; dt  

is the integration unit; max  is the maximum output 

search unit; Calc  is a unit that selects the envelope 

among all solutions;   is a delay unit;  is an 

amplification unit (the gain is specified within the unit); 

0,5  is an attenuator with a 2-fold attenuation;   is a 

comparison unit; G  is an oscillator;   is an envelope 

(reference) generator; T  is a time reference generator of 

t ;  w t  is a window function (for smoothing). 

The circuit works as follows. The signal from the 

output of the antenna A  comes to the receiver In input 

path, where it is amplified and processed depending on 

the receiver type (tuned radio frequency or 

superheterodyne type). Then the signal from the antenna 

and the (complex) signal of the oscillator G  are 

multiplied. Several expected reference values, 0f  and 

F


 (used when launching the radar), form the oscillator 

signal. Information on the corrected values of 0f̂  and 

F


 comes from the outputs of the respective estimation 

channels, after the estimates are generated, and is used 

for the entire radar operation time. The envelope 

estimation channel implements the smoothing of the 

obtained multiplication in unit   by the window 

 w t .  Then, the modulus is calculated, and the signal 

envelope estimate  p
ˆ t /   is selected in Calc . The 

0f  and 
F


 estimation channels are similar, containing 

multipliers, integrators, modulus, and maximum output 

effect calculation units. At the initial stage, information 

about possible envelope signals (   unit) is entered, the 

information about which is specified by the  p
ˆ t /   

estimation. The pulse duration estimation channel p̂ , 

which contains the solution of the transcendental 

equation (39), multipliers, integrators, an attenuator 

0.5 ,  and a comparison unit  . All the parameter 

estimates are fed through a feedback loop to the 

corresponding radar blocks and do not affect the signal 

parameter estimation. 

 

 
 

Fig. 5. Radar block diagram 
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4. Discussion 
 

Based on the analytical expressions obtained for 

algorithms for estimating LFM radio pulse parameters, 

the output effects were computer-modeled to estimate the 

modulation frequency change rate, carrier frequency, 

pulse width, and envelope. 

As shown in Fig. 1 and Fig. 2, for the given signal 

parameters, the output effect functions have clearly 

defined maxima when the difference between the desired 

signal parameter and the signal parameter formed by the 

system approaches zero. Thus, further research should be 

conducted to determine potential approaches for forming 

reference signals under conditions of complete 

uncertainty and when a priori data on the received signal 

is available to fully implement the proposed algorithm in 

an autonomous system. 

The results are shown in Fig. 3 indicate that the 

pulse width is estimated by finding the intersection point 

of two output effects, which corresponds to the solution 

of a transcendental equation. 

Fig. 4 shows the result of estimating the radio pulse 

envelope using sliding window smoothing. The obtained 

estimate agrees with the shape of the given envelope, 

whereas the presence of noise leads to fluctuations, the 

level of which can be reduced by increasing the 

smoothing window length. 

The simulation results shown in Figs. 1-4 were 

obtained considering the receiver noise at a signal-to-

noise ratio of -16.8 dB and remained almost unchanged 

when the signal-to-noise ratio was reduced to -30 dB. 

The potential implementation of the radio 

engineering system is shown in Fig. 5 has high 

requirements for electronic components. It is necessary 

to ensure coherent signal reception, its digitization in the 

full frequency band, and further processing of samples in 

real or quasi-real time for its effective operation. This 

requires the use of low-noise radio components in the 

system’s analog path, high-speed analog-to-digital 

receivers, and hardware implementation of processing in 

FPGAs or special-purpose integrated circuits. In future 

works, we will discuss the component base that can be 

used for implementation. 

 

5. Conclusions 
 

The main contribution of this study is the synthesis 

of algorithms for estimating the carrier frequency 0f , 

frequency change rate 




F
, pulse width p , and 

envelope   pt /  of the LFM radio pulse using the 

maximum likelihood method, followed by their 

implementation in the receiver’s block diagram. 

The process of obtaining algorithms for optimal 

signal processing is also methodologically important 

because the algorithms are synthesized using a single 

method. However, both point parameters and 

characteristics (envelope as a function of time) are 

calculated. This imposes peculiarities on the process of 

obtaining algorithms and their interpretation. It was 

shown for the first time that pulse width estimation 

requires solving the transcendental equation, and 

envelope estimation necessitates the implementation of 

additional estimation smoothing using a sliding window, 

which provides a practical averaging operation that 

equates the left and right sides of the likelihood equation. 

The radar block diagram is developed, and its 

operating principle is described. It is demonstrated that 

for the initial parameter estimation, approximate values 

of these signal parameters are necessary. After obtaining 

the initial estimates, they should be fed back into the 

corresponding blocks in a feedback loop for adjustment. 

The theoretical significance of this work lies in the 

development of signal parameter estimation theory 

through the application of the maximum likelihood 

method to point parameter and characteristic estimation. 

The practical significance of this work lies in the 

development of algorithms for parameter estimation of a 

pulse LFM signal and the corresponding radar block 

diagram. 

Theoretical and practical significance contribute to 

develop the radio image phantomization theory in terms 

of the design and engineering implementation of the 

phantomization radar input channel, which is designed to 

determine the signal packet parameters [1]. 

Future research directions. Further scientific 

works should be devoted to the implementation of the 

developed algorithms and the radar receiver block 

diagram using modern FPGA-based computing 

technologies and modern electronic components, as well 

as the evaluation of the accuracy of LFM radio-pulse 

parameter estimation. 
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ОЦІНЮВАННЯ ПАРАМЕТРІВ РАДІОІМПУЛЬСУ  

З ЛІНІЙНОЮ ЧАСТОТНОЮ МОДУЛЯЦІЄЮ 

В. В. Павліков, М. С. Перетятько,  

В. М. Трофименко, Д. В. Колесніков 

Предметом вивчення в статті є процес оцінювання параметрів імпульсного сигналу з лінійною 

частотною модуляцією (ЛЧМ), який використовується в бортових радіолокаційних системах, зокрема в 

радарах із синтезованою апертурою антени (РСА). Метою статті є синтез алгоритмів оптимального 

оцінювання основних параметрів ЛЧМ-сигналу (несучої частоти, швидкості зміни частоти модуляції, 

тривалості імпульсу та обвідної радіоімпульсу) і розроблення структурної схеми приймача радара, що 

реалізує такі алгоритми. Завдання, на вирішення яких спрямовано дослідження: побудувати математичну 

модель сигналу з лінійною частотною модуляцією, який випромінюється радаром, рівняння спостереження 

та функціонал правдоподібності; методом максимальної правдоподібності синтезувати алгоритми 

оцінювання параметрів ЛЧМ-сигналу; провести чисельне моделювання вихідних ефектів оцінювання 

відповідних параметрів ЛЧМ-сигналу; розробити структурну схему тракту приймача на основі синтезованих 

алгоритмів. Вирішення поставлених завдань ґрунтуються на методах статистичної теорії радіотехнічних 

систем та чисельного моделювання. Отримані наступні результати: 1) синтезовано алгоритми оцінювання 

несучої частоти, швидкості зміни частоти, тривалості імпульсу та обвідної радіоімпульсу; 2) проведене 

моделювання показало високу стійкість алгоритмів до шумів (до рівня сигнал/шум –30 dB); 3) побудовано 

структурну схему радара, що реалізує синтезовані алгоритми та забезпечує уточнення оцінюваних параметрів 

у зворотному зв’язку. Висновки. Наукова новизна отриманих результатів полягає в наступному: отримано 

алгоритми оцінювання параметрів як точкових (несуча частота, швидкість зміни частоти модуляції, 

тривалість імпульсу) так і часових характеристик (обвідна радіоімпульсу) імпульсних ЛЧМ-сигналів методом 

максимальної правдоподібності; вперше показано, що оцінювання ширини імпульсу вимагає розв’язання 

трансцендентного рівняння, а оцінювання обвідної – згладжування у ковзному вікні; отримані результати 

розширюють застосування методу максимальної правдоподібності в теорії оцінювання параметрів сигналів; 
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отримала подальший розвиток теорія фантомізації радіозображень у частині конструювання приймальних 

трактів радарів фантомізації. 

Ключові слова: параметри імпульсу; лінійна частотна модуляція; метод максимальної 

правдоподібності; радар фантомізації; радар з синтезуванням апертури. 
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