ENSURING CYBERSECURITY OF FPGA AS A SERVICE
WITH THE USE OF PENETRATION TESTING OF COMPONENTS

The subject of study in this article is modern penetration testing technologies, in which the test object is the implementation of a service based on a platform using Field Programmable Gate Array (FPGA) resources. The goal of this study is to improve modern methods of penetration testing of services provided by FPGA as a Service (FaaS) to find vulnerabilities for further fixing and increasing the level of services security and trust.

Task: to analyze the technological capabilities for the development of FPGA as a Service; to analyze possible threats for FPGA as a Service platform; to analyze the structure of the FPGA as a Service platform and the peculiarities of attacks on it; to analyze options for using the penetration testing standard; to propose the classification of possible use of FPGA as a Service platform for solving of cybersecurity tasks; and to propose the sequence of critical components of ensuring the cybersecurity of FPGA as a Service platform. The following results were obtained based on the tasks. The analysis of the capabilities of existing chips, FPGA accelerator cards, programming technologies, and the integrated environments of a leading company for creation of FPGA as a Service is performed. A study on the cybersecurity problems of FPGA as a Service platforms is conducted, and a set of components to ensure the cybersecurity of FPGA as a Service Platform is proposed. Modern cybersecurity threats of FPGA as a Service platforms are analyzed. A threat structure for FPGA as a Service is proposed. The possibility of applying a penetration testing standard to FPGA services is considered. Regular audits and penetration testing are crucial elements of a cybersecurity strategy and help maintain customer and user trust in FPGA services. Based on the analysis of the possible use of FPGA as a Service to solve cybersecurity tasks, a classification of five variants considering FPGA as an object and tool is proposed. The sequence of critical components of ensuring the cybersecurity of FPGA as a Service platform is proposed to correspond to modern known threats. Complex activities, including the software updates, security monitoring, auditing, and penetration testing, based on security standards. Conclusions. The primary contribution and scientific novelty of the obtained results is the research into the possibilities of penetration testing for services, where the test object is a platform with access to FPGA. As in many other areas, ensuring the cybersecurity of FPGA as a Service platform is complex, and ignoring any component can lead to critical consequences. Applying only penetration testing is not enough; therefore, a comprehensive list of cybersecurity measures for FPGA as a Service platforms is provided, underlining the urgency and necessity of their implementation.
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Introduction

It is challenging to imagine a modern world without calculations. The amount of transferred, stored, and processed data is constantly growing, and the technologies are continually improving. FPGA is an energy-efficient and relatively fast solution to computing tasks. Ensuring cybersecurity is a crucial task for such a solution. The investigation of vulnerabilities can be performed using penetration testing of such systems [1].

FPGA as a Service is not just another cloud-based model, but a game-changer that revolutionizes how users can access FPGA resources [2]. This innovative platform allows customers to exploit the power of flexible and potent FPGA resources for specialized computing tasks such as data processing, machine learning, and cryptography. This can be achieved without physical installation and hardware maintenance. The production cybersecurity and use of such systems during the lifecycle are critical issues for critical systems [3].

FPGA services have opened new possibilities and transformed the operations of space agencies and private companies. Cloud platforms enable the design, testing, and optimize hardware systems, significantly reducing development time and costs [2, 4].

The real time adaptability of FPGAs with implementation of any functions is particularly valuable for dynamic tasks. In addition, cybersecurity must be addressed carefully for safety-critical FPGA-based industrial systems and critical IT infrastructures [5-7].

As with any resource on the World Wide Web, platforms that provide FPGA Services are not just po-
tential targets. They are prime targets of attackers. The urgency of researching the cybersecurity problems of FaaS and identifying possible attacks and ways to protect them cannot be overstated [8]. This understanding is not just important but crucial to maintaining the integrity and security of FaaS services.

**The goal of this study is** to improve modern methods of penetration testing of services provided by FPGAs as a Service to find vulnerabilities, fix them, and increase the level of security and trust in such services.

To achieve this goal, the following tasks were considered and solved:

1) to analyze the technological capabilities of FPGAs for the development of services;
2) to analyze possible threats using FPGA as a Service platform;
3) to analyze the structure of FPGA as a Service Platform and the peculiarities of attacks on it;
4) to analyze options for using the penetration testing standard [9];
5) to propose the classification of possible use of FPGA as a Service for solving of cybersecurity tasks;
6) to propose a sequence of critical components to ensure the cybersecurity of FPGA as a Service.

**1. Analysis of technological capabilities for creation of FPGA as a Service**

Considering the described features, implementing computational services and systems more effectively requires high-performance and energy-efficient solutions. Processor manufacturers add special registers and hardware blocks to their CPUs to support the basic calculations required to implement computationally intensive tasks and neural networks [10]. Supporting this type of computation at the hardware level improves performance. This is important because computational tasks are becoming a significant part of server tasks.

The use of FPGA technology for the hardware implementation of services and systems with PCI express access opens up the possibility of significant performance improvement [11]. This makes it possible to solve tasks efficiently using a service. However, it is only efficient with hardware acceleration due to the long computation duration of one dataset of computational tasks at the CPU. Most computational services are now based on CPUs or GPUs.

Despite this, unlike FPGAs, CPUs, GPUs, ASSPs, and ASICs do not provide the dynamics required for increasing computation performance. The advantage of FPGA implementation is the possibility of parallel execution of the same type of calculation. In addition, it is possible to use the pipelining of operations based on the instruction set of a specific project. This possibility of producing a dedicated accelerator for a particular task by the service allows FPGA technology to be considered as an efficient target hardware for implementing computationally intensive services [12].

The domain-specific architecture is required to build an efficient FPGA Service. It also requires the ability to exchange data quickly with the software and a set of software solutions that are directly responsible for interacting with the service user. This is valid for all computational services and solutions in the entire range of projects, ranging from Edge to Cloud.

In all FPGA implementations of computational services, a dedicated architecture is used considering the specific task. In addition, dynamic memory is required to store data and exchange results with a host application. To improve performance, all operations are represented as hardware-based logic.

Fast communication with FPGAs is possible over a PCI express interface. Alveo FPGA accelerator cards are powerful boards with a fast interface and sufficient dynamic memory to perform computations inside the chip. Grouping such FPGA accelerator cards in data centers allows the organization of FPGA service [13]. Providing access to such chips via reprogramming helps implement FPGA as a Service to the task [14].

For the programmer of such a service running on the host computer, each FPGA accelerator is accessible from the host application in C++ as the call of the function. The computational task can be divided into iterations for sequential computation using one FPGA accelerator or parallel execution of a few threads of FPGA accelerator cards connected to the host computer. Each enqueued kernel execution in FPGA operation takes no longer than a few seconds. This is limitation of the communication framework. The Xilinx Runtime (XRT) framework simplifies communication with kernels over PCI Express [15]. At the same time, one host machine contains up to 8 slots with FPGA accelerator cards. All modules are connected to the host machine and can perform the same user task. They become super-logic machines that can be programmed to perform a single task in the entire data center. This type of acceleration can be used in most areas where data processing is required. The FPGA-based data processing efficiency is much higher than that of GPUs or general-purpose processors.

The performance advantage of an FPGA for AI applications is based on the ability to build its architecture inside FPGA chip. It helps to solve typical tasks much faster with the same or less power consumption. FPGA-based accelerator cards are specialized accelerators that significantly increase performance due to the parallel implementation of operations. This choice allows data centers to reduce their power consumption.

Creating hardware accelerators while building AI services is integral part for prototyping such systems.
The complexity of this process determines the duration and final cost of project.

Automated development environments, such as Vitis combined frameworks, for building AI systems can significantly reduce labor costs when designing and maintaining AI projects. The ability to use programming languages such as C++, OpenCL, and Python reduces the complexity of the design process. This involves developers with AI skills who require FPGA experience to create AI services. It is also possible to describe AI solutions directly at the hardware level using the TensorFlow and Caffe frameworks [16].

The Vitis development environment uses the AI optimizer, AI quantizer, and AI compiler in the development flow. An AI FPGA as a Service can be simplified using IP cores with customizable models frequently used in AI solutions [17].

**Quantizing is the first step** of AI project optimization. The most crucial process is quantizing by moving from a float-point representation of the system to a low-precision implementation based on the requirements of a particular subtask.

This step reduces the number of bits required to represent the neural network node. Development tools can automate this process. This optimization process makes one of the most significant contributions to increasing the density of parallel nodes in the model in FPGA implementation.

**The following optimization step** is to prune low-priority branches, which involves removing branches that have a low impact on the final result. It allows optimization of the descriptions of models for transfer to FPGA hardware implementations. This development promises a speedup of 5 to 50 times for FPGA implementation, which is a significant optimization in the amount of hardware resources per operation.

**In the next optimization step**, using a fixed-point representation of binary numbers reduces hardware complexity. It is essential to use data types that can be easily implemented using FPGA. In classical cases, the state represents a real value ranging from 0 to 1. The float data type, a single-precision floating-point data type consisting of 4 bytes, is used to represent this range.

To transfer the description of the neural network model to the hardware, a fixed-point representation rather than a floating-point representation is required.

It can be represented based on ranged integer data types with different numbers of bits and positions at the point. The exact number of bits depends on the allowed range of numbers of recognized levels. This transfer can be performed using level quantization based on the required accuracy. It can be performed manually during prototyping or with the use of quantization.

**The last step** of optimization is obtaining the final architecture. In this step, hardware solutions are optimized. The optimization of involved blocks and constructions with the previous steps allows us to obtain the final optimized architecture.

FPGA prototyping, language programming, and AI frameworks are employed. The proposed project can be implemented using languages that are not applicable to classical FPGA solutions. These supported languages and technologies for AI development using Vitis are OpenCL, C, C++, Python, TensorFlow, and Caffe. These three technologies were added directly to the Vitis development environment [16].

Most of these languages and technologies are suitable for implementing AI systems because most libraries for solving computational tasks are written in the same language. The languages must be used for FPGA projects based on hardware prototyping requirements.

If the project is described in one of these languages by the given formats and requirements, the output is an HLS description. This is the intermediate level that allows the project to be represented in SystemVerilog code. This output document is sufficiently hid. This is an internal project representation of the development environment itself.

This file was generated by Vivado during the project's compilation in Vitis. After generation, the generator will be compiled as usual for RTL projects.

Projects implemented using the mentioned languages usually achieve 50-60 percent of the resource utilization of the FPGA chip. This is of significant value because it does not require any specific knowledge for creation of projects in these languages.

The Deep Learning Processing Unit (DPU) is the basic block for processing frequently used algorithms in AI solutions. It is the basic equivalent of a dedicated processor unit. The DPU blocks support many popular neural networks, including VGG, ResNet, GoodLeNet, YOLO, SSD, MobileNet, and FNP.

This block processes graphic data, including real-time processing. Each DPU instance selects the necessary parameters during the development flow of each unit in the FPGA project.

After compilation, the FPGA project includes a set of kernels dedicated to accelerating the task. This must be considered because all algorithms run on an FPGA chip. The structure of all layers of the implementation of FPGA as a Service includes accelerator cards with FPGA chips connected to the host computer via a PCI express interface. The software component of the service runs on the host computer. The controller communicates with accelerator cards to line the task to FPGA and receive the results from kernels (see Figure 1). All software used to accelerate service runs at this layer.
2. Possible threats analysis for FPGA as a Service platform

Due to the need for efficient, high-performance computing, modern computer architectures often combine Central Processing Units (CPUs), Graphics Processing Units (GPUs), and FPGAs. However, each of these components is exposed to security and safety risks at the electrical level. The transition to heterogeneous systems, including the possibility of multi-user operation, requires an understanding and study of how the security vulnerabilities of individual components can affect a system as a whole [18].

The security of FPGA-type programmable logic integrated circuits is a crucial issue, as any vulnerability in the hardware can have severe consequences if used in secure designs. Since FPGA designs are encoded as bit streams, ensuring the security of the bit stream is critical. Attackers can have many motives to restore and manipulate the bitstream, including design cloning, intellectual property theft, design manipulation, and compromise (design subversions), e.g., through hardware Trojans. Given that FPGAs are often used in cyber-physical systems, such as in aerospace, medical, or industrial engineering, this can lead to negative physical consequences. As a result, manufacturers introduced the bit stream's encryption, ensuring its authenticity and confidentiality. Attacks against bitstream encryption have been proposed previously; however, such attacks require sophisticated hardware and considerable technical expertise to execute. A new low-cost example of attacks against Xilinx 7-Series (and Virtex-6) bitstream encryption, which resulted in complete loss of authenticity and privacy, was published [19]. This vulnerability is referred to as Starbleed.

Another known vulnerability is Thangrycat, which was recently discovered in Cisco routers and allows attackers to compromise the router’s trusted computing module. This leads to the possibility of the malware running undetected, which makes it virtually impossible for it to be removed once installed. Thangrycat exploits execution ability with system administrator rights. Red Balloon, a company that disclosed this vulnerability, also discovered a flaw that allows attackers to run code using administrator rights [20].

Research of configuration-based solutions is relevant when there is another severe threat to FPGA security called bitstream forgery. Bitstream tampering allows malicious modification of FPGA designs, which allows attackers to compromise the hardware root of trust and bypass any software-level security mechanisms. To address this issue, many vendors include various hardware blocks to ensure the trust and authenticity of bitstream files. However, over the past decade, many studies have demonstrated how to bypass these protections and exploit modified bitstreams to enable FPGA operations [21]. In a recent example of tampering with a real-world bitstream, a Cisco enterprise router was turned on by malicious bitstream modifications. This FPGA-based Cisco router attack affected an entire generation of Cisco products and could not be fixed without hardware update. It has been demonstrated that this attack can be carried out remotely without physical access to the target device. Attacks like Thangrycat are significant in FPGA security because they enable remote exploits. As FPGAs are increasingly deployed in networks such as Amazon EC2 F1 instances for FPGA cloud computing, FPGA security practices must move from a “trusted environment” model to one that remains vulnerable after the system is designed and deployed.

Modern FPGAs employ various passive protection techniques to protect the configuration. Modern FPGAs, such as the Xilinx 7-series and later device families, implement security features such as Hashed-Message-Authentication-Code (HMAC) tags and Advanced Encryption Standard (AES) bitstream encryption. These static defenses have been proven to be susceptible to reverse engineering and key extraction [22].

Security vulnerabilities, such as FPGA Trojans or malicious configuration logic embedded in the FPGA design, have been the focus of significant FPGA security research in Academia and Industry. Popular mitigation for hardware Trojans often involve identifying such malicious schemes. However, traditional Trojan detection approaches typically assume that an attacker cannot make targeted changes to the underlying configuration logic that can be used to detect potentially malicious activity. Thus, malicious changes to bitstream files can go undetected, leading to aggressive FPGA behavior.

In [23] presents the results of a comparison of commercially available solutions for building services with FPGA accelerators. This section discusses the advantages of the Xilinx platform and the tools used to create an FPGA service. The proposed model has stages for developing solutions based on FaaS. Some challenges related to FaaS are listed, and development trends are
discussed. The SDAccel and Vitis platforms of Xilinx are considered, as is the possible role of these tools in creating an FPGA computing-as-service platform.

These results confirm the relevance of researching the possibilities of applying established penetration testing approaches, where the test object is a platform with access to FPGA resources. The identified features allow us to determine the most likely ways of violating confidentiality, integrity, or availability. Information about known vulnerabilities and threats specific to FPGAs should also be used. Appropriate keywords can be entered when searching the National Vulnerability Database [24]. Large organizations such as America’s Cyber Defense Agency also publish helpful information about discovered vulnerabilities [25]. Some FPGA-specific attacks can be found in the Common Attack Pattern Enumerations and Classifications [26]. However, all the information from the above sources must be systematized for practical applications.

3. Analysis of structure and peculiarities of attacks on FPGA as a Service

The FPGA as a Service architecture considered in this study [27] consists of the layers shown in Figure 1. Based on this structure, it is possible to trace the possible threats to such layers of the system:

- FPGA as a Service – an online resource with a web interface where the project is uploaded;
- Dedicated Host – a dedicated machine (or several) with Ubuntu installed;
- FPGA Accelerator Card – a module connected to the motherboard (PCIe);
- FPGA Chip – one of the chips on the module.

The general structure of the interaction among the elements of the IoT system is presented in Figure 2.

The higher the system level, the easier it is to attack it. In the considered system, the upper level is the Web service; thus, the most significant attention will be paid to attacks that can be implemented at this level.

Attacks on FPGA service can be diverse due to the unique characteristics of FPGA and the general vulnerabilities of cloud and network services. It is worth highlighting several attacks and methods of their implementation:

1. Attacks on privacy. Because FPGAs in the commutation system process customer data, sensitive information is likely leaked, especially if the data are not encrypted or the system is not properly isolated. An attacker can attempt to intercept sensitive data on the FPGA.

2. Attacks on integrity. Attackers can attempt to change the data or algorithms running on the FPGA, leading to incorrect results or harmful effects of the computations. They can also gain access to the physical device’s control functions. The FPGA configuration can be manipulated to achieve unauthorized or malicious purposes.

3. Attacks on availability. Distributed Denial-Of-Service (DDoS) attacks can be directed at the FPGA service, leading to its load and unavailability to clients. Like many other systems, FPGA services include two types of software and hardware vulnerabilities. Software Vulnerabilities – Vulnerabilities in the software used to configure and control the FPGA, such as outdated software versions, improper input data handling, and vulnerabilities in data transfer protocols.

Hardware-level vulnerabilities can include physical device security issues and vulnerabilities in the FPGA manufacturing process, such as flaws in circuitry or manufacturing processes that can be exploited to gain unauthorized access or damage to the device.

The search for vulnerabilities is a mandatory stage in critical application testing. With the development of technologies, the quality of the developed products also increases. In this way, the possibility of detecting a critical vulnerability in a developed product decreases. Then, in the “man-system” pair, the weakest link can be a person.

If exploiting known vulnerabilities in software or hardware related to the FPGA is impossible, attackers may employ social engineering techniques. Such methods include deceiving or manipulating personnel to gain access to confidential information. Accounts can be accessed through phishing, traffic interception, and other means.

It should also be mentioned that a dedicated machine with an installed FPGA module is part of the network infrastructure. Network infrastructure attacks can be carried out to redirect, modify, or block data, which can lead to disruption of the FPGA service. It is also possible to exploit vulnerabilities in software that is not directly related to the FPGA but is used on a dedicated machine.
4. Analysis of options for using the penetration testing standard

Penetration testing of FPGA service identifies and exploits vulnerabilities in systems using FPGAs to assess security. This includes analyzing both hardware and software aspects of the system. The main stages of penetration testing are as follows [28]:

1. Previous interaction. Determination of testing objectives, planning, and scope of testing. Establish test boundaries by defining test environments and system components. Customers may want to conduct testing during non-working hours when the load on the system is minimal, and possible failures will not interfere with the work of the customer service resource. Possible problems during testing were also recorded at this stage. This issue is essential because conducting automated testing increases the resource load, which can cause a denial of service. Options to get back up and run as soon as possible to minimize potential losses during downtime must also be developed.

2. Information gathering. In the case of black or gray box testing, any information related to the test object can be helpful. Port scanning is performed, software and its versions are determined, and information about known vulnerabilities in detected software versions is collected. If penetration testing involves social engineering techniques, information about individuals with administrative access rights is also collected. In future, this information can be used to create password dictionaries. An understanding of how an FPGA system is configured and the vulnerabilities associated with its architecture is advantageous. The network of the FPGA resource is also analyzed, and network vulnerabilities could be exploited.

3. Vulnerabilities identification. At this stage, automated tools and manual methods must be used to identify potential vulnerabilities. Here, FPGA settings and configurations must be checked for vulnerabilities. Maximum attention should be paid to the vulnerability at the upper level of the system – the web service.

4. Exploitation of vulnerabilities. Attempts are made to exploit the identified vulnerabilities to check for possible unauthorized access or malicious actions.

5. Post-exploitation. The primary goal of the post-exploitation stage is to develop an attack and search for new opportunities in the system. New data about the system can be obtained, and access to the system and network activity can be gained for further analysis.

6. Reporting. The last crucial step is to document the results. The report contains a description of each stage's results. The information is provided to the stakeholders and includes details of identified vulnerabilities, methods of exploiting, and remediation recommendations.

A possible next step is to retest the identified issues and verify that the vulnerabilities have been adequately addressed. One of the options for using publicly available knowledge bases on software and hardware weaknesses is the analysis of the CWE database [29]. It is possible to adapt known weaknesses in the context of the security analysis of platforms that provide FPGA as a Service. The result of such adaptation can be the construction of a penetration testing plan that can cover vulnerabilities in both the service itself and specific FPGA projects uploaded to the service and executed by relevant infrastructure nodes.

At the same time, penetration testing tools can be selected with the help of appropriate recommendation services, particularly those that use artificial intelligence [30].

A detailed penetration testing plan for FPGA as a Service should include testing of aspects specific to the technology being used. When dealing with hardware problems, it makes sense to rely on existing software and hardware vulnerability databases.

MITRE’s CWE is an example of such a base, where specific hardware vulnerabilities can be taken from the CWE-1194 representation. This is a list of possible hardware vulnerabilities such as privilege separation and access control issues, memory and storage issues, and cryptographic issues. This knowledge should be used during the creation of a penetration testing plan for FPGA as a Service platforms.

Due to the specific hardware characteristics, FPGAs have unique characteristics that may require specialized knowledge and approaches. The examination of such features may require physical access to the device.

5. Proposed classification of the possible use of FPGA as a Service for ensuring of cybersecurity

An analysis of the cybersecurity issues of FPGA as a Service solutions reveals that they can be considered from different perspectives.

Computing nodes to solve computational tasks is a possible form of an FPGA-based service that can be used in cybersecurity analysis; this requires significant computing power. Such services provide the possibility of commuting explicitly for user tasks [17].

In this case, FPGA-based service is a tool for solving a specialized problem. A task can be the differential analysis of a dataset containing the specific information about the instance of the observing system under consideration. It allows significantly faster processing using computing resources and performs better than other CPU- or GPU-based solutions and systems [2, 23].
Implementing complex crypto primitives is another possible example of using FPGA. It provides the ability to produce calculation results for each clock cycle using pipelining at the hardware level [2]. Such calculations can check the hash function’s cryptographic strength and search for specific hash values using given parameters. The ability to implement the architecture for a specific task allows parallelization if the datasets do not have data dependency. Pipelining also ensures continuous operation of each hardware component, generating one computational result in each clock cycle. At the same time, the comparison conditions and computation operations can be straightforward, which ensures a compact implementation and a performance increase of ten times compared to CPU and GPU implementations [14, 17].

The physical implementation of true random number generators and physically unclonable functions (PUFs) is another important and unique direction in which FPGA can be used as a service for cybersecurity and related tasks [27, 31]. Such solutions can be used to identify specific instances of a project and ensure the possibility of organizing the copyright protection of such a project [32].

The use of these physical implementation features prevents the emulation or simulation of instances of such FPGA projects. Thus makes it possible to ensure cybersecurity components at the implementation level. It can be used not only as an independent project but also as an integral part of FPGA as a service to provide the ability to control the execution of individual instances [33].

The use of physical implementations and features of true random generation [34, 35] and unclonability significantly simplify the digital rights management task for FPGA services [31, 33]. Such cybersecurity components allow the physical implementation of FPGA systems to be considered a tool and research object.

The production of new FPGA accelerator cards, both for prototyping and regular use, is also where the possibility of considering FPGA as an object of investigation for penetration is significant and valuable. Such FPGA accelerator cards include a built-in set of components to simplify interactions with the host computer, especially for XRT-managed kernels [23, 36] for AMD-based FPGAs.

Such shell components contain a firmware program from the manufacturer for communicating with FPGA over PCI Express [37]. For communication, the firmware version must be compatible with the exact version of the XRT framework. The code is not available to FPGA programmers. Only the vendor knows what is contained in this shell firmware version. Therefore, investigating and analyzing the work of such firmware components is required to create FPGA as a service while creating critical systems.

Such firmware also includes a firewall to track failures and protect the FPGA accelerator card. There is an interface to read the card status; however, the complete list of events affecting the firmware status is unavailable in the public specification. Investigating the FPGA as an object allows testing the probable behavior of such firmware for each new version of the shell associated with the XRT framework version.

To find defects and vulnerabilities in the firmware programs from the manufacturer for each specific FPGA accelerator card and each particular version of XRT, specialized projects can be created and used for investigation using the proposed penetration testing steps. These solutions are exactly FPGA as a service because they directly use XRT-managed kernels. Such solutions consider FPGAs as an object for investigation and attempt to apply penetration testing methods for service components during the manufacturer’s preparation of firmware to identify and eliminate vulnerabilities [38] during the production stage.

Implementing FPGA-based AI services is another essential and continuously developing area of security and vulnerability research, which can be more correctly referred to as imitation of intelligence.

Such services can also be considered as tools for performing cryptanalysis tasks to reduce complexity and required efforts and to investigate the reliability of other systems [39].

However, they can also be considered as objects of investigation. Combined with implementing specialized AI tasks using FPGAs, such services can significantly increase data processing speed for specific investigations, such as data processing during differential analysis.

Creating a service for a specific task and using the capabilities of development environments allows prototyping using specialized tools, languages, and frameworks (Python, Caffe, and TensorFlow), which reduces labor costs while analyzing such data [2, 17].

When implementation is the object of the research, the proposed penetration tests on individual components of an FPGA as a Service can be applied to investigate and eliminate potential vulnerabilities in the next step.

The comparison of the proposed categories of suggested steps of investigation with penetration tests allows us to conclude how to apply the proposed sequence to the target object. The comparison performed from the point of view of the possibility of using FPGA as a service, like the object of investigation (see Table 1), allows us to conclude that the first two variants consider FPGA only as a tool to increase computation performance.
The purpose of FPGA in FPGA as a Service for solving of cybersecurity tasks | FPGA as an object | FPGA as a tool
---|---|---
Implementation of computing node for acceleration of computational intensive tasks | No | Yes
Implementation of crypto primitives and hash functions with pipelining | No | Yes
Ensuring tasks of DRM with the use of physical implementation associated with FPGA instance | Yes | Yes
The search for vulnerabilities in the FPGA firmware of the shell | Yes | Yes
Implementation of Artificial Intelligence services based on FPGA | Yes | Yes

The difference is that in the first scenario, the end user prepares the entire project for FPGA as a service for computation. Still, in the case of implementing crypto primitives, the end user can use the service with already prepared and well-tested FPGA projects to accelerate the set of prepared functions for computation with the user’s datasets.

The last three options consider FPGA as a Service both the object of investigation and tool for implementing practically essential tasks. The ensuring digital rights management (DRM) variant uses the specifics of the physical implementation instance.

Here, the features of FPGA as the object, like TRNG and PUF, allow the identification of the instance and the exact instance of the service. They also allow control of the execution of licensed IP-core instances that use such security components.

The investigation of the FPGA shell is performed when the project is loaded into the FPGA, which is the tool used to investigate the FPGA itself as an object. This analysis direction is critically important for enabling the use of new firmware in FPGA services for critical systems.

Implementing AI with FPGA as a Service allows both the implementation of a powerful project of the service with hardware acceleration for AI computations and the use of such a solution during the investigation of the vulnerabilities of FPGA as an object.

The third and last variants are the most interesting directions for research and practical use because they use hardware features of FPGA implementations that are not available for CPU-based implementations of such services.

### 6. Proposed sequence for ensuring the FPGA as a Service cybersecurity

As in many other areas, ensuring the cybersecurity of FaaS platforms is complex, and ignoring any component can lead to critical consequences. It is worth highlighting the following elements of cybersecurity:

1. **It is essential to regularly update FPGA software and firmware** to address known vulnerabilities.

   Regular updates of FPGA software and firmware are critical to maintaining the cybersecurity and performance of these devices because they help address known vulnerabilities, improve functionality, and prevent potential cyberattacks [40]. In FPGAs, where devices are often used to process sensitive data and perform critical tasks, outdated software or firmware can become weak links, exposing the system to the risk of unauthorized access or tampering. Updates often include patches to address security vulnerabilities discovered after the release of previous versions and may also include performance improvements that improve device reliability and efficiency [41]. In addition, with the ever-evolving cybersecurity threat landscape, regular updates ensure adaptation to new attack methods, which prevent potential threats before they cause harm. In addition to being out-of-date systems prone to vulnerabilities, they may need to meet security standards and regulatory requirements, leading to legal and reputational risks for organizations. Thus, regularly updating FPGA software and firmware is an integral part of the strategy to ensure the cybersecurity and reliability of critical systems.

2. **Continuous monitoring** of network traffic and analysis of system behavior can help identify attempts to exploit vulnerabilities. Network traffic monitoring in FPGA services is a critical security system component that continuously monitors and analyzes data transmitted over the network. It enables the rapid detection of anomalies, suspicious activity, or unauthorized access attempts, which is key to preventing and minimizing potential cyber-attacks. Effective network traffic monitoring involves using specialized tools and software capable of analyzing large volumes of data in real-time and identifying unusual patterns of data transmission that may indicate system compromise. This approach detects active attacks and predicts potential threats based on analyzing traffic behavior patterns. The importance of network traffic monitoring is increasing significantly in the context of FPGA services, where attackers can exploit systems with high performance and flexibility to spread malicious attacks or obtain valuable data quickly. Therefore, the continuous monitoring and analysis of network traffic is an integral part of an overall cybersecurity strategy that is intended to protect valuable information and maintain the stable operation of FPGA services.
3. Regular security audits and penetration testing can identify potential vulnerabilities before exploiting them. Security auditing and penetration testing play an essential role in ensuring the security of FPGA services because they enable the identification [42] and remediation of potential vulnerabilities before attackers exploit them. These procedures include a comprehensive evaluation of the hardware and software aspects of FPGA, including configuration analysis, code verification, network security assessment, and device security [43]. Experienced professionals typically perform security audits to identify weaknesses in a system, whereas penetration testing focuses on actively trying to break into a system to identify vulnerabilities. These techniques help protect against external threats and prevent internal threats such as software bugs and insecure configurations. Regular auditing and penetration testing is crucial elements of a cybersecurity strategy, and they help maintain the trust of customers and users in FPGA services. In addition, these procedures allow organizations to meet regulatory and legislative requirements, which is important in industries with high cybersecurity and safety standards.

4. Following security standards and best practices can help prevent many attacks. Adherence to security standards when creating FPGA services is critical to guaranteeing reliability and security, especially given their widespread use in sensitive areas, such as telecommunications, defense, and medicine. Security standards such as ISO 27001 [44], NIST SP 800-53 [45], and the 15408 Common Criteria series [46], provide frameworks and guidelines for development that help identify, manage, and minimize risks associated with cybersecurity. Protecting against external and internal threats such as unauthorized access, data manipulation, and hardware attacks. Applying these standards to developing and operating FPGAs helps ensure data confidentiality, integrity, and availability and maintains user confidence in the system. In addition, compliance with international standards increases the product’s competitiveness in the market and ensures high safety and quality. In addition, adherence to standards helps meet legal and regulatory requirements, which is especially important in industries with stringent safety requirements.

5. Raising staff awareness of current attack patterns is a key protection element. Staff training on attack methods against FPGA services plays a vital role in cybersecurity because employees who are informed about potential threats and attack methods can effectively prevent, detect, and respond to incidents. FPGAs, which are used in industries ranging from telecommunications to the military, are complex and flexible systems that are subject to unique threats, including hardware-level attacks and the exploitation of software vulnerabilities. Carefully trained personnel who understand how such attacks work and what security measures are necessary to prevent them are an essential element of the defense system. This helps minimize the risk of successful cyberattacks and strengthens an organization’s overall cybersecurity strategy, increasing its resilience against potential threats. Training promotes a culture of security among employees, which is critical for maintaining high levels of protection against evolving cyber threats.

7. Discussion

A study on the cybersecurity problems of FaaS platforms was conducted, and a set of components was proposed to ensure their cybersecurity. An analysis of the current cybersecurity threats of FaaS platforms was also conducted. The penetration testing standard for FPGA services was considered. Regular auditing and penetration testing is crucial elements of a cybersecurity strategy and help maintain customer and user trust in FPGA services.

A set of components corresponding to modern threats is proposed to ensure the cybersecurity of FaaS platforms. The proposed complex includes regular software updates, security monitoring and analysis, audit and penetration testing, compliance with security standards, and staff training. The quantitative indicators of the evaluation of such measures can be used to determine the number of identified vulnerabilities and their criticality, which are determined using the Common Vulnerability Scoring System.

The scientific novelty of the obtained results lies in the fact that a study of the possibilities of penetration testing was conducted, where the object of testing was a platform with access to FPGA. As in many other areas, ensuring the cybersecurity of FaaS is a complex task, where ignoring any component can lead to critical consequences. Application of penetration testing is not enough, so a comprehensive list of measures to ensure the cybersecurity of FaaS platforms is provided.

Conclusions

The practical significance of this study is that it proposes a comprehensive cybersecurity strategy, including regular audits, penetration testing, and other measures, to identify and mitigate vulnerabilities in FPGA as a Service platforms, thereby enhancing their security and trustworthiness.

A study on the cybersecurity problems of FPGA asService platforms was conducted, and a set of components was proposed to ensure their cybersecurity. An analysis of the current cybersecurity threats of FPGA as a Service platforms was performed. The penetration testing standard for FPGA services was considered.
Regular auditing and penetration testing are key elements of a cybersecurity strategy and help maintain customer and user trust in FPGA services.

A set of components corresponding to modern threats is proposed to ensure the cybersecurity of FPGA-based Service platforms. The proposed complex includes regular software updates, security monitoring and analysis, audit and penetration testing, compliance with security standards, and staff training.

The scientific novelty of the obtained results is that a study of the possibilities of penetration testing was conducted with a platform with access to FPGA resources as the object of testing. This allows to identify an instance of FPGA chip in the service to ensure DRM.

The cybersecurity of FPGA as a Service platforms is complex, and ignoring any component can lead to critical consequences. Applying only penetration testing is insufficient; therefore, a comprehensive list of measures for FPGA as a Service platforms is provided.

Further research will be dedicated to the following directions: (i) investigation and development of advanced penetration testing techniques explicitly tailored for FPGA as a Service platforms, including automated tools and frameworks that can identify complex and hidden vulnerabilities; (ii) exploring the application of AI and ML for real-time cyber threat intelligence in FPGA as a Service platforms, focusing on anomaly detection, predictive analytics, and automated response systems; (iii) development of interoperability and compliance frameworks that ensure FPGA as a Service platforms can seamlessly integrate with existing cybersecurity infrastructures and adhere to evolving regulatory requirements, thereby enhancing overall security posture and compliance.
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ЗАБЕЗПЕЧЕННЯ КІБЕРБЕЗПЕКИ FPGA ЯК ІНСТРУМЕНТА ТЕСТУВАННЯ НА ПРОНИКНЕННЯ ЙОГО КОМПОНЕНТИВ

А. Г. Тецький, А. С. Перепелицин, О. О. Іллєненко, О. І. Морозова, Д. Д. Узун

Предметом дослідження в даній статті є сучасні технології тестування на проникнення, в яких об’єктом тестування є реалізований сервіс на основі платформи, що використовує ресурси FPGA. Метою даної роботи є вдосконалення сучасних методів тестування на проникнення сервісів, що надають послуги FPGA ас Service, для пошуку вразливостей для подальшого їх виправлення та підвищення рівня безпеки та довіри до сервісів.

Завдання: проаналізувати технологічні можливості для розробки FPGA as a Service; проаналізувати можливі загрози для FPGA як сервісної платформи; проаналізувати структуру платформи.
FPGA as a Service та особливості атак на неї; проаналізувати варіанти використання стандарта тестування на проникнення; запропонувати класифікацію можливо використання FPGA як сервісної платформи для вирішення завдань кібербезпеки; запропонувати послідовність критичних компонентів для забезпечення кібербезпеки FPGA як сервісної платформи. За результатами поставленних завдань отримано наступні результати. Проведено аналіз можливостей існуючих чіпів, карт прискорювачів FPGA, технологій програ- мування та інтегрованих середовищ провідної компанії, що надає FPGA як послугу. Проведено дослідження проблем кібербезпеки платформ FPGA as a Service та запропоновано набір компонентів для забезпечення кібербезпеки платформ FPGA as a Service. Проаналізовано сучасні загрози кібербезпекі платформ FPGA as a Service. Запропоновано структуру загроз для FPGA as a Service. Розглядається можливість застосування стандарту тестування на проникнення до сервісів FPGA. Регулярні аудити та тестування на проникнення є ключовими елементами стратегії кібербезпеки та допомагають зберегти довіру клієнтів і користувачів до послуг FPGA. На основі проведеного аналізу можливого використання FPGA як сервісу для вирішення зав- вдань кібербезпеки запропоновано класифікацію п’яти варіантів, що розглядають FPGA як об’єкт та інстру- мент. Запропоновано послідовність критичних компонентів для забезпечення кібербезпеки платформи FPGA as a Service, яка відповідає сучасним відомим загрозам. Пропонуються комплексні дії, включаючи оновлення програмного забезпечення, моніторинг безпеки, аудит і тестування на проникнення на основі стандартів безпеки.

Ключові слова: FPGA; FPGA як сервіс; тестування на проникнення; забезпечення кібербезпеки; заходи захисту.
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