MULTI-COMPUTER MALWARE DETECTION SYSTEMS WITH METAMORPHIC FUNCTIONALITY

The need to develop new systems for detecting and counteracting malware remains relevant. In addition to malware detection methods, the need to develop new systems for detecting and counteracting malware has become increasingly important. The use of various detection systems and the formation of a variable architecture in them significantly improves the effectiveness of detection, since both for attackers in computer attacks and for malware, understanding the system is significantly complicated. In addition, such systems may contain baits, traps, and, accordingly, modifiable operating environments to deceptively execute programs for research. This paper develops a conceptual model of multicomputer systems, which is designed to ensure the functioning of antivirus bait and traps to detect malware and computer attacks in corporate networks. The proposed approach is intended to prevent and counteract metamorphic virus penetration. This paper presents the conceptual model of multicomputer systems and introduces a defining characteristic responsible for the control of decisions and other defining characteristics of the system. Methods for detecting metamorphic viruses with the possibility of their implementation in the architecture of multi-computer systems with bait and traps are developed so that the system directly joins the detection procedure through its components and decides on the presence of metamorphic code in the executable file. An implementation of a multi-computer malware detection system with metamorphic functionality was developed to prove the feasibility of the proposed conceptual architecture model and the developed methods for detecting metamorphic viruses. An experiment on the functioning of a multi-computer malware detection system was set up, and experimental studies were conducted. The conducted experiments included metamorphic virus detection. In addition, an experiment on the effectiveness of detecting the metamorphic code of viruses was conducted. The efficiency of detecting metamorphic virus code using the developed multi-computer system was also investigated, and the presence of improved detection was established. The directions of further work are to extend the results of this work to new types of malware.
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1. Introduction

1.1. Motivation

The creation and distribution of malware continues apace. Attackers build various functionalities into their architecture, including those that ensure the concealment of malicious code. Computer viruses that are designed in such a way that they contain obfuscation mechanisms and use them to embed into executable PE files are quite difficult to detect. Each time they are embedded in executable PE files, they change the location of their commands, the order of placement, and replace them with alternative command. The variety of such techniques used to avoid detection is quite large. Therefore, for each of these techniques, it is necessary to develop separate methods for detecting viruses. The use of methods based on signature search is possible as an additional tool. It is more important to search for new viruses with obfuscation functionality. A set of such computer viruses is the set of metamorphic viruses. Methods using obfuscation analysis are effective in detecting metamorphic viruses [1]. However, attackers are constantly improving mechanisms based on metamorphic transformations; therefore, the development of methods for detecting such viruses continues. At the same time, there is a need for fundamental changes in their development so that they can improve detection efficiency and significantly outpace the improvement of metamorphic techniques developed and used by attackers. Such detection methods should provide proactive detection of new metamorphic techniques that could be used in metamorphic viruses by attackers.

Existing methods for detecting metamorphic viruses could be improved and enhanced by implementing them in distributed systems to organize their functioning within computer networks. Such technologies have been used and presented in [2, 3]. Then, in order to improve the detection of metamorphic viruses, if the place of de-
tection is considered to be the nodes of a computer network, it is necessary to improve and simultaneously develop two components that are used in the detection process. On the one hand, these detection systems must operate in computer network nodes and their components are located in the nodes. In addition, to maintain the integrity of the system, such systems have to respond in conjunction with specialized functionality responsible for detecting metamorphic viruses and must be multi-computer. Another possibility of the proposed system is the use of methods for the direct detection of metamorphic viruses. The detection methods should be improved in terms of their possible combination and implementation in a multi-computer system to form one sensor in a computer network. This makes it possible to scale the multi-computer system to all nodes of the computer network and expand the scope of detection methods compared with their use in individual computer stations. In this embodiment, the detection methods have enhanced capabilities, which gives them an advantage over the metamorphic techniques used by attackers in computer viruses.

There are not enough approaches and methods devoted to the development of multi-computer systems for this purpose among scientific researchers. As a rule, researchers on detecting computer viruses in host computer systems or in computer networks, including directly in their nodes, focus mainly on the development of effective detection methods. To implement detection methods in a particular system, method developers pay insufficient attention to the architecture of systems. The architecture of systems should also focus on the specifics of the tasks assigned to the system, since attackers take advantage of the shortcomings of known architectures. In addition, the effectiveness of detection methods can be leveled due to the imperfection of the architecture of the systems in which they are implemented.

Therefore, the aim of this study is to improve the efficiency of detecting metamorphic viruses by developing effective multi-computer systems and methods for their detection.

1.2. Previous works

When designing multi-computer systems for detecting malware and computer attacks, such systems with baits and traps have proven to be quite effective. They can be used to implement and implement detection methods. The number of traps and baits for malicious software and computer attacks is constantly growing, which creates problems for attackers. Such multi-computer systems are becoming multifunctional. Their architectural features are hidden from attackers. This does not allow them to understand their essence and, accordingly, bypass their countermeasures. Among such multi-computer systems, systems with a controller are promising [4]. Thanks to it, a multicompiler system, after developing a decision on a particular event, selects options from those developed, considering its previous decisions on the same events. This makes it possible to confuse the attacker and, accordingly, improve the effectiveness of detecting and countering malware. The principle of synthesizing such multi-computer systems is presented in [4].

The operating environment in each component of the system is taken as a trap in such multicompiler systems. Each operating environment in different components of the system is different. Accordingly, the research to detect metamorphic viruses is carried out in parallel in different nodes of the computer network, which in particular improves the time efficiency. In addition, different environments allow different variants of metamorphic transformations embedded in the architecture of metamorphic viruses to manifest themselves.

Let’s consider methods of using baits and traps implemented in multi-computer systems for detecting and countering malware and computer attacks.

1.3. State of the art

The purpose of deception systems and their components is to improve attack prevention, attack detection, and mitigate the effects of successful attacks. Deception systems can be classified according to various features, including the purpose of deception, the level of the deception system, the type of deployment of the deception system [5], the type of deception [6], and the level of behavior and responses of the deception system [7].

The type of deception is characterized by its information structures, actions, duration, and concept. The main types of deception include disturbance, confusion, mixing, involvement, moving target protection, and honey-x.

Disturbance involves the breach of confidential data [8], including for users who send information to an unreliable source [9]. Obfuscation hides valuable information with noise, adding irrelevant data to relevant data [10], and sending confidential and false data through a certain number of nodes [11]. Connectivity prevention methods use the idea of mixing for security and privacy [12]. The active defense strategy involves engaging the attacker in interaction using various approaches, such as using an attack graph to represent the attacker’s strategy and the location of baits in the network [13] and modeling the attacker’s penetration into the network using a game-theoretic model [14].

Moving target defense and honey-x are more common types of deception than others. Moving target defense uses the concepts of flexibility, changing the attack surface, and random customization, which are called mu-
tations or cyber mutations. Among the types of cyber mutations, random host mutations, random route mutations, random port mutations, fingerprint mutations, and variable virtual networks are widely used [15]. In the study [16], we propose a dynamic host mutation architecture based on moving target protection that can actively counteract cyberattacks. The dynamic host mutation strategy includes address mutation, fingerprint mutation, attraction operations, key management, and authentication. To turn end hosts into unpredictable moving targets, methods have been developed to intelligently and randomly transform their IP addresses or ports without reducing network performance [17]. Mutations are also used to improve the security of cloud services, a deceptive defense mechanism based on the idea of a moving target centered on frequent virtual machine migrations, whose strategies are determined based on a signaling game [18]. Some methods have been proposed to determine the optimal time for mutating network addresses [19].

The honey-x type of deception is by far the most common; the class of honey-x deceptive objects includes objects that can be named with the beginning honey-, such as honeypots, honeynets, honeytokens, honeymails, honeyurls, etc.

Baits and traps can be classified in different ways according to their key characteristics [20]. According to the purpose of using the bait, they can be used for research and production. According to the role of the bait, there are client baits that actively initiate interaction with attackers and server baits that passively wait for attacks [21]. According to the level of interaction, the baits are divided into low-, medium-, and high-level baits. Low-interaction baits imitate simple functions of one or more services, thus not requiring significant development and implementation costs. Baits with a high level of interaction can imitate an unlimited set of services for attackers [22, 23]. To optimize bait resources, combined low and high-interaction baits are used [24]. The scalability of the baits reflects their ability to increase the number of bait nodes and traps in the system. The simplest baits are not scalable. However, modern bait and trap systems provide the ability to change the number of nodes according to the needs of the network and the specified parameters. It is proposed to implement a distributed system of baits with their dynamic location. In such a network, an attacker cannot distinguish real services from baits, and efficiency is ensured by a game-theoretic approach [25]. Methods for the dynamic configuration of baits, a strategy for their deployment and maintenance based on machine learning methods that allow the autonomous deployment of baits [26], and a methodology for determining the optimal number of baits in a network [19] are proposed. Such bait systems allow fighting distributed attacks [27] and analyzing data in networks of geographically distributed baits to identify attack patterns and build attacker profiles [28]. By the type of resources used, baits are divided into physical, virtual, and combined. Physical baits and their networks run on physical machines designed to deploy these nodes. Virtual baits are deployed on virtual machines [29, 30]. Combined baits support deployment on physical and virtual machines [31]. According to the availability of the code, baits are open source [32] and closed source.

To protect confidential data, the automated generation of honeytokens is used to analyze user behavior and their interaction with honeytokens [33]. Honey-x objects are also used to protect credentials, including improving the security of hashed passwords, which is done with the help of additional false passwords (honey-words), the use of which allows generating an alarm [34].

A deception system can be applied at different levels, which reflects the level of the protected system to which deception is applied. A deception system can be applied at the network, system, application, and data levels. At the network level, a deception system is designed to deal with network attacks such as scanning, eavesdropping, penetration, and propagation. At the system level, deception techniques are applied to nodes and are intended to combat external and internal malicious activities [35, 36]. The application level involves the use of specialized deception systems developed for specific services and applications, such as web services and databases. Deception systems designed for data protection use various types of false data to attract attackers and are designed to combat data leaks, privacy breaches, and credential theft [38].

The deployment of a deception system characterizes how this system is integrated into the target system [5]. Depending on the method of deployment, there are: built-in deception systems, deception systems installed before the target system, deception solutions added during the operation of the target system, and isolated deception systems. Some solutions offer built-in integration of deception with the system at the development stage. Work [39] proposes a multi-paradigm approach to defining deception tactics during software development, which is implemented by a set of deception objects integrated with system components. Deception systems installed before the target system mostly contain deception nodes placed between the attacker and the target system, which allows the intercepting of network traffic and influencing processes [7]. Deception systems added at runtime integrate with the target system during its operation. Such systems mostly use honey-x objects such as honey-assets, honey-files, honey-passwords, honey profiles, and honey hyperlinks [40]. The most common component of isolated deception systems are baits, which can operate separately from the target system.
The level of behavior and responses of a deception system characterizes the level of deception of the system and objects according to the responses to queries. The deception behavior of a system can vary from the simplest predictable truthful behavior to intellectually deceptive behavior [41]. Systems with truthful behavior always respond to any query with complete “truthfulness”, so the answers reflect the actual internal states of the system. In systems with naively deceptive behavior, processes try to deceive the attacker with artificial responses; however, if the attacker knows this deceptive behavior from previous interactions, the deception can be exposed and the attacker is warned about the presence of deception [17, 42].

The best protection can be provided by deception systems that have intellectually deceptive behavior. The functioning of such a system for an attacker does not differ from the functioning of the target system, even if there has been previous interaction. Systems with intellectually deceptive behavior use machine learning and artificial intelligence methods [43]. The article [44] presents the consistency issue and related trade-offs in distributed replicated systems and databases. In the study [45], an overview of cyber threats and vulnerabilities is presented. A cyberattack detection system based on information-extreme machine learning is presented in the work [46].

Methods and technologies for ensuring cybersecurity of industrial and web-oriented systems and networks are presented in the study [47]. A model and training method for malware traffic detection based on a decision tree ensemble presented in the work [48].

An approach devoted to the problem of malware detection using evolutionary algorithms is presented in the study [49]. Research that highlights IoT malware detection based on control flow graph analysis is presented in [50]. The technique for malware detection via distributed systems is described in the work [51]. In the study [52], the mean of malware detection is the multi-agent systems.

1.4. The purpose and tasks of research

Considering the shortcomings in the methods of detecting metamorphic viruses and the need to improve the architecture of multi-computer systems for detecting malicious software that use baits and traps to improve the efficiency of detecting metamorphic viruses in computer networks and their nodes, it is necessary to conduct research and solve several problems.

The peculiarity of the architecture of multi-computer systems with baits and traps for detecting malware with metamorphic functionality is the implementation of detection methods and, accordingly, its construction as a single sensor for functioning in a computer network.

Therefore, to achieve the goal of improving the effectiveness of metamorphic viruses, the following tasks need to be solved:

1) to identify the features of the synthesized architecture of multi-computer systems with baits and traps for detecting malware through its properties and use them as a basis for building such a system;

2) to develop a conceptual model of the architecture of multi-computer systems with baits and traps for detecting malicious software, considering the possibility of implementing methods for detecting metamorphic viruses, as well as their features as decision controllers;

3) to develop methods for detecting metamorphic viruses with the possibility of their implementation in the architecture of multi-computer systems with baits and traps in such a way that the system directly joins the detection procedure through its components and decides on the presence of metamorphic code in the executable PE file;

4) to develop an implementation of a multi-computer malware detection system with metamorphic functionality to prove the feasibility of the proposed conceptual architecture model and the developed methods for detecting metamorphic viruses;

5) to set up an experiment on the functioning of a multi-computer malware detection system and conduct experimental studies on the process of processing metamorphic code to confirm the possibility of implementing the steps of the developed methods for detecting metamorphic viruses;

6) to set up an experiment on the effectiveness of detecting the metamorphic virus code and conduct relevant experimental studies;

7) to investigate the effectiveness of detecting metamorphic virus code using the developed multi-computer system and determine whether there is an improvement in detection, as well as to determine the directions for further research and development of the proposed solution and its extension to other types of malware.

The aim of this study is to develop a multi-computer malware detection system with metamorphic functionality to improve the efficiency of detecting metamorphic viruses.

The paper structure is as follows: Section 1 presents motivation, previous work, and state-of-the-art — a brief analysis of the very modern and the latest ideas and methods addressed to solve the problem of malware detection with its advantages and disadvantages. Sections 2 discusses the main idea of the research: the development of multi-computer malware detection systems with metamorphic functionality. Section 3 describes the experimental results of this research. In addition, conclusions present the obtained results of the research.
2. Multicomputer systems and methods for detecting malware with metamorphic functionality in corporate networks

2.1. Concept of multi-computer systems of combined antivirus bait and trap and decision controller for malware and computer attack detection

To synthesize multicomputer systems for detecting malware and computer attacks in corporate networks, in the architecture of which detection methods can be implemented that corresponds to part of its specialized functionality, let us use the principle of synthesis \( P \) of such systems, which was presented in [1]. According to this principle, it is possible to synthesize systems in which detection methods are implemented, and together with them, such systems function as sensors in corporate networks, whose tasks are to detect malware and computer attacks in corporate networks using combined antivirus baits and traps. Such systems can also be used as sandboxes. Such features are supported by the developed architecture of multi-computer systems. The system components have variable environments that provide variable operating environments for the study of computer virus program codes. The variable operating environments provided in the system components should improve the efficiency of detecting obfuscated virus codes. This can be achieved using baits placed in the components. Their use forms variable operating environments that allow virus program codes to be manifested. Such studies are particularly relevant for metamorphic and polymorphic viruses or executable programs infected with them. Let us consider the concept of creating such systems.

The concept of creating multicomputer systems of combined antivirus bait and traps and a decision controller to improve the efficiency of detecting malware and computer attacks in corporate networks is based on a combination of the following defining properties and their synthesis in systems according to the synthesis principle \( \Psi \) [1], such as:

- variability in the type of system architecture;
- variability of the system centers;
- system adaptability according to changes in external conditions;
- characteristic changes in the system center
- self-organization of the system
- ability to detect malware.

The considered systems are denoted further by systems of class \( \mathcal{S} \).

Let us consider the peculiarities of the synthesis of systems by combining their defining properties. Display graph of the defining characteristics for systems of type \( \mathcal{S} \) in their architecture at the vertices corresponding to the elements of the sets \( \mathcal{S}_i \) (1 ≤ \( i \) ≤ \( n_\mathcal{S} \) – the number of subsets) is shown in Fig. 1. Any closed route in the display graph of defining characteristics in the architecture of systems of the class \( \mathcal{S} \) shown in Fig. 1 always includes a vertex \( \mathcal{S}_{10,1} \) from the set \( \mathcal{S}_{10,1} \) [1]. This means that the graph reflects the architecture of various systems according to the principle of synthesis \( \Psi \). Vertices that correspond to the elements of a certain set \( \mathcal{S}_i \) (i = 1, 2, ..., \( n_\mathcal{S} \)) when defining a closed route can belong to it, that is, from one set, several elements can be included in the route, not just one. This reflects other options in the architecture of systems of the class \( \mathcal{S} \).

For example, the system may not have an exclusively centralized decentralized, or mixed architecture. However, in the variant of mixed architecture with respect to centralization it can also be centralized and decentralized. For example, at certain time intervals, the type of architecture can change to mixed, then to centralized and then return to mixed or decentralized architecture.

Furthermore, the level of centralization and its features may differ. Similarly, the remaining defining characteristics in the architecture of type systems \( \mathcal{S} \) can have the same features. That is, in type systems \( \mathcal{S} \) there may be several elements from a certain set \( \mathcal{S}_i \) (i = 1, 2, ..., \( 9,11, ... \), \( n_\mathcal{S} \), i ≠ 10, \( n_\mathcal{S} \) – the number of subsets). The graph presented in Fig. 1 outside the boundaries of existing edges and vertices may contain other vertices and edges. However, a closed route also covers them and accordingly includes vertices and edges. As a result, the vertices covered by the route reflect the defining characteristics synthesized in systems of the class \( \mathcal{S} \). From the set \( \mathcal{S}_{10} \), only one vertex belonging to this set is included in the route. The remaining peaks are isolated and cannot be included in any route. Thus, the number of systems of class \( \mathcal{S} \) according to the synthesis principle \( \Psi \) is different, but according to formula (1) all of them are united by the presence of the controller in their architecture. The number of subsets \( \mathcal{S}_i \) (i = 1, 2, ..., \( n_\mathcal{S} \)) can be different, in particular less than \( n_\mathcal{S} \), but the presence of a one-element set \( \mathcal{S}_{10,1} \) and the set \( \mathcal{S}_{11} \) [1] in the direct product of sets is mandatory.

Let us detail the concept of creation systems of type \( \mathcal{S} \) of their conceptual model, which is necessary to specify the features determined by the synthesis principle \( \Psi \).

2.2. Conceptual model of the architecture of multi-computer systems with combined baits and traps and a decision controller for detecting and counteracting malicious software and cyberattacks

According to the synthesis principle \( \Psi \) of systems of class \( \mathcal{S} \), a conceptual model of architecture \( \mathcal{A}_{\mathcal{S},\mathcal{P}} \) of
multi-computer systems with combined baits and traps and the decision-making controller for detection and countermeasures of anti-aircraft and anti-aircraft vehicles, we set as follows:

1) \( \forall \, \mathfrak{a}_{10,1} \subseteq \mathfrak{b}_{1}(\mathfrak{c}_{0}); \mathfrak{b}_{1}(\mathfrak{c}_{0}) \in \mathfrak{b}(\mathfrak{c}_{0}); \, t = 1,2, \ldots , n_{\mathfrak{b}(\mathfrak{c}_{0})}; \)

2) \( \mathfrak{c}_{0} = \bigcup_{i=1}^{n_{\mathfrak{b}(\mathfrak{c}_{0})}} \mathfrak{c}_{i}; \)
\( \mathfrak{c}_{i} = \{ m_{1,1}, m_{1,2}, \ldots , m_{1,n_{\mathfrak{b}(\mathfrak{c}_{0})}} \}; \)
\( i = 1,2, \ldots , n_{\mathfrak{b}(\mathfrak{c}_{0})}; \mathfrak{c}_{10} = \{ m_{10,1} \}; \)

3) \( \mathfrak{d}_{\mathfrak{c}_{0}} \xrightarrow{\mathfrak{e}_{\mathfrak{c}_{0}}} \mathfrak{f}(\mathfrak{c}_{0}); \mathfrak{g}_{i} \in \mathfrak{g}(\mathfrak{c}_{0}); \)
\( \mathfrak{g}_{i} = (\mathfrak{g}_{1}, \mathfrak{g}_{2}, \ldots , \mathfrak{g}_{i}, \ldots , \mathfrak{g}_{n_{\mathfrak{g}(\mathfrak{c}_{0})}}); \)
\( \mathfrak{h}_{i,j} = \begin{cases} 0, \text{if element does not belong} \\
1, \text{if element belongs} \\
\end{cases} \text{to the set } \mathfrak{g}_{i}(\mathfrak{c}_{0}); \)
\( \mathfrak{w}_{10,1} = 1; j = 1,2, \ldots , n_{\mathfrak{g}(\mathfrak{c}_{0})}; \mathfrak{w}_{2} = 1,2, \ldots , n_{\mathfrak{g}(\mathfrak{c}_{0})}; \)

4) \( \mathfrak{h}_{2} = (\mathfrak{h}_{1,2,1}, \mathfrak{h}_{1,2,2}, \mathfrak{h}_{1,2,3}, \mathfrak{h}_{1,2,4}); \)
\( \mathfrak{m}_{2,2} = (\mathfrak{m}_{2,2,1} \times \mathfrak{m}_{2,2,2} \times \mathfrak{m}_{2,2,3} \times \mathfrak{m}_{2,2,4}) \cup (\mathfrak{m}_{2,2,1} \times \mathfrak{m}_{2,2,2} \times \mathfrak{m}_{2,2,3}) \cup (\mathfrak{m}_{2,2,1} \times \mathfrak{m}_{2,2,2} \times \mathfrak{m}_{2,2,3} \times \mathfrak{m}_{2,2,4}); \)
\( \mathfrak{m}_{2,2} = \mathfrak{m}_{1,2,1} \cup \mathfrak{m}_{1,2,2} \cup \mathfrak{m}_{1,2,3}; \)

5) \( \mathfrak{m}_{R,1} = \{ m_{R,1}, m_{R,2}, \ldots , m_{R,n_{R}} \}; \)
\( \mathfrak{m}_{R,T} = \bigcup_{i=1}^{n_{R}} \mathfrak{m}_{R,T,i}; \)
\( \mathfrak{n}_{R,R,T} = \sum_{i=1}^{n_{R}} n_{R,R,T,i}; \)
\( \mathfrak{o}_{R,T} \xrightarrow{\mathfrak{p}_{R,T}} \mathfrak{q}_{R,T}; \)
\( \mathfrak{r}_{R,T} = 0; \forall \, t = 1,2, \ldots , n_{R,R,T}, \text{to } \)
\( \mathfrak{s}_{R,T} = 1; \)

6) \( \mathfrak{t}_{R,T} = \{ p_{R,T,1}, \ldots , p_{R,T,n_{R,T}} \}; \)
\( \mathfrak{u}_{R,T} \xrightarrow{\mathfrak{v}_{R,T}} \mathfrak{w}_{R,T}; \)
\( \mathfrak{x}_{R,T} = 0; \forall \, t = 1,2, \ldots , n_{R,R,T}, \text{to } \)
\( \mathfrak{y}_{R,T} = 1; \)

7) \( \mathfrak{z}_{R,T} = \{ q_{R,T}, q_{R,T,1}, q_{R,T,2}, \ldots , q_{R,T,n_{R,T}} \}; \)
\( \mathfrak{a}_{R,T} \xrightarrow{\mathfrak{b}_{R,T}} \mathfrak{c}_{R,T}; \)
\( \mathfrak{d}_{R,T} = \{ d_{R,T,1}, \ldots , d_{R,T,n_{R,T}} \}; \)
\( \mathfrak{e}_{R,T} \xrightarrow{\mathfrak{f}_{R,T}} \mathfrak{g}_{R,T}; \)
\( \mathfrak{h}_{R,T} = 0; \forall \, t = 1,2, \ldots , n_{R,R,T}, \text{to } \)
\( \mathfrak{i}_{R,T} = 1; \)

8) \( \mathfrak{j}_{R,2,3} \xrightarrow{\mathfrak{k}_{R,2,3}} \mathfrak{l}_{R,2,3}; \)
\( \mathfrak{m}_{R,2,3,4} = \frac{\mathfrak{n}_{R,2,3,4}}{\mathfrak{m}_{R,2,3,4}} \left( \frac{\mathfrak{p}_{R,2,3,4}}{\mathfrak{m}_{R,2,3,4}} \left( \frac{\mathfrak{q}_{R,2,3,4}}{\mathfrak{m}_{R,2,3,4}} \left( \frac{\mathfrak{r}_{R,2,3,4}}{\mathfrak{m}_{R,2,3,4}} \right) \right) \right); \)

9) \( \forall \, g_{1}, g_{2}; \mathfrak{m}_{R,2,3} \cap \mathfrak{m}_{R,2,3} = \emptyset; \)
\( g_{1} = 1,2,3,4; g_{2} = 1,2,3,4; g_{1} \neq g_{2}. \)
where $\mathcal{M}_\mathcal{E}$ – the set of elements and components in the system architecture, which are formed according to the given defining properties; $\mathcal{P}(\mathcal{M}_\mathcal{E})$ – set of subsets; $\mathcal{P}_{\mathcal{E}}$ – the set of predicates given on the set $\mathcal{P}(\mathcal{M}_\mathcal{E})$; $\mathcal{P}_i(\mathcal{M}_\mathcal{E})$ – $t$-th element of the set $\mathcal{P}(\mathcal{M}_\mathcal{E})$; $t = 1, 2, ..., n_{\mathcal{P}(\mathcal{M}_\mathcal{E})}$; $n_{\mathcal{P}(\mathcal{M}_\mathcal{E})}$ – the number of elements in the set $\mathcal{P}(\mathcal{M}_\mathcal{E})$; the set $\mathcal{P}_{1,0,1} = \{p_{1,0,1}\}$ – one-element set; $\mathcal{M}_{i_1}$ – $i_1$-th subset for certain elements and components in the system architecture, $i_1 = 1, 2, ..., n_{\mathcal{M}_\mathcal{E}}$; $n_{\mathcal{M}_\mathcal{E}}$ – number of subsets; $m_{i_1}$ – $i_1$-th element of the subset $\mathcal{M}_{i_1}$; $I = 1, 2, ..., n_{\mathcal{M}_\mathcal{E}}$; $n_{\mathcal{M}_\mathcal{E}}$ – the number of elements of the subset $\mathcal{M}_{i_1}$; $\mathcal{M}(\mathcal{M}_\mathcal{E})$ – set of vectors; element $v_i \in \mathcal{M}(\mathcal{M}_\mathcal{E})$, $i = 1, 2, ..., n_{\mathcal{M}(\mathcal{M}_\mathcal{E})}$; $v_{i_2} = (j_{i_2})$ – coordinate of the vector $v_i$, $j_2 = 1, 2, ..., n_{\mathcal{M}_\mathcal{E}}$; $\mathcal{G}_2$ – graph of connections of computer network environment components $\mathcal{G}_{i_2} = \mathcal{G}_{i_2,1} \cup \mathcal{G}_{i_2,2} \cup \mathcal{G}_{i_2,3}$; $\mathcal{G}_{i_2}$ – the set of all vertices of the graph $\mathcal{G}_2$; $\mathcal{M}_{\mathcal{G}_2}$ – the set of edges of the graph; $\mathcal{G}_{i_2,1}$ – set of typical components of systems of class $\mathcal{G}$; $n_{\mathcal{G}_{i_2,1}} = n_{\mathcal{G}_{i_2}}$ – the number of elements of the set $\mathcal{G}_{i_2,1}$; $\mathcal{M}_{i_2,3}$ – a set of elements from which the components of the system are formed; $\mathcal{M}_{i_2,3,1}$ – a subset of elements to ensure presence in the node of the corporate network, to ensure the performance of functions specified by certain elements, to supplement with new elements and ensure communication with the center of the system; $m_{i_2,3}$ – $i_2$-th element of the set of typical components $\mathcal{M}_{i_2,3,1}$; $i_2 = 1, 2, ..., n_{\mathcal{M}_{i_2,3,1}}$; $n_{\mathcal{M}_{i_2,3,1}}$ – the number of elements of the set $\mathcal{M}_{i_2,3,1}$; $\mathcal{M}_{i_2,3}$ – a set of elements from which the components of the system are formed; $\mathcal{M}_{i_2,3,1}$ – a subset of elements to ensure presence in the node of the corporate network, to ensure the performance of functions specified by certain elements, and to supplement with new elements and ensure communication with the center of the system; $n_{\mathcal{M}_{i_2,3}}$ – the number of elements in the set $\mathcal{M}_{i_2,3}$; $\mathcal{M}_{i_2,3,1}$ – set of functions; $\mathcal{P}_{i_2,3,1}$ – a set of predicates for establishing information in the system about the state of available active and passive and missing elements in the components; $p_{i_2,3,1}$ – $i_2$-th predicate from the set $\mathcal{P}_{i_2,3,1}$; $n_{\mathcal{P}_{i_2,3,1}}$ – the number of vectors in the set of vectors $\mathcal{P}_{i_2,3,1}$; $v_{i_2,3,1}$ – the first coordinate of the vector $v_{i_2,3,1}$, which is the value of the component number from the system; $v_{i_2,3,1}$ – the value of the component number according to the system list, $I_3 = 1, 2, ..., n_{\mathcal{M}_{i_2,3}}$; $n_{\mathcal{M}_{i_2,3}}$ – the number of vectors in the set of vectors $\mathcal{M}_{i_2,3}$; $n_{\mathcal{M}_{i_2,3}} = n_{\mathcal{M}_{i_2,3,1}}$; $v_{i_2,3,1}$ – coordinate of the vector $v_{i_2,3,1}$; $r_1 = 1, 2, ..., n_{\mathcal{M}_{i_2,3,1}}$; $n_{\mathcal{M}_{i_2,3,1}}$ – the number of coordinates of the vector $v_{i_2,3,1,1}$; $v_{i_2,3,1,2}$ – coordinate of the vector $v_{i_2,3,1,2}$, $\tau_2 = 1, 2, ..., n_{\mathcal{M}_{i_2,3,1}}$; $n_{\mathcal{M}_{i_2,3,1}}$ – a function that determines the value of the integrated indicator of the hardware and software of the computer station according to the values of its structural and parametric characteristics, which are taken into account when determining the indicators $\mathcal{P}_{i_2,3,1}$ – as the arguments of the function; $\mathcal{P}_{i_2,3,1}$ – set of functions $\mathcal{P}_{i_2,3,1}$ = $\{p_{i_2,3,1}, p_{i_2,3,2}, ..., p_{i_2,3,3}, n_{\mathcal{P}_{i_2,3,1}}\}$, $I_4 = 1, 2, ..., n_{\mathcal{M}_{i_2,3}}$; $n_{\mathcal{M}_{i_2,3}}$ – the number of functions in the plural; $\mathcal{P}_{i_2,3,1}$ – the number of elements of the sets $\mathcal{M}_{i_2,3}$ and $\mathcal{M}_{i_2,3}$; $v_{i_2,3,1}$ – coefficients for correlation of weights of all functions from the set $\mathcal{P}_{i_2,3,1}$; $\tau_3 = 1, 2, ..., n_{\mathcal{M}_{i_2,3}}$.

Such a task of the conceptual model $\mathcal{M}_{\mathcal{G}_{i_2}}$ of the architecture of systems of class $\mathcal{G}$ according to formula (2) considers the multiplicity of elements that are in relations and connections with each other and form a certain integrity and unity of parts. Given formula (2), the relationships between the parts of the system and its internal organization have specific properties that change according to external and internal influences and the purpose of using the system.

In the conceptual model $\mathcal{M}_{\mathcal{G}_{i_2}}$ of the architecture of systems of class $\mathcal{G}$, components and elements are distinguished. Moreover, some components also contain smaller components and elements. Therefore, the synthesized systems of class $\mathcal{G}$ are complex. The selected elements of the system in the model have a purpose, a hierarchy is defined between them and they are interconnected. Accordingly, systems of class $\mathcal{G}$ are synthesized according to their defining properties, which are generally not obtained by combining the properties of their components, and the functional capabilities of the system as a whole are greater than the functional capabilities of its parts. Let us consider the functional orderliness of the system of class $\mathcal{G}$, i.e. the expressiveness of how the elements, components and hierarchical levels of the system are connected and interact with each other, as well as what properties have integrity formed by them.

A picture of the placement and connections of the elements and components of the model in the generalized architecture of the operating environment of the system of class $\mathcal{G}$, considering the task of the conceptual model $\mathcal{M}_{\mathcal{G}_{i_2}}$ (formula (2)) is presented in Fig. 2.

Correlation of elements and components of conceptual model $\mathcal{M}_{\mathcal{G}_{i_2}}$, multicomputer systems of class $\mathcal{G}$ and
system functioning environment in fig. 2 shows the nodes of the corporate network in which system components can be installed. At the same time, they correspond to the elements of the set $\mathcal{X}_{30,2}$ of all vertices of the graph $\mathcal{G}_2$. The components of the multicomputer systems of class $\mathcal{S}$ may not be present in all nodes of the corporate network. Thus, the components of multicomputer systems of class $\mathcal{S}$ in the context shown in Fig. 2 and in formula (2) confirm the possibility of scaling the system by an arbitrary number of elements of the set $\mathcal{X}_{30,2}$. Conceptual model $\mathcal{A}_{30,2}$ of multicomputer architecture of systems of class $\mathcal{S}$ is complete, because it covers the defining properties of such systems, the principles according to which they are synthesized, and the relations defined in 1)-9) of formula (2). Confirmation of the synthesis of systems according to conceptual model $\mathcal{A}_{30,2}$ is the presence of generally accepted signs of systems: integrity, latency, strengthening of system efficiency due to the set of components, division into parts with connections between them, the presence of properties not characteristic of subsystems and blocks, self-regulation, multivariable, and interaction with the external environment. These features require detail in the context of presenting the organization of the functioning of the systems of class $\mathcal{S}$.

Let us define the main elements of the conceptual model $\mathcal{A}_{30,2}$ of multicomputer systems of class $\mathcal{S}$:
- conditions of system functioning, which are determined by the nature of interaction between the system and its environment, and between system elements;
- system control capabilities and the composition of controlled system variables are highlighted.

In addition, the purpose of the study of systems of class $\mathcal{S}$ is to improve their characteristics in the part of the architecture itself and in the part of the specialized functionality, which must be organically combined into a single whole.

In the conceptual model $\mathcal{A}_{30,2}$ of multicomputer systems of class $\mathcal{S}$, a defining characteristic responsible for the control of decisions is introduced. This distinguishes it from the well-known models of multi-computer systems designed to ensure the functioning of anti-virus baits and traps to detect malware and computer attacks, as well as to prevent and counteract their penetration. In addition, the model specifies the rest of the defining characteristics that should form the system architecture in the process of functioning of systems of class $\mathcal{S}$. This action must be performed independently. Synthesis of a set of individual defining characteristics occurs according to a closed route in the graph of the display of defining characteristics in the architecture of systems of class $\mathcal{S}$ (see Fig. 1). In addition, it identifies specialized functionality that with the general part of the system, forms the system as a single sensor.

**Fig. 2.** Correlation of elements and components of conceptual models $\mathcal{A}_{30,2}$, multicomputer systems of class $\mathcal{S}$ and the systems functioning environment
The defining characteristic responsible for the control of decisions is made. This is highlighted by a separate element in the conceptual model, which actually defines the property of artificial consciousness with limited capabilities, which are defined by tasks of systems of class $𝔅$. This makes it possible to provide various options for responses to the influence of intruders, cyberattacks, and the functioning of malware. As a result, understanding the behavior of the system is significantly complicated.

Other defining characteristics allow you to increase the number of architecture options. Therefore, their use when rebuilding the systems of class $𝔅$ allows not only to diversify the system due to its various changing architectures and ensures its stability when removing individual nodes of the corporate network.

The combination of specialized functionality with the general part of the system forms the system as the single sensor, which improves the effectiveness of malware and cyberattack detection.

An important feature of setting the conceptual model $𝔅_{ギ,ギ}$ of multicomputer systems of class $ギ$ according to formula (2) is to consider the defining properties. They allow the system to be formed according to certain principles. That is, to perform its actual vertical presentation. This is ensured directly through the presentation of systems in relation to the environment of their operation in corporate networks. That is, its horizontal presentation is performed. These two representations in the model $𝔅_{ギ,ギ}$ are implemented in a coordinated manner. Thus, the conceptual model $𝔅_{ギ,ギ}$ adequately reflects systems of class $ギ$ due to the defining properties and environment of operation.

The developed conceptual model $𝔅_{ギ,ギ}$ of multicomputer systems of class $ギ$ contains the necessary elements defining models. It is an abstract model that reflects the defining characteristics and features of systems of class $ギ$ regarding the environment of corporate networks. Its special element is the decision controller. It implements a dynamic synthesis of the architecture according to its defining properties. In addition, it implements the combination of specialized functionality with a part of the system into a single sensor. Conceptual model $ギ_{ギ,ギ}$ is the basis for creating multicomputer systems of class $ギ$ from combined antivirus bait and traps and the decision controller for the detection of malware and cyberattacks in corporate networks and the implementation of methods for the detection of malware and cyberattacks using combined antivirus baits and traps to improve detection efficiency.

2.3. Detection of metamorphic virus code using multi-computer malware detection systems

The proposed multicomputer system detection of malicious software can implement methods for the detection of metamorphic codes of viruses.

Let us consider the detection process using the developed methods. The process of detecting metamorphic viruses is implemented in the form of two methods, in which the method of detecting the metamorphic code of viruses includes the method of forming a vector of features of the similarity of the code sample to the metamorphic virus. Both methods are based on the concept of comparing copies of metamorphic viruses, the result of which is the definition of a set of features used to detect metamorphic viruses.

Consider the proposed method for detecting metamorphic viruses in a multicomputer system deployed in a local network. The use of the network is dictated by the presence, in addition to obfuscation techniques, of anti-emulation tools that prevent the execution of the emulation process. This is one of the main methods of detecting metamorphic viruses, which, in turn, leads to low detection efficiency. Therefore, it is not always possible to detect metamorphic viruses that use anti-emulation technologies by means of one computer system; therefore, it is suggested to involve a multi-computer system.

Thus, the main task of the system itself is to dispatch data flows between network nodes. The initial settings for each component of a multicomputer system include an isolated virtual environment and a whitelists and blacklists of behaviors.

The method for detecting the metamorphic code of viruses involves the following steps:

1. Analysis of the behavior of executable files on each component using the program's suspiciousness monitor. The check is carried out on the basis of heuristic rules, which are based on the API calls executed by the program.
2. Determination of the need for further research. In the event that suspicious activity was detected on any component of a multi-computer system, a search for matches is carried out in the black and white lists. If the behavior is not in these lists, further investigation of the suspicious program is conducted.
3. Disassemble the suspicious program for execution in an isolated trap environment and obtain a list of opcodes for execution.
4. Execution of the suspicious program in an isolated virtual trap environment, obtaining a list of API calls, re-disassembling the suspicious program, and obtaining a list of opcodes after execution.
5. Implementation of a method for forming a vector of signs of similarity of a code sample to a metamorphic virus. As input data for this method, there are listings of opcodes before and after execution, and lists of API calls.
6. Formation in the system component of the result about the degree of similarity of the suspicious program to the metamorphic virus with the involvement of the Fuzzy Inference System using Mamdani Fuzzy Inference.
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The result of the work is the indicator “Level of Similarity to Metamorphic Virus” (LSMV) with the linguistic values High, Medium and Low.

7. Analysis of the formed result and decision-making in accordance with the obtained LSMV indicator:
   if the LSMV received a value of High, then the suspicious program was blocked on this component, and the behavior of the suspicious program (in the form of a list of API calls) was entered into the black list, followed by updating the black lists on all components of the multi-computer system;
   if the LSMV of the suspicious program received the value Low - a decision is made about the legitimacy of the suspicious program and its behavior is whitelisted;
   if the LSMV receives the Medium value, then the most suspicious program is propagated to other system components to run them in isolated virtual trap environments. Waiting for further response from the server.

8. Sequential execution of steps 4-6 in each component of the multicomputer system. Sending a message with the result of the LSMV indicator from each component to the component that initiated the check (initiator).

9. Analysis using the initiator component, obtained from the remaining components of the LSMV indicator system. If at least one value of the LSMV indicator value is High, the suspicious program is blocked on the component that initiated the additional analysis of the suspicious program, and the behavior of this executable file is included in the black list of all system components. Otherwise, a conclusion is made about the legitimacy of the suspicious program’s behavior.

The steps of the method for the metamorphic code detection system are shown in Fig. 3.

2.4. Method for forming a vector of signs of similarity of a code sample to a metamorphic virus

To determine the characteristic features that would allow determining whether a suspicious program belongs to a metamorphic virus, a method of forming a vector of signs of similarity of a code sample to a metamorphic virus is proposed.

The method is based on comparing listings of the suspicious program before and after execution using the Damerau-Levenshtein distance [54].

The method consists of the following steps:
1. Identification of the search location for code fragments with opcode listings before and after execution.
2. Definition of code fragments.
3. Eliminating uncertainty when defining code fragments.
4. Determining the degree of dangerous behavior of a suspicious program based on a comparison of the program’s behavior with a database of behavioral patterns.
5. Pairwise comparison of fragments. Formation of a vector of features of the similarity of a code sample to a metamorphic virus based on the comparison of pairs of fragments of a suspicious program before and after execution in an isolated trap environment.

Let’s consider the steps of the proposed method in more detail.

The primary task is to localize the search location for code fragments in the opcode listings of the suspicious program before and after execution.

The choice of search location for code fragments is determined according to the following rules:

Fig. 3. Steps of the method of detection of the metamorphic code of viruses using a multicomputer system
where \( s_m \) – the name of the section in which the entry point to the suspicious program is present, \( s_c \) – section attribute, \( s_{call} \), \( s_{jump} \) – call and jump instructions of the corresponding section, the operand of which contains the address of the last section \( a_{last} \).

After identifying the search location, the next stage of the method involves splitting the opcode listings for code samples before and after execution (we denote these listings as \( Q \) and respectively \( Q' \)) into code fragments \( \{q_i\} \in Q \) and \( \{q'_k\} \in Q' \) based on conditional transition instructions. The TF-IDF metric is used to determine the importance of an opcode in the context of each code fragment in \( \{q_i\} \) and \( \{q'_k\} \). As a result, two matrices \( Q \) and \( Q' \) are formed, in which the rows correspond to the code fragments present in this listing (\( \{q_i\} \) or \( \{q'_k\} \)), and the columns correspond to the opcodes present in the corresponding code fragment.

Each cell of the matrix defines TF-IDF estimation of the appearance of the \( i \)-th opcode in the \( j \)-th code fragment. Next, to find code fragments from \( \{q_i\} \), corresponding to code fragments with \( \{q'_k\} \) the following metric is applied:

\[
r((q_i), (q'_k)) = \sum_{i=0}^{n} q_{ij} - q'_{kj})^2,
\]

where \( q_{ij} \) - the estimate of the occurrence of the \( i \)-th opcode in the fragment \( \{q_i\} \), \( q'_{kj} \) – evaluation of the appearance of the \( j \)-th opcode in the fragment \( \{q'_k\} \).

If the value of the similarity score of two fragments is less than the threshold value \( \sigma \), then the similarity score is recalculated for the \( i \)-th code fragment from \( q_{li} \) and the next \( j+1 \)-th fragment from \( q'_{ki} \). The value \( \sigma \) is constant, which is selected empirically.

As a result, there may be a situation in which one fragment of code from \( \{q_i\} \) corresponds to several fragments from \( \{q'_k\} \). Therefore, to eliminate uncertainty and form an unambiguous correspondence between fragments, code fragments from \( \{q'_k\} \), which have the maximum evaluation value \( r \), is selected for fragment \( q_{li} \).

All the above-mentioned actions were performed to determine code fragments from \( \{q_i\} \) and \( \{q'_k\} \) that correspond to each other as closely as possible. Therefore, the last stage of the method is the formation vector of signs of similarity of a code sample to a metamorphic virus. This vector is formed based on a pairwise comparison of the corresponding fragments from \( \{q_i\} \) and by the Damerau-Levenshtein distance.

Let us define the feature vector as follows:

\[
F = \{L_{mod}(E), L_{med}(E), X_{mod}(E), X_{med}(E), D_{mod}(E), D_{med}(E), \ldots\}
\]

where \( E = \{\varepsilon_i\}_{i=1}^{n} \) – pairs of code fragments from \( \{q_i\} \) and \( \{q'_k\} \); \( n \) – the total number of pairs of fragments; \( L_{mod} \) – the modal value of the Damerau-Levenshtein metric between \( \varepsilon_i \); \( L_{med} \) – the median value of the Damerau-Levenshtein metric between \( \varepsilon_i \); \( X_{mod} \) – the modal value of the number of necessary opcode exchange operations for \( \varepsilon_i \); \( X_{med} \) – the median value of the number of necessary opcode exchange operations for \( \varepsilon_i \); \( D_{mod} \) – the modal value of the number of necessary opcode removal operations for \( \varepsilon_i \); \( D_{med} \) – the median value of the number of necessary opcode removal operations for \( \varepsilon_i \); \( I_{mod} \) – the modal value of the number of necessary opcode insertion operations for \( \varepsilon_i \); \( I_{med} \) – the median value of the number of necessary opcode insertion operations for \( \varepsilon_i \); \( M_{mod} \) – modal value of the number of opcode matches for \( \varepsilon_i \); \( M_{med} \) – median value of the number of opcode matches for \( \varepsilon_i \); \( Y \) – the degree of danger of the program’s behavior.

To assess the degree of danger of behavior, its behavior is compared with a defined set of harmful behavioral patterns. If there is a match between the actions of the suspicious program and one of the malicious patterns, the similarity vector property for metamorphic viruses takes the suspiciousness value of Low, Medium, or High.

In this way, two methods are presented for detecting metamorphic viruses in a multicomputer system. The first method is based on the identification of code fragments and the formation of a vector with signs of similarity to a metamorphic virus. The second method uses a multicomputer system to coordinate the analysis and share results between components of the multicomputer system. The presented methods make it possible to detect not only known metamorphic viruses but also new ones.

Thus, these two methods were implemented in the architecture of a multicomputer system. Its operation provided several different operating environments for examining programs for the presence of metamorphic virus code. Let’s consider the implementation of a multicomputer system and its methods. The implementation of the developed methods and the system itself are necessary for conducting experimental studies on the effectiveness of the proposed solution in terms of improving detection efficiency.
3. Multicomputer malware detection system with metamorphic functionality

3.1. Architecture of the multicomputer system

A multicomputer malware detection system (named AMJS), which consists of a set of interacting nodes - components, was developed to implement the process of detecting metamorphic malware. AMJS is implemented as a set of modules, the main ones of which are:

- AMJSP (Amjs Publisher) - sends level 0 messages (user login/logout, file replacement, administrator installation).
- AMJSS (Amjs Subscriber) – receives level 0 messages (user login/logout, file replacement, admin installation), event logging.
- AMJSAC (Amjs Admin Checker) – Checks if the current admin is active and can be an admin.
- AMJSAP (Amjs Admin Publisher) – sends messages between administrators, works only on hosts selected by administrators.
- AMJSAS (Amjs Admin Subscriber) – receives messages between administrators, sends a request to install a new administrator, logs events, and works only on components selected by administrators.
- AMJSDB (Amjs DataBase) – retrieves data from the database.
- AmjsMPIlib - a library of functions for distributed work.
- AMJSMS (Amjs MPI Scheduler) is a task scheduler (sends the executable task file to work participants, starts the task and records its execution data in the database).
- AMJSMR (Amjs MPI Runner) – executable task file.
- AMJSCE (Amjs Config Editor) - receives a message about the need to change the configuration.

Interaction of these modules is shown in Fig. 4. In the process of implementing AMJS, such architectures as Event-Driven architecture (Amjss, Amjsas, Amjssc, Amjs UI modules), distributed architecture (Amjsms, Amjsmr, Amjss, Amjsas, Amjsp, Amjsap modules), client-server architecture (graph component of Amjs UI), and monolithic architecture (modules amjsp, amjsap, amjsac, amjssc, amjsdb).

A distributed architecture was used to combine the components into a cluster. Cluster members exchange messages over the network while maintaining a defined system state. Modules amjss, amjss, amjsp, and amjsap provide the exchange of these messages (generate events). The configuration parameters are defined in the fileconfig.ini, including the settings of the cluster name, the number of hosts in the cluster, the prefix of the domain name of hosts in the network, data for MPI work, and ports that were used to establish a connection between hosts.

The main interaction occurs between amjsp and amjss, amjsap and amjsas modules. These modules receive and send messages about changes in the status of clients, as well as changes in the administrator. Every minute all hosts send these messages. In addition, amjsap sends a message when a new administrator is selected. Pairs of applications work according to the Publisher – Subscriber pattern. Distributed tasks are run using the amjsms module, and the amjsmr program is an executable for MPI. Functions from the AMJS MPI Lib library are used to perform tasks. Before the job, the amjsvc program is run, which clears the job table if the oldest job was more than a week ago.

The amjsce daemon service is always running on the AMJS system, waiting for configuration change notifications. It also checks every minute whether the current administrator meets the requirements.

The interface window displaying the status of hosts in the system is presented in Fig. 5.

3.2. Implementation of the detection function of metamorphic viruses in a multicomputer system

The main function assigned to the developed multicomputer system AMJS, is the identification of the malware metamorphic code.
management was the initiator of the AMJS system.

Fig. 5. Interface window displaying the status of the hosts in the system

For this purpose, the method of detecting the metamorphic code of viruses and the method of forming a vector of signs of the similarity of a code sample to a metamorphic virus were implemented in the AMJS system.

The basis of the proposed method is the concept of comparing copies of metamorphic viruses by their opcodes, which involves obtaining two disassembled listings of opcodes - before and after the execution of the suspicious program. This process was achieved by creating an isolated environment, passing the suspicious file to it, and running it for execution. The functionality of the isolated environment is implemented using a Docker container built on the Ubuntu 22.04 image. To simplify the work with the Docker container, management was implemented through the docker command interface, using the system function. The GDB [54] disassembler was used to perform the disassembly.

The implementation of data exchange functions between the components of the AMJS multicomputer system was implemented using the MPI interface. MPI_Recv and MPI_Send functions were used for data exchange between processes.

Each process has a rank from 0 to the number of running processes per task, inclusive of 1. To obtain all results, a process with rank 0 is used. The first stage of transmission involves sending a list of API functions, and the second stage involves the listing of opcodes.

In turn, we perform symmetric actions on all processes whose number is different from 0: disassembly of the binary file, sending to process 0 the list of API functions and the listing of opcodes.

After the container with the isolated virtual environment is started, the suspicious file is copied to it, it is started, and the new executable file is copied again to the host system. Furthermore, disassembly was again carried out with the result being sent in the form of a listing of opcodes after execution to the main process. Thus, the distributed task of analyzing a binary file for similarity to a metamorphic virus is performed.

Thus, a multi-computer system for detecting malicious software with metamorphic functionality has been implemented. This implementation corresponds to the concept and conceptual model of multicomputer systems (formula (2)).

Experimental studies were conducted to confirm the improvement of the effectiveness of detection of metamorphic viruses in computer networks.

4. Experiments

4.1. Setting up the experiment and its results for the functioning of the developed multi-computer system

The main purpose of the experiment was to check the effectiveness of the detection of MWOR metamorphic malware using the developed multi-computer system AMJS.

The experiment included a series of tests in which the metamorphic malware was launched on one of the components (the task initiator) of the AMJS system. Every time on the initiator component, the analysis procedure of this file was started according to the method of detection of metamorphic viruses.

With the help of the GDB disassembler [54], the malware was disassembled and a sample code was obtained to be executed in an isolated virtual environment (in the form of a list of opcodes and a set of API functions). To obtain a sample code, after execution, the malware was launched in an isolated environment. After executing the executable file of the malware in an isolated environment, its repeated disassembly was performed.

Next, the formation of the vector of signs of similarity of the code sample to the metamorphic virus was carried out based on the implemented method of forming the vector of signs of similarity of the code sample to the metamorphic virus.

Then, with the help of the fuzzy inference system built into the proposed system [53], the identification of malware as a metamorphic virus was carried out.

If the indicator “Level of Similarity to Metamorphic Virus” (LSMV) received a value of Medium (that is, it was not possible to uniquely identify the test sample’s belonging to one of the classes of metamorphic malware using the means of one host), then the test sample was sent to other components of the AMJS multi-computer system to run them in isolated environments and manifest metamorphic properties.

Fig. 6 shows an example of two listings of opcodes for one instance of malware obtained after starting and disassembling on different hosts of the system. Modified blocks are marked with red squares.
After performing similar symmetrical actions on each of the system components (step 8 of the method of detecting metamorphic viruses), the results of the analysis were sent to the initiator component.

After additional verification with other components of the system, the final conclusion was formed (step 9 of the detection method).

Note that in this case, the result of the rest of the hosts in the system coincides, and the RPM is set as High. As a result, Host0 decides to block the suspicious program and add its behavior to the behavior blacklist.

4.2. Setting of the experiment and results of experimental studies on the detection of metamorphic viruses by the developed multicomputer system

Setting up the experiment. In the developed multicomputer system, files are available in each component, which contain information about the actions performed and functions launched to perform certain tasks, as well as about events that affect the system directly and cause it to react to them in a certain way. These files must be constantly updated, and outdated information is removed from them according to certain criteria. In addition, according to these files, the system creates separate tables in which information about the system’s reactions to the given effects is stored for a long time. Such information enables the center of the system to develop options for decisions regarding further steps of the system, rate them, and agree with the controller. The controller uses the information from the corresponding table of effects to finalize the decision regarding further steps of the system according to one effect. Thus, the internal tables of the system components contain information about the previous decisions of the system as decisions on the defined impacts. In other words, the developed multicomputer system is positioned as a system with memory elements. Since at the initial stage of its operation it does not have...
information about previous events, we consider it in the first experiment as one that does not contain a fully functional controller of the decisions made. In this case, the controller approves the decision of the system center [4] according to the rating (highest) of the proposed options. Accordingly, for each series of the first stage of the experiment, the conditions were the same.

The second important factor in conducting an experiment is metamorphic viruses and their variety [1]-[3]. Let’s highlight the following features: writing completely into an executable PE-file while preserving the volume of the original file, i.e. replacing part of the bits and, accordingly, losing the functionality of the original file and saving part of the bits of the original file without using them; recording completely in the executable PE-file without saving the volume of the initial file, i.e. adding part of the bits of the metamorphic virus to the initial file and, accordingly, saving the functionality of the initial file and obtaining access to execute the first command of the virus when the infected PE-file is launched; replacement of the initial PE file with a metamorphic virus with a change or preservation of the size of the file in bits by supplementing with inactive commands; writing the metamorphic virus to an initial PE file and copying and storing this initial file under a different name with the possibility of calling it for execution after executing the virus commands. These features form the basis for the formation of four subsets of metamorphic viruses. The selection of these subsets is decisive in the context of the study of their code according to the results of the previous experiment on obtaining disassembled commands and the logic of the studied programs. For example, if a virus is embodied in a file such that the entry point to the program is the first command of the virus and there is an unconditional transition through several commands, then such a mechanism of the virus forms one template. In the absence of an unconditional transition, a second template is formed. Therefore, these features should be considered when detecting the metamorphic code of viruses.

Let us denote the subsets of metamorphic viruses as follows: $S_1$ – replacement of bits, the volume of the initial file in bits is saved, the loss of the functionality of the initial PE file, the presence of an unconditional transition at the beginning of the PE file (from the point of entry into the file), the absence of the function of saving the initial PE file in a separate file; $S_2$ – replacement of bits, the volume of the initial file in bits is preserved, the loss of the functionality of the initial PE-file, the presence of an unconditional transition at the beginning of the PE-file (from the point of entry into the file), saving the initial PE-file in a separate file with the possibility of calling it for execution after executing metamorphic virus commands; $S_3$ – replacement of bits, the volume of the initial file in bits is preserved, the loss of the functionality of the initial PE-file, the presence of an unconditional transition at the beginning of the PE-file (from the point of entry into the file), saving the initial PE-file in a separate file without calling it for execution after executing commands metamorphic virus; $S_4$ – replacement of bits, the volume of the initial file in bits is not saved, the loss of functionality of the initial PE file, the presence of an unconditional transition at the beginning of the PE file (from the point of entry into the file), the absence of the function of saving the initial PE file in a separate file; $S_5$ – replacement of bits, the volume of the initial file in bits is not saved, the loss of the functionality of the initial PE file, the presence of an unconditional transition at the beginning of the PE file (from the point of entry into the file), saving the initial PE-file in a separate file with the possibility of calling it for execution after executing the commands of the metamorphic virus; $S_6$ – replacement of bits, the volume of the initial file in bits is not saved, the loss of the functionality of the initial PE file, the presence of an unconditional transition at the beginning of the
PE file (from the point of entry into the file), saving the initial PE file in a separate file without calling it for execution after execution of metamorphic virus commands; \( \mathcal{S}_7 \) — replacement of bits, the volume of the initial file in bits is saved, loss of functionality of the initial PE file, absence of an unconditional transition at the beginning of the PE file (from the point of entry into the file), absence of the function of saving the initial PE file in a separate file; \( \mathcal{S}_9 \) — replacement of bits, the volume of the initial file in bits is preserved, loss of the functionality of the initial PE file, no unconditional transition at the beginning of the PE file (from the point of entry into the file), saving the initial PE file in a separate file without calling it for execution after execution of metamorphic virus commands; \( \mathcal{S}_{10} \) — substitution of bits, the volume of the initial file in bits is not saved, loss of functionality of the initial PE file, lack of unconditional transition at the beginning of the PE file (from the point of entry into the file), lack of function to save the initial PE file in a separate file; \( \mathcal{S}_{11} \) — replacement of bits, the volume of the initial file in bits is preserved, loss of the functionality of the initial PE file, no unconditional transition at the beginning of the PE file (from the point of entry into the file), saving the initial PE file in a separate file without calling it for execution after execution of metamorphic virus commands.

Thus, in the set of metamorphic viruses, 12 subsets separated by certain criteria were selected. These subsets include most types of metamorphic viruses, but their union is not an exhaustive set of metamorphic viruses. To conduct the experiment, we divided the data in 12 subsets, and each subset was defined by an element or elements in the experiment.

Let's define a set of metamorphic viruses as follows:

\[
\mathcal{S} = \bigcup_{t=1}^{12} \mathcal{S}_t.
\]  

(5)

Let's denote the number of elements in the set \( \mathcal{S} \) as \( \mathcal{N}_p \), and similarly for subsets \( \mathcal{S}_t \) we denote \( \mathcal{N}_{p_t} \) (\( t = 1, 2, \ldots, 12 \)). These designations were used when processing the results of the experiment and indicated the number of metamorphic viruses of a certain subset and the set as a whole, which were used for experimental research.

The purpose of the first stage of the experiment is to establish the reliability of the detection of metamorphic viruses developed by a multi-computer malware detection system with metamorphic functionality, provided there is no information in the memory elements for the previous steps and, accordingly, without the involvement of the controller. That is, in the first experiment with the system, only the center of the system was involved in determining the detection of a metamorphic virus [4]. In contrast to host systems, in the developed multi-computer malware detection system with metamorphic functionality, efficiency improvement was achieved by increasing computing resources, using computer network capacity and features in the architecture of the multi-computer system itself. Metamorphic viruses can be detected by host systems without involving the rest of the computing resources of the network, and can also be detected by components of a multicomputer system without involving part of the entire system and the center of the system. In this case, the system components and their sensors performed decision-making functions.

Strategy at work [52] involved researching the activities of malicious software in hosts, comparing them with each other, and making a general decision according to the received decisions. It includes a mechanism according to which the system components assign a suspicious status to the executed process, which is then considered by the rest of the components. The decision about whether a suspicious process is running on a host or on an individual host is made at a single system center. If an executable is running on only one host and not on the others, it is difficult to determine whether malicious activity is present. However, such options were not investigated in the setting of this experiment. Thus, in the first stage of the experiment, the multicomputer system itself was tested for the detection of metamorphic viruses, positioning it as a single sensor without a controller.

The purpose of the next stages of the experiment is to establish the reliability of the detection of metamorphic viruses by the developed multi-computer malware detection system with metamorphic functionality, provided that there is information in the memory elements for the previous steps and, accordingly, with the involvement of the controller. The second stage of the experiment included the capabilities of the developed multicomputer system using previous experience in detecting metamorphic viruses; however, this experience, which is formed on the information in the memory elements, was insignificant. Therefore, it is advisable to conduct a certain number of stages of experiments to achieve constant reliability in the detection of metamorphic viruses. Enough stages were defined as the number of stages at
which the detection reliability results were no longer improved. When conducting experimental research, the number of stages needed to be determined. It was influenced by the particularity of the architecture of the controller and the mechanism for approving the decision of the system center embedded in it.

During the experiment, the controller was configured so that every third and sixth stage, when the effects were repeated, the second-ranked answer was chosen, and every ninth time the third-ranked answer was chosen. Then, the minimum number of stages of experiments from the initial one should be equal to ten because it was included in the first stage. In order to continue the research after the tenth stage, nine experiments should be conducted to ensure compliance with stages two through ten, that is, to perform a full iteration. However, the number of stages may not necessarily be 10, 19, or 28. It can be different and determined by the fact that at two or three adjacent stages, depending on the formed requirements, the appropriate level of reliability of detection of metamorphic viruses was achieved.

An important part of the experiment is a set of test samples of metamorphic viruses and their correct use because they all have functionality that involves implementation into executable PE files. To conduct the experiment, we chose five different, but at the same time, those that have characteristic features of the class, metamorphic viruses for each of the subsets $\mathcal{S}_t$ ($t = 1, 2, ..., 12$). Their construction was performed artificially without including malicious functionality. Thus, the number of samples of different metamorphic viruses used in the experiment was sixty. The general pattern of all sixty metamorphic viruses was searched for an executable PE file and infect it with a type that defines one of the classes $\mathcal{S}_t$ ($t = 1, 2, ..., 12$) and it must be of the same type as the executable metamorphic virus.

Benign software, i.e., user programs, must also be executed during the experiment. We selected twenty-five computer stations in the corporate network that were located in at least three of its segments. We turned off the rest of the computer stations.

We installed the system components in each of them and performed its initial settings and start-up. When conducting a series of experiments at different stages of the installation of system components, we repeated the experiments to ensure their independence for all twelve types of metamorphic viruses, which are specified by the corresponding classes $\mathcal{S}_t$ ($t = 1, 2, ..., 12$).

For each type of metamorphic virus, the multi-computer system was not reinstalled. It accumulates knowledge in memory elements for use by the controller. Thus, the independence of the experiment was applied exclusively to classes $\mathcal{S}_t$ ($t = 1, 2, ..., 12$).

In each of the twenty-five nodes in which the components of the multicomputer system were installed, only system processes and one researched process were launched. In twenty-four nodes, twenty-four different processes were launched for execution, which were oriented to the use of input–output to ensure the duration of execution.

After a given custom process is fully executed, it is repeated until the experiment series is completed at the set time. A metamorphic virus was launched in a node. The time for conducting a series of experiments was determined by considering the time spent on the execution of the metamorphic virus and the processing of events related to it in a multicomputer system.

The time for all series of the experiment was the same and was determined experimentally during the previous series of the experiments. For a defined set of initial data of the planned experiment, we set the time for conducting a series of experiments lasting 30 min.

For the metamorphic virus, the same executable PE files were used as baits and as the targets of its attacks for further infection. These node-specific bait files had the same bit set but different names. They were placed in all directories and the root directory.

All research was conducted in an isolated environment of the corporate network. After all experiments and experiments with classes were completed, the system software was reinstalled with the same settings in the computer stations.

**Conduct the experiment and the results of the experimental research.** To conduct experimental studies with the developed multi-computer system, the specified executable programs were launched at the same time in each specified node of the corporate network. For this, the same launcher was used with the launch time set.

The results of all series of experiments were separately saved with log files and tables of memory elements.

To evaluate the efficiency of the detection approach $TPR$ – True Positive Rate, $FPR$ – False Positive Rate, $Precision$, $Recall$, $F1$-score, and $MCC$ metrics were involved [56, 57]:

$$TPR = \frac{TP}{TP + FN} \cdot 100, \quad (6)$$

$$FPR = \frac{FP}{TN + FP} \cdot 100, \quad (7)$$

$$S_p = \frac{TP}{TP + FN} \cdot 100, \quad (8)$$

$$Precision = \frac{TP}{TP + FP}, \quad (9)$$

$$Recall = \frac{TP}{TP + FN}, \quad (10)$$

$$F1 = \frac{2 \cdot Recall \cdot Precision}{Recall + Precision}, \quad (11)$$

$$MCC = \frac{TP \cdot TN - FP \cdot FN}{\sqrt{(TP + FP)(TP + FN)(TN + FP)(TN + FN)}}, \quad (12)$$
Matthews correlation coefficient (MCC) [56] is defined from -1 to 1, where ±1 means full agreement or disagreement, and a value of zero means no relationship. The phi coefficient has a maximum value determined by the distribution of two variables if one or both variables can take more than two values.

The examples for 1st and 21st results of a series of experimental studies (total 46 stages) are presented in Table 1. The experiment is stopped after the full completion of step 46 because the values obtained in steps 44-46 are close and reflect an improvement in the reliability of detection compared with the previous steps. That is, the requirements for stopping the experiment have been met.

To process the results of the experimental studies, we used the ROC analysis technique [55]. Examples of results of ROC analysis for 1st and 21st stages (total 46 stages) are given separately in Table 2.

Table 1

<table>
<thead>
<tr>
<th>Stage</th>
<th>Detection result</th>
<th>Metamorphic virus class</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>TP</td>
<td>1 2 3 4 5 6 7 8 9 10 11 12</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>11 10 13 13 12 12 12 13 12 12 12 12 12</td>
<td>143</td>
<td></td>
</tr>
<tr>
<td></td>
<td>FN</td>
<td>4 5 2 2 3 2 3 2 3 3 4 3 7</td>
<td></td>
</tr>
<tr>
<td></td>
<td>FP</td>
<td>34 27 20 20 19 33 35 32 29 21 28 27 325</td>
<td></td>
</tr>
<tr>
<td></td>
<td>TN</td>
<td>326 333 340 340 341 327 325 328 331 339 332 333</td>
<td>3995</td>
</tr>
</tbody>
</table>

Table 2

<table>
<thead>
<tr>
<th>Stage</th>
<th>TPR</th>
<th>FPR</th>
<th>Sp</th>
<th>Precision</th>
<th>Recall</th>
<th>F1</th>
<th>MCC</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>79.44</td>
<td>7.52</td>
<td>92.48</td>
<td>0.31</td>
<td>0.79</td>
<td>0.44</td>
<td>0.46</td>
</tr>
<tr>
<td>21</td>
<td>76.67</td>
<td>8.29</td>
<td>91.71</td>
<td>0.28</td>
<td>0.77</td>
<td>0.41</td>
<td>0.43</td>
</tr>
</tbody>
</table>

Table 2 shows the evaluation of the MCC value. The obtained results in table 2 confirm the appropriate level of the developed classifier of metamorphic viruses.

The demonstration of the change in the values of the main indicators of the ROC analysis when performing the 46 stages is shown in Fig. 9.

In Fig. 9, a, the graph of the function shows the growth of the reliability value of detection of metamorphic viruses in the process of filling the system with information about its previous steps.

The detection result of the developed multi-computer system reached 90%, which is a sufficient basic indicator.

Fig. 9, b shows a graph for the false positive rate. The graph is descending, demonstrating the improvement in the system’s classification of programs that do not contain metamorphic functionality.

The percentage of false positives was 3%, and it improved by about 6%, which confirms the need to use information about the results of the previous stages of detection of metamorphic viruses.

Similarly, Fig. 9, b and Fig. 9, c show the result of classification of programs without metamorphic functionality and the result is about 97%, which is acceptable for further improvements of the developed multicomputer system.
4.3. Discussion

Let’s summarize all the results obtained at all stages into a single table of values from stages 1-46. As a result, we have received the sum of the values for each class of metamorphic viruses according to the indicators of the ROC analysis.

At the first stages, these values were smaller, and at the last stages, they were larger, but this made it possible to assess the quality of the test samples of classes of metamorphic viruses.

This was achieved by comparing the deviation of the indicator results from the average value.

If the deviation is significant, then it is necessary to analyze instances of metamorphic viruses of the class in which the deviation is found, or to finalize the corresponding subsystem of the multicomputer system.

Table 3 shows the summary values of the results of the experiment.

The arithmetic mean value of detection reliability for all classes and all series and stages of the experiment is equal $TP = 75.46\%$. The deviation from this value of all the values of the twelve classes does not exceed 3%; therefore, the created instances of classes of metamorphic viruses are correlated with each other. This is also confirmed by the values of the remaining indicators of the ROC analysis.

Thus, according to the results of the conducted experiment, it was established that the presence of the controller in a multi-computer system provides improved detection of metamorphic viruses with increasing number of applications.
Table 3

<table>
<thead>
<tr>
<th>Detection result</th>
<th>Classes of metamorphic viruses</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>TP</td>
<td>15428</td>
<td>6248</td>
</tr>
<tr>
<td>FN</td>
<td>15409</td>
<td>6248</td>
</tr>
<tr>
<td>FP</td>
<td>15445</td>
<td>6248</td>
</tr>
<tr>
<td>TN</td>
<td>15346</td>
<td>6248</td>
</tr>
<tr>
<td>TPR</td>
<td>75.63</td>
<td>75.46</td>
</tr>
<tr>
<td>FPR</td>
<td>6.61</td>
<td>6.97</td>
</tr>
<tr>
<td>Precision</td>
<td>0.31</td>
<td>0.31</td>
</tr>
<tr>
<td>Recall</td>
<td>0.74</td>
<td>0.78</td>
</tr>
<tr>
<td>F1</td>
<td>0.44</td>
<td>0.44</td>
</tr>
<tr>
<td>MCC</td>
<td>0.45</td>
<td>0.45</td>
</tr>
</tbody>
</table>

Conclusion and Future Work

Thus, a conceptual model of multi-computer systems has been developed, in which, unlike known models of multi-computer systems, which are designed to ensure the functioning with their support of antivirus baits and traps for detecting malware and cyberattacks in corporate networks, as well as for prevention and countermeasures their penetration, in the conceptual model of multi-computer systems a defining characteristic is introduced, which is responsible for the control of the decisions made, and the rest of the defining characteristics, which in the process of functioning of the systems should form the architecture of the system by independently synthesizing a set of separate defining characteristics according to a closed route in the graph of defining characteristics in architecture of the systems, as well as specialized functionality is allocated, which, compatible with the general part of the system, forms the system as the single sensor, which makes it possible to provide a variety of options for responses to the influence of intruders, cyberattacks and the functioning of malware, and also makes it possible not only to diversify the system due to its different architecture, but also ensures its stability when removing certain nodes in the corporate network and when combining specialized functionality with the general part of the system forms the system as the single sensor, which generally improves the effectiveness of countering malware and cyberattacks.

Methods for detecting metamorphic viruses have been developed with the possibility of their implementation in the architecture of multicomputer systems with baits and traps in such a way that the system directly participates in the detection procedure through its components and makes a decision about the presence of metamorphic code in the executable PE file.

The implementation of a multi-computer system for detecting malicious software with metamorphic functionality has been developed to demonstrate the ability to implement the proposed conceptual architecture model and the developed methods for detecting metamorphic viruses. An experiment was set up regarding the functioning of a multi-computer system for detecting malicious software, and experimental studies were conducted with it in the part of studying the metamorphic code development process to confirm the possibility of implementing the steps of the developed methods for detecting metamorphic viruses. In addition, an experiment was conducted regarding the effectiveness of detecting the metamorphic code of viruses, and relevant experimental studies were conducted.

Based on the results of the work performed, the effectiveness of the detection of the metamorphic code of viruses by the developed multi-computer system was investigated and the presence of an improvement in detection was established.

The directions of further work according to the conceptual model to ensure the functioning of multi-computer systems from combined antivirus baits and traps and the decision-making controller for detecting malware and cyberattacks in corporate networks, it is necessary to develop a method of organizing the functioning of such systems, as well as a method of organizing the functioning of combined antivirus baits and traps and methods of detecting malware and cyberattacks using combined antivirus baits and traps implemented in the architecture of such systems to improve detection efficiency, as well as spread the results of work to new types of malicious software.
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Потреба в розробці нових систем виявлення та протидії шкідливому програмному забезпеченню залишається актуальною. Окрім методів виявлення шкідливого програмного забезпечення, все більшою актуальності набуває потреба в розробці нових систем виявлення та протидії шкідливому програмному забезпеченню.

Використання різноманітних систем виявлення та формування в них змінної архітектури значно підвищує ефективність виявлення, оскільки як для зловмисників при комп’ютерних атаках, так і для шкідливого програмного забезпечення розуміння системи значно ускладнюється. Крім того, такі системи можуть містити приманки, пастики і, відповідно, модифіковані операційні середовища для обману виконування шкідливого програмного забезпечення з метою дослідження. У статті розроблено концептуальну модель багатокомп’ютерних систем, яка розроблена для забезпечення функціонування антивірусних приманок та пастик з метою виявлення шкідливого програмного забезпечення та комп’ютерних атак у корпоративних мережах. Запропонований підхід спрямований на запобігання та протидію проникнення метаморфних вірусів.

Представлено концептуальну модель багатокомп’ютерних систем і введено визначальну характеристику, яка відповідає за контроль за виконанням та інші визначальні характеристики системи. Розроблені концептуальні комп’ютерні системи з можливістю їх реалізації в архітектури мультикомп’ютерних систем з приманками та пастиками таким чином, що система безперервно виконує всі свої компоненти, які впливають на розуміння системи, і змінює її архітектуру.

Здійснені вибірки з метом дослідження эффективності виявлення метаморфного коду шкідливого програмного забезпечення з метою обов’язкової порозуміння системи інформаційних технологій.

Здійснено вибірки з метом дослідження ефективності виявлення метаморфного коду вірусів. В проведених експериментах вивчено використання вірусів з можливістю їх реалізації в архітектури мультикомп’ютерних систем.

Ключові слова: метаморфічний код; мультикомп’ютерні системи; кібербезпека; комп’ютерні віруси; шкідливе програмне забезпечення; виявлення шкідливого програмного забезпечення.

Antonina Kashtalian – PhD, Associate Professor at the Department of Physics and Electrical Engineering, Doctoral Staff, Khmelnytskyi National University, Khmelnytskyi, Ukraine, e-mail: yantonina@ukr.net, ORCID: 0000-0002-4925-9713.

Sergii Lysenko – Dr. S., Full Professor, Professor at the Computer Engineering & Information Systems Department, Khmelnytskyi National University, Khmelnytskyi, Ukraine, e-mail: sirogyk@ukr.net, ORCID: 0000-0001-7243-8747.

Oleg Savenko – Dr. S., Full Professor, Dean of Information Systems, Professor of Computer Engineering & Information Systems Department, Khmelnytskyi National University, Khmelnytskyi, Ukraine, e-mail: savenko_oleg_st@ukr.net, ORCID: 0000-0002-4104-745X.

Andrii Nicheporuk – PhD, Associate Professor at the Department of Computer Engineering & Information Systems Department, Khmelnytskyi National University, Khmelnytskyi, Ukraine, e-mail: andrey.nicheporuk@gmail.com, ORCID: 0000-0002-7230-9475.

Tomas Sochor – Associated Professor for Cybersecurity and Quantitative Methods, Department of Economics and Economic Policies, Prigo University, Czech Republic, e-mail: tomas.sochor@prigo.cz, ORCID: 0000-0002-1704-1883.

Volodymyr Avsiyevych – Student in Khmelnytskyi National University, Khmelnytskyi, Ukraine, e-mail: kovalleonid4@gmail.com.