INFORMATION-EXTREME MACHINE LEARNING OF A CYBER ATTACK DETECTION SYSTEM

This study increases the functional efficiency of machine learning of a cyber attack detection system. An information-extreme machine learning method for a cyber attack detection system with the optimization of control tolerances for recognition features that reflect the traffic properties of the info-communication system has been developed. The method is developed within the framework of the functional approach to modeling of cognitive processes of natural intelligence at the formation and acceptance of classification decisions. This approach, in contrast to known methods of data mining, including neuron-like structures, allows giving the recognition system adaptability to arbitrary initial conditions of the learning matrix and flexibility in retraining the system by expanding the recognition class alphabet. The method idea is to maximize the information capacity of the attack detection system in the machine learning process. A modified Kullback information measure is used as a criterion for optimizing machine learning parameters. According to the proposed categorical functional model, algorithmic software for attack detection system in the mode of machine learning with the depth of the second level has been developed and implemented. However, the depth level is determined by the number of machine learning parameters, which were optimized. The geometric parameters of the recognition hyperspherical container classes and the control tolerances on the recognition features were considered as optimization parameters, which played the role of input data quantization levels in the transformation of the input Euclidean learning matrix of the type "object-property" into a working binary learning matrix given in the Hamming space. Admissible transformations of the working training matrix of the offered method allow adapting the input mathematical description of the attack detection system to the maximum full probability of the correct classification of decision acceptance. Based on the results of information-extreme machine learning within the geometric approach, decisive rules are constructed as practically invariant to the multidimensionality of the recognition feature space. The computer simulation results of information-extreme machine learning of the attack detection system to recognize four host traffic of different profiles confirm the developed method's efficiency.
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Introduction

The computer networks significant development and the digitalization of all sectors of the socio-economic sphere of society have led to an increase in the number of cyber attacks on information systems. Looking at the recent years statistics, it can be concluded that despite the existence of a large number of mechanisms for the information protection, cyber security crimes are on the rise. Therefore, detecting various types of network attacks or unauthorized actions and protection against them is an urgent task.

In recent years, much attention has been paid to such promising research areas in this field as blockchain technology, quantum cryptography and the creation of scientific and methodological foundations of information synthesis of cyber attack detection system, which is computer-integrated into information and communication technology (ICT). The main purpose of the attack detection system (ADS) is to detect intrusions or unauthorized access attempts. In this case, the functional effectiveness of ADS significantly depends on the role of the information synthesis methods. The use of machine learning ideas and methods and pattern recognition is an unalterable way to increase the functional efficiency of ADS.

The article considers the method of deep machine learning ADS, developed within the so-called information-extreme intelligent data analysis technology, which is based on maximizing the information capacity of the system in the machine learning process.

Problem analysis

Despite the existence of various mechanisms for protecting information, statistics in recent years show a
sharp increase in the number of crimes, which are related to breaches of confidentiality, integrity and availability of information. This explains the considerable attention paid in recent years to, for example, quantum cryptography [1], blockchain-protected technology [2], which minimizes the time period of network insecurity, and so on. Special hopes are placed on the development of a new direction in the field of information protection, related to the creation of ADS, computer-integrated in ICS [3-5]. The purpose of such systems is to analyze both input and output information and information coming from different ICS hosts in order to detect both attempts and actual intrusions. In this case, ADS is considered a mandatory subsystem of a comprehensive cyber security management system, computer-integrated into the ICS.

Among the basic methods used to detect cyber attacks, there are two main groups:
1) signature analysis methods [6, 7];
2) detecting anomalies methods [8, 9].

Identification of the attacks by methods of signature analysis detecting anomalies is to compare incoming, outgoing and system traffic with known patterns (signatures) of attacks stored in the knowledge base. The advantage of signature analysis methods is high efficiency in detecting known attacks and a small number of "false alarms", errors of the first kind. The disadvantages of such methods are:
- the need to constantly replenish the knowledge base with signatures of new attacks, because otherwise there is a potential danger of "skipping the attack", which is characterized by the second kind error;
- high computing costs.

The essence of the methods of detecting anomalies is that ADS has a certain set of knowledge about the normal functional state of ICS. She identifies any deviations from this state as abnormal behavior of the system. The advantage of anomaly detection methods is the ability to recognize new types of attacks. The methods of detecting anomalies have the following disadvantages:
- require long-term machine learning;
- are characterized by low efficiency and high computing costs;
- often lead to errors of the first kind, i. e. "false unjustified anxieties".

According to the results of comparative analysis of the advantages and disadvantages of the above methods of detecting attacks, a promising way to increase the functional efficiency of ADS is the use of data mining based on machine learning ideas and methods of and pattern recognition [10, 11]. As a result, the prospect of creating combined ADS, in which the rules based on the results of machine learning play the role of signatures and are able to automatically fill in the mode of factor cluster analysis [12].

Analysis of modern approaches and trends in the creation of ADS showed that to improve the accuracy and reliability of their work using known methods of Data Mining technology [13, 14], including artificial neural networks [15, 16], is associated with overcoming a number of scientific and methodological character complications:
- arbitrary initial conditions of the evaluation process;
- intersection in the space of recognition classes features, which characterize the corresponding cyber attacks:
- set dimensions of the features and recognition classes dictionary;
- the impact on ICS of uncontrolled perturbations not related to cyber threats and intrusions.

In [17], to reduce the impact of the input data multidimensionality, the use of extractors based on artificial neural networks is considered, but this approach is inevitably associated with the possibility of information loss.

The modeling of cyber attacks is the importance for the machine learning ADS, which makes it possible to form an alphabet of recognition classes and retrain ADS. An example of modeling a distributed denial-of-service (DDoS) attack using a network simulator is given in the work [18].

One of the promising directions of creating intelligent ADS is applying ideas and methods of information-extreme intellectual technology (IEIT), which based on maximizing the information capacity of the system in the machine learning process [19 - 21]. The main idea of IEIT methods, as in artificial neural networks (ANN), is adapt the input mathematical description in the machine learning process to the maximum possible probability of making the correct classification decisions. But in contrast to neuro-like structures, information-extreme machine learning methods are developed within the framework of a functional approach to modeling cognitive processes inherent in man in the formation and adoption of classification decisions. This approach allows for machine learning not in interactive mode, as is the case in ANN, but in automatic mode. In addition, IEIT methods are characterized by flexibility in retraining the system due to the expansion of the recognition classes alphabet and high efficiency, which is especially important in the cyber attacks detection.

The purpose of the article is to increase the functional efficiency of ADS by developing the information-extreme machine learning method, invariant to the multidimensionality of the recognition features space.
Formalization of the cyber attack detection system information synthesis problem

Consider the formalized formulation of the problem of information synthesis, which is able to study ADS within the IEIT. Suppose that the alphabet \( \{X_m^{(m)}|m=1,M\} \) recognition classes characterizing possible ICS, traffic profiles and an object-property training matrix \( \|y_m^0\|, i=1,N, j=1,n \), where \( N, n \) are the recognition features number and structured feature recognition vector, respectively. The row of the matrix \( \{y_m^0|j=1, n\} \) determines the \( j \)-th features vector and \( \{y_m^0|i=1, N\} \) – training random sampling of the \( i \)-th feature values. It is known that the IEI technology concept is to transform the input training matrix \( Y \) into a training binary matrix \( X \), which adapts to the maximum possible probability of making correct classification decisions by the method of permissible transformations in machine learning the process. Therefore, for the Hamming binary space we set of \( \{g_m\} \) machine learning parameters, which affect the functional efficiency of ADS. The vector of ADS machine learning parameters to recognize, for example, the characteristics the vectors of class \( X_m \) will be represented as a structure

\[
g_m = <x_m^0, d_m^0, \delta_m^0>,
\]

where \( x_m^0 \) is the average structured vector of the recognition class features \( X_m \);
\( d_m^0 \) – radius of the recognition class hyperspherical container \( X_m \), which is restored in the radial basis of the recognition features space;
\( \delta_m^0 \) – parameter of the control tolerances for recognition features field, which is equal to half of the symmetric field control tolerances

Required:
1) to determine the optimal values of machine learning parameters (1), which provide the maximum alphabetically averaged information criterion classes recognition

\[
\bar{E} = \frac{1}{M} \sum_{m=1}^{M} \max_{G E \in \{k\}} E_m^{(k)},
\]

where \( E_m^{(k)} \) is the information criterion for optimizing the machine learning parameters ADS to recognize the implementation of class \( X_m \), the value of which is calculated in the k-th machine learning step;

\( G_E \) – admissible area for determining the function of the optimization information criterion (2), which will be called the working area;
\( \{k\} \) – ordered set of machine learning steps (recognition classes containers recovery steps in the radial basis in the radial basis of discrete feature space);
2) for a priori classified fuzzy partition \( \Omega^{M_2} \) to build by permissible transformations in the subparacertal Hamming binary space recognition features optimal (here and further in the work in the information sense) clear partition of recognition classes \( \Omega^{M_2} \), based on which to form infallible training matrix;
3) machine learning functional efficiency to decide whether the implementation of the recognized image belongs to one of the classes of the alphabet \( \{X_m\} \).

Thus, the task of information synthesis capable of learning ADS is to optimize in the process of information-extreme machine learning parameters of vector (1) by information criterion (2) and making in the examination mode classification decision according to the decision-making rules.

**Categorical functional model**

The categorical functional model of ADS information-extreme machine learning will be presented in the form of a directional graph of mapping by operators of the corresponding sets used in the learning process. The input mathematical description of the able-bodied ADS will be presented in the form of a structure

\[
I = <G, T, Z, \Omega, Y, X; f_1, f_2, f_3>,
\]

where \( G \) is the space of factors that affect the normal functioning of the ICS;
\( T \) – set of traffic processing time moments;
\( \Omega \) – recognition features space obtained as a result of traffic analysis;
\( Z \) – space of cyber attacks possible types;
\( Y \) – input training matrix;
\( X \) – training binary training matrix, which in the process of machine learning is adapted to the maximum full probability of making the right classification decisions;
\( f_1 \) – traffic analysis operator;
\( f_2 \) – operator formation of the input training matrix \( Y \);
\( f_3 \) – operator for converting the input training matrix \( Y \) operator for converting the input training matrix \( X \) defined in the Hamming space.

Figure 1 shows a categorical functional model of information-extreme machine learning ADS with optimization of control tolerances for recognition features.
Machine learning attack
detection system

According to the categorical model (Fig. 1), the information-extreme machine learning algorithm ADS with optimization of control tolerances for recognition features corresponding to the second level of machine learning depth will be presented as a two-cycle iterative procedure for finding the global maximum information optimization criterion (2) definition of its function:

$$
\{\hat{\delta}_{K,i} | i = 1, N\} = \arg \max_{G_{\delta}} \max_{G_{E} \in \{k\}} \mathbb{E}^{(k)},
$$

(3)

where $\mathbb{E}^{(k)}$ is the average value of the information criterion, calculated at k-th machine learning step;

$G_{\delta}$ – the range of permissible values of control tolerances for signs of recognition.

The internal cycle of procedure (3) implements the so-called basic algorithm of information-extreme machine learning. The main functions of the basic algorithm are the calculation at each step of machine learning of the optimization information criterion (2) and the search for its global maximum, which determines the optimal radii of recognition classes hyperspherical containers.

The implementation of the ADS machine learning algorithm according to procedure (3) was carried out with the parallel optimization of control tolerances for recognition features, in which all tolerances for recognition features change simultaneously by a given value.

The input information for the machine learning algorithm is an array of training matrix $\{y_{m,1}^{(0)}\}$ and a system of normalized tolerances fields $\{\hat{\delta}_{m,1}\}$ for recognition features, which sets the range of values of the corresponding control tolerances.

Consider the main stages of information-extreme machine learning:

1) calculation for the training matrix of the basic recognition class $X_{1}$, for which the control tolerances are determined, the average vector of features $\{y_{1,i} | i = 1, N\}$;

2) formation of an array $\{x_{i,1}^{(0)}\}$ binary vectors of the recognition class $X_{i}$ features by the rule

$$
x_{i,1}^{(0)} = \begin{cases} 1, & \text{if } y_{1,i} - \delta \leq y_{i,1}^{(0)} \leq y_{1,i} + \delta, \\ 0, & \text{if else} \end{cases}
$$

In Fig. 1 term set $E$, which consists of the information criterion values (2) calculated at each step of machine learning, is common to all contours of optimization of the parameters of the vector (1). Operator $r : E \rightarrow \mathbb{R}$ in the machine learning process restores in the radial basis of the binary feature space containers of recognition classes, which form a partition $\mathbb{R}^{M}$.

Operator $\theta$ displays the partition $\mathbb{R}^{M}$ on the fuzzy distribution of a priori classified binary vectors of the recognition class features. Next, operator $\psi : X \rightarrow \mathbb{I}^{[k]}$, where $\mathbb{I}^{[k]}$ is the set of hypotheses, tests the basic statistical hypothesis $\gamma_{1} : x_{m}^{(0)} \in X_{m}$. Operator $\gamma$ determines the set of accuracy characteristics $\mathbb{A}^{[k]}$, where $Q = S^{2}$, and operator $\varphi$ calculates the set of values $E$ of the information optimization criterion, which is functional from the accuracy characteristics. The categorical model contains the contour of control tolerance optimization operators for recognition features, which is closed by a term set $D$ of allowable values of the control tolerance system. In this case, the operator $\delta_{1}$ at each step of machine learning changes the control field, and the operator $\delta_{2}$ evaluates the dependence of the recognition features of a given control field on the tolerances. Operator $u$ regulates the machine learning process.

The categorical functional model (Fig. 1), which reflects the construction mechanism of classification solutions by natural intelligence, can be considered as a generalized structural scheme of the information-extreme machine learning algorithm ADS. Thus, machine learning consists in search of the maximum global value of the information criterion (2) in working (admissible) area of its function definition. For two-alternative solutions, the following restrictions are imposed on the work area: the first and second reliability must be greater, respectively, errors of the first and second kind...
3) forming an array of averaged binary vectors-implementations \( \{x_{m,i} | m=1,M, i=1,N\} \), elements of which are calculated according to the rule

\[
x_{m,i} = \begin{cases} 1, & \text{if } \frac{1}{n} \sum_{j=1}^{n} x_{j}^{(i)} > \rho_m, \\ 0, & \text{if else}; \end{cases}
\]

where \( \rho_m \) is the selection level of binary vector coordinates \( x_m \).

4) the set division of averages feature vectors according to the rule of “nearest neighbors” \( \mathcal{B}_m^{(2)} = \{x_m, x_i\} \), where \( x_i \) is the average feature vector of the neighboring class \( X_i^* \) is carried out according to the following scheme:

1) the structuring of the vectors set \( \{x_m\} \) is formed, starting from the vector \( x_1 \) of the base class \( X_1 \), which characterizes the normal state of the information system functioning;

2) the matrix construction with dimension \( M \times M \) of code distances between averaged feature vectors of all recognition classes;

3) determination of the minimum element for each row of the code distances matrix;

4) the structured set formation of pairwise partitioning \( \mathcal{B}_m^{(2)} | m=1,M \) of the elements of which are the nearest neighbors for the respective classes;

5) the code distance optimization \( d_m \) according to the iterative procedure of searching for the maximum of the information criterion for optimizing the parameters of machine learning in the working area of determining its function:

\[
d_m^* = \text{arg max} \ E_{m}^{(k)}(d),
\]

when the restriction on the radius value \( d_m \) of the recognition class container \( X_m^* \) in the form

\[
d_1 < d(x_1 \oplus x_2) - 1;
\]

6) procedure (3) is implemented and the optimal lower \( A_{H,i}^* \) and upper \( A_{B,i}^* \) control tolerances for recognition signs are determined according to the rules

\[
A_{H,i}^* = y_{1,i} - \delta^*; \quad A_{B,i}^* = y_{1,i} + \delta^*;
\]

7) STOP.

Thus, for hyperspherical containers of recognition classes, the information-extreme machine learning optimal parameters are the average implementation vectors \( \{x_m^*\} \) for a given alphabet \( \{X_m^*\} \), the recognition classes containers radii \( \{d_m^*\} \) and the system of control tolerances \( \{A_{H,i}^*\} \) and \( \{A_{B,i}^*\} \) on recognition features.

As a criterion for optimizing of machine learning parameters was considered a modified information measure Kullback, which in equally probable two alternative hypotheses have the form

\[
E_m^k = \frac{n - \left(K_{1,m}^{(k)} + K_{2,m}^{(k)}\right)}{n} \log_2 \frac{2n + 10^{-p} - K_{1,m}^{(k)} - K_{2,m}^{(k)}}{K_{1,m}^{(k)} + K_{2,m}^{(k)} + 10^{-p}},
\]

where \( K_{1,m}^{(k)} \) is the number of events that indicate the non-belonging of "their" vectors of the recognition class features \( X_m^* \);

\( K_{2,m}^{(k)} \) – the number of events that indicate the belonging of "foreign" vectors of the recognition class features \( X_m^c \);

\( 10^{-p} \) – a small enough number that is entered to avoid division by zero;

\( p \) – the number that is recommended in practice to choose from the interval \( 1 < p \leq 3 \).

According to the optimal geometric parameters of the recognition classes containers obtained in the machine learning process, decisive rules are built, which will be presented in the form of production

\[
( \forall x_m^c \in \mathcal{B}_m^{(k)} \left[ \left( [\mu_m > 0] \& (\mu_m = \max [\mu_m]) \right) \right] \text{ then } x^{(i)} \in X_m^*, \text{ else } x^{(i)} \notin X_m^* ),
\]

where \( x^{(i)} \) is a recognizable vector;

\( \mu_m \) – membership function of vector \( x^{(i)} \) of the recognition class container \( X_m^* \).

In expression (6) the membership function for a hyperspherical container of recognition class \( X_m^* \) is determined by the formula

\[
\mu_m = 1 - \frac{d(x_m^* \oplus x^{(i)})}{d_m^*},
\]

where \( d(x_m^* \oplus x^{(i)}) \) is the code distance between the vector \( x_m^* \) and the recognizable vector \( x^{(i)} \).

Since the decision rules (6) are built within the geometric approach, they are practically invariant to the multidimensionality of the recognition features space and
are characterized by high efficiency, which is an important indicator of the functional efficiency of ADS.

**Operation of the recognition system in the exam mode**

The functional efficiency of information-extreme machine learning ADS is evaluated in the exam mode, the algorithm of which is similar to the system algorithm in the monitoring mode. The categorical functional model of ADS functioning in the exam mode is shown in Figure 2.
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**Fig. 2. Categorical model of ADS functioning in the exam mode**

In the categorical model (Fig. 2), operator $f_2$ forms an examination vector of recognition features, similar in structure to the vectors of the training matrix. Operator $f_3$ generates a binary vector $x$ according to the optimal control tolerances obtained at the machine learning stage. Operator $p$ displays this vector for the optimal division of $\mathbf{R}$ recognition classes, built at the machine learning stage. Operator $\psi_1$ for each feature vector sequentially calculates the value of the decisive rule (6) and forms a term set $F$, and operator $\psi_2$ on the maximum value of the decisive rule determines the affiliation of the vector $x$ to one of the alphabet the classes $\{X_m\}$. The set of possible hypotheses $\{P_{n+1}\}$ contains additional hypothesis $\gamma_{M+1}$, which is accepted in case of the system failure to classify the recognizable features vector. The assignment of the $u_k$ operator is to regulate the examination process.

Consider the main stages of the exam algorithm:

1) the recognition class counter is initialized:
   
   \[ m := 0; \]
2) \[ m := m + 1; \]
3) the value of the membership function (7) is calculated;
4) if \( m \leq M \) then paragraph 2, otherwise – paragraph 5;
5) search for the maximum value of function (7):
   
   \[ \mu_m = \max_{\{m\}} \mu_m; \]
6) determination of the recognition class by the membership function, which has the maximum value;
7) if for all recognition classes the maximum values of function (7) are negative, the examination vector of features is not classified;
8) STOP.

Thus, the exam algorithm is characterized by low computational complexity, which determines its high efficiency due to the use of constructive rules built within the geometric approach. This factor is important in the operation of ADS in the monitoring mode.

**Example of machine learning algorithm implementation**

The above information-extreme algorithm of machine learning ADS was implemented on the example of recognizing four profiles of the physical system, system traffic, which is taken from the open data repository "Machine Learning Repository" [21]. Each traffic contains 115 characteristics, the groups description of which provides the above repository:

- $H$ – statistics that summarize the last traffic from the host of this packet (IP);
- $HH$ – statistics that summarize recent traffic from the host of this packet to the host destination of the packet;
- $H_pH_p$ – statistics that summarize the last traffic from the host and port of this packet to the host and destination port of the packet;
- $HH_{jit}$ – statistics that summarize the jitter of traffic coming from the host of this packet to the host destination of the packet;
- $weight$ – is considered as the number of packets that are reflected in recent history (flow weight);
- $radius$ – square root of the sum of two streams variances;
- $magnitude$ – the square root of the sum of the two streams average values;
- $cov$ – approximate covariance between two streams;
- $pcc$ – correlation coefficient between two streams;
- $L$ – time intervals.

During the implementation of the information-extreme machine learning algorithm ADS, four recognition classes were used: class $X_1$ – normal traffic and three infected traffic – respectively classes $X_2$, $X_3$, and $X_4$. Recognition class $X_1$ was chosen as the basic one against which the control tolerances.

Figure 3 shows the graph of the dependence of the alphabetically averaged recognition classes of the normalized information criterion (4) on the parameter of the control tolerances field on traffic recognition features. In the graph, a light area indicates the work area for determining the optimization criterion, in which the first reliability is greater than the error of the first kind, and the second reliability is greater than the error of the second kind.
The analysis of the graph (Fig. 3) shows that the maximum value of the average criterion for optimizing the parameters of machine learning is equal to \( E^* = 0.97 \) with the optimal value of the control tolerance parameter (as a deviation percentage from the nominal (average) value of recognition features).

To construct the decision rules (5) at optimal parameter \( \delta^* \) the optimal radii of hyperspherical containers of recognition classes were determined by procedure (4). Figure 4 shows the dependence graphs of the information criterion (5) of machine learning parameters optimization on the hyperspherical containers radii of recognition classes, obtained in the process of information-extreme machine learning ADS.

Analysis of Figure 4 shows that the optimal radii of containers of recognition classes are equal to: \( d_1^* = 38 \) (hereinafter in code units) for class \( X_1 \); \( d_2^* = 10 \) for class \( X_2^* \); \( d_3^* = 19 \) for class \( X_3^* \) and \( d_4^* = 11 \) for class \( X_4^* \).

Since in Figures 4, b and 4, c the maximum values of the optimization criterion had plateau-type areas, of the radii optimal values of the recognition classes containers were determined according to the work [12] by the minimum value of the coefficient characterizing the intersection degree of two nearest neighboring recognition classes:

\[
\eta_{\delta} = \frac{d_m}{d(x_m \oplus x_c)} \rightarrow \min,
\]

where \( d(x_m \oplus x_c) \) – is the Hamming code distance between the implementation of the \( x_m \) recognition class \( X_m \) and the implementation \( x_c \) of the nearest neighboring recognition class \( X_c \).

At the maximum value of the normalized criterion, \( E^* = 0.96 \), as shown in Fig. 3, the first and second averaging values were \( D_1 = 0.98 \) and \( D_2 = 0.96 \). respectively. With these exact characteristics making the right classification decisions is equal to \( P_t^* = 0.97 \).
In the examination mode, the following values of membership functions (7) were obtained when recognizing the recognition class implementation \( X_1^3 \): 
\[ \mu_1 = 0.10 \text{ for class } X_1^3; \quad \mu_2 = -0.78 \text{ for class } X_2^3; \quad \mu_3 = -3.18 \text{ for class } X_3^3; \quad \text{and } \mu_4 = -1.9 \text{ for class } X_4^3. \]
As a result, the ADS decided that the examination implementation belonged to class \( X_1^3 \), which was true.

Thus, the results of machine learning have constructed a sufficiently reliable rule.

Machine learning of a typical CNN with backpropagation of the error on similar training matrix and alphabet of recognition classes was implemented in order to evaluate the advantages of the proposed method. As a result, high reliability, the same as in our case \( (P^3_1 = 0.98) \), was achieved only when recognizing traffic of the class \( X_2^3 \) that characterizes a DDoS attack. The analysis showed that the traffic of this attack has the least amount of overlap with the traffic of other recognition classes, which ensures its good separation from the normal traffic. The total probabilities of incorrect traffic recognition of other recognized classes ranged from 0.62 to 0.67, which is significantly lower than the indicators given in the article. In addition, the result of such a negative application of CNN can be an insufficient volume of the training matrix, since machine learning of neuron-like structures requires more traffic. Thus, it was experimentally confirmed that, the information-extreme machine learning method, which proposed in the article and developed as a functional approach to modelling cognitive decision-making processes, is characterized by higher reliability and speed of recognition with a significantly smaller volume of the training matrix in comparison with neuro-like structures.

To increase the machine learning functional efficiency, it is necessary to increase its depth by optimizing the ADS additional parameters, including the parameters of formation of input information description of the system. Further development of the synthesized ADS is to expand its functionality by increasing the power of the recognition classes alphabet. In this case, there is a need to move from the above linear algorithms of information-extreme machine learning to hierarchical. At the same time, it is important to provide ADS flexibility properties in machine retraining, which will be the subject of signature methods, the role of which is in further research.

Conclusions

1. Developed composite method of information synthesis unites the advantages of basic approaches to detecting cyber attacks:

- the signatures methods, the role of which is played by decisive rules, built on the geometric parameters of recognition classes container obtained as a result of information-extreme machine learning, which allows to ensure high efficiency of cyber attack detection system in monitoring mode;
- anomaly detection methods that are make it possible to detect new cyber attacks. This property in the proposed method is provided by the fact that it is developed as part of a functional approach to modeling the cognitive processes of natural intelligence in the formation and adoption of classification decisions.

2. The developed method provides:

- practical invariance of decisive rules to the multidimensionality of the traffic recognition features space. This property of ADS is due to the construction of decisive rules within the geometric approach. It is known that modern computer systems are capable of processing vectors that contain 285 recognition features;
- flexibility to retrain ADS through the expansion of the recognition classes alphabet;
- in contrast to neuro-like structures, the implementation of the machine learning proposed method is carried out in automatic mode and requires an order of magnitude less training matrix.

3. The proposed method implementation on the example of the four-host traffic of different profiles recognition confirmed a fairly high reliability of classification solutions. This paves the way for further improving the functional efficiency of machine learning by optimizing additional parameters of the system.
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ІНФОРМАЦІЙНО-ЕКСТРЕМАЛЬНЕ МАШІННЕ НАВЧАННЯ СИСТЕМИ ВИЯВЛЕННЯ КІБЕРАТАК

А. С. Довбиш, В. О. Любчак, І. В. Шелехов, Ю. В. Симоновський, А. О. Теницька

Метою дослідження є підвищення функціональної ефективності машинного навчання системи виявлення кібератак. Розроблено метод інформаційно-екстремального машинного навчання системи виявлення кібератак з оптимізацією контролних допущень на ознаки розпізнавання, які відбивають властивості трафіка інфокомунікаційної системи. Метод розроблено в рамках функціонального підходу до моделювання когнітивних процесів природного інтелекту при формуванні та прийнятті класифікаційних рішень, дозволяючи надати системи розпізнавання властивості адаптивності до довільних початкових умов формування навчальної матриці та гнучкості при перенавчанні системи через розширення альфабету класів розпізнавання. Ідею методу полягає в максимізації інформаційної спроможності системи виявлення атак в процесі машинного навчання. Як критерій оптимізації параметрів машинного навчання використовується модифікована інформаційна мера Кульбака. Згідно із запропонованою категорійною функціональною моделлю розроблено і програмно реалізовано аглоромічне забезпечення системи виявлення атак в режимі машинного навчання з глибиною інтелекту. При цьому відбувалося забезпечення системи розпізнавання від розпізнавання вхідних даних при перетвореннях вхідної еквівалентної навчальної матриці типу "об'єкт-властивість".
в робочу бінарну навчальну матрицю, задану в просторі Хеммінга. Шляхом допустимих перетворень робочої навчальної матриці запропонований метод дозволяє адаптувати вхідний математичний опис системи виявлення атак до максимальної повної ймовірності прийняття правильних класифікаційних рішень. За результатами інформаційно-екстремального машинного навчання в рамках геометричного підходу побудовано вирішальне правило, практично інваріантне до багато вимірності простору ознак розпізнавання. Результати комп’ютерного моделювання інформаційно-екстремального машинного навчання системи виявлення атак для розпізнавання чотирьох хостових трафіків різного профілю підтверджують працездатність розробленого методу.

Ключові слова: інформаційно-екстремальне машинне навчання; інформаційний критерій оптимізації; параметр машинного навчання; кібератака; система виявлення атак; трафік.
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