INTRODUCTION

Medical institutions generate considerable data sets, which contain important information about patients. Apart from the structural data, medical institutions yield big amount of unstructured texts which hold important information about patients' health. They include anamneses, inspection results, inspection result descriptions, such as ultrasonic, electrocardiographic, radiologic etc. Nowadays the clinical test analysis is a fast developing scientific school, which is at the junction of information technologies and medicine [1, 2].

Intelligent methods of treating collected data arrays can automate solving many tasks in the clinical practice, which will improve quality of medical help [3]. Intelligent analysis systems of medical data are used for decision support in disease diagnosis and taking medical steps to control the work of medical staff and to prevent potentially dangerous changes in health status of patients [4]. The developed information medical systems are based on artificial intelligence and machine learning methods [5, 6], which are used for clustering, classifying and predicting data.

The problem of stratified medicine is important for correctly grouping patients based on disease risk or response to therapy.

In the medical field, clustering has been proven to be a powerful tool to solve problem of the stratification [2, 3]. However when clustering, errors can occur due to an incorrect assumption about the number of classes and the distribution of elements among them.

Therefore, the goal of the work is to improve the quality of patient stratification in medical monitoring systems by developing an effective method for data clustering. The scientific task of the research is to develop an effective method of data clustering based on the agent-based approach. The method will reduce the probability of incorrect determination of the patients state when monitoring them. Thus, the error of the third kind in the clustering of states will be minimized.
General clustering method analysis

Any method of data clustering [7] builds a mathematical model by which it divides a set of data into clusters. Therefore, the word clustering method will be assumed as a method and its mathematical model. There are two groups of cluster analysis methods: hierarchical and non-hierarchical [8]. Hierarchical methods involve the sequential integration of objects into clusters according to the degree of their proximity to each other or, conversely, the sequential division of object sets into smaller clusters. In this case, the cluster solution is a hierarchical structure of nested clusters. Non-hierarchical methods allow us to find and identify "condensation" of objects in the space of variables. There is also the clustering "with learning", which assumes that the number of classes is known in advance, and there is a learning sample – a set of objects which are known to which classes they belong. The remaining objects are classified according to the degree of their proximity to the objects in the educational sample.

The main hierarchical cluster analysis methods [9] are the neighbor method, the agglomeration method, the full bond method, the King medium bond method, and the Ward method. The most universal is the latter. There are also centroid methods [10] and methods that use the median [10]. The work [11] describes negative aspects of using this type of methods.

Non-hierarchical methods [12] are iterative methods of fragmentation of the original group. In the process of distribution, new clusters are formed till the stopping rule is fulfilled. The methods differ in the choice of starting point, the rule of forming new clusters and the stopping rule. Fast cluster analysis, also called k-means algorithm, is most often used [13 – 15]. When using this algorithm, the analyst enters the number of clusters in the resulting partition in advance.

There are also methods for selecting the number of clusters [16]. One of the most common is the elbow method [17]. The method consists of constructing the variation as a function of the number of clusters and choosing the curve bend representing the number of clusters used. The same method can be used to select the number of parameters in other data-driven models, such as the number of main components to describe a data set.

When choosing between hierarchical and non-hierarchical methods, you should pay attention to the following points [9]. Non-hierarchical methods show higher stability for emissions, incorrect choice of metrics, inclusion of insignificant variables into the base for clustering, etc. The researcher must record in advance the resulting number of clusters, the stopping rule and, if necessary, the initial center of the cluster. The latter condition significantly affects the efficiency of the algorithm. If there is no reason to intentionally set this condition, it is recommended to use hierarchical methods. We note an essential characteristic for both groups of algorithms: clustering of all observations is not always the right solution. It may be most optimal to clean the sample from emissions firstly, and then continue the analysis. You can also avoid setting a very high stop criterion (you can make a stop, for example, when clustered more than 90% of observations).

We should note that to choose a specific method of clustering, the analyst must be acquainted with the nature and prerequisites of the methods, otherwise the results will resemble the "patients' average temperature in the hospital." To make sure that the selected method is really effective in this case, the following procedure is generally used: several a priori different groups are considered and their representatives are randomly mixed with each other. Then the clustering procedure is carried out in order to restore the output division into groups. An indicator of the effectiveness of the method will be the object coincidence cleaning in the identified and output groups.

Some authors [10, 13, 16] affirm that the choice of metrics and clustering method is not the main point in cluster analysis. This statement is valid in the following cases. Firstly, it applies only to rudimentary non-hierarchical methods. Secondly, in all cases, it is necessary to choose metrics so that they do not contradict the idea of the chosen method of cluster combining. Particular attention should be paid to the choice of metric if the variables are dependent. An adequate metric can be the solution to this problem.

Clustering problem statement

Let the input data sample be given as:

$$X = (x_i : x_{im} \in X), m = \overline{1,m}, i = \overline{1,n},$$

where $x_i \in (x_{i1}, x_{i2}, \ldots, x_{im})$, $X$ is the input data matrix. $Y$ is the set of cluster numbers. The function of arrangement between objects $\rho(x, x')$ is set. We need to divide the sample into disparate subsets, called clusters, so that each cluster would consist of objects close in metrics, and objects of different clusters differ significantly, wherein each object $x_i \in X^m$ is assigned a cluster number $y_i$.

The clustering algorithm [7] is a function $a : X \rightarrow Y$, which matches the cluster number $x \in X$ for any object $y \in Y$. The set Y in some cases is known in advance, but more often the problem is to determine the optimal number of clusters, in terms of a criterion for the quality of clustering.
The solution of the clustering problem is fundamentally ambiguous, and there are several reasons for this [7]:

- there is definitely no best criterion for clustering quality. There are a number of heuristic criteria, as well as a number of algorithms that do not have a clear criterion, but carry out a fairly reasonable clustering "to build". They can all give different results;
- the number of clusters is usually unknown in advance and is set according to some subjective criterion;
- the result of clustering significantly depends on the metric, the choice of which is usually also subjective and is determined by the expert.

We determine the distance between the objects as a metric for cluster analysis. The measure of proximity (likeness) of objects may be introduced as a reverse value of the inter-object spacing. Numerous works dedicated to the cluster analysis describe over 50 different methods of calculating inter-object spacing. Apart from the term "spacing" the term "metric", which implies the method of calculating a particular distance is used in many works. The widely used method in terms of quantitative signs is the "Euclidean distance" or "Euclidean metric":

$$d(X_i, X_j) = \left( \sum_{m=1}^{M} (x_{im} - x_{jm})^2 \right)^{1/2}.$$  (2)

The Minkowski distance [9] is generalized in accordance with the Euclidean distance; it uses magnitude $p$ instead of 2. We obtain the usual Euclidean distance at $p = 2$. The expression (3) for the generalized Minkowski metric is shown below.

$$d(X_i, X_j) = \left( \sum_{m=1}^{M} |x_{im} - x_{jm}|^p \right)^{1/p}.$$  (3)

Metrics such as Manhattan distance (distance of city quarters or city-block), metrics of "dominance" (Sup-metric or Supplement-norm) are also used. The Minkowski's metrics are a large family of metrics, including the most popular metrics. However, there are methods for calculating the distance between objects, fundamentally different from the Minkowski's metrics. The most important of these is the Mahalanobis distance [18].

The work [19] deals with the metrics with nominal and ordinal attributes: ordinal – the Spearman, Kendall metrics; nominal – the Jacuard, Russell-Rao, Bravais, Yula metrics. As mentioned earlier, these are not all existing metrics. Accordingly, if the researcher has attributes of other types in addition to quantitative attributes, then the problem arises to find a metric between different types of characteristics measured in different scales. In this case, it is necessary to solve the problem of bringing all different types of scales to one common scale [20].

### C-means clustering method

The c-means method of fuzzy clustering (from English fuzzy clustering, soft k-means, c-means) allows us to make a fuzzy classification (breakdown) of elements of the original set with power $N$ into a given number of subsets – "classes". The fuzzy clustering method of c-means differs from the former k-means method in determining the object's belonging to a possible class [21].

The algorithm of c-means [22] includes a sequence of operations:

1) at the first stage, the $k$ centers of clusters $c_j, j = 1,..., k$ are randomly set;

2) the matrix of membership of elements to clusters $w_{ij}$ is calculated. At this stage, there are various variations of the method of determining the distance between the possible center and the element of the subset. In the case of normal data distribution, the calculation of the membership matrix will look like this

$$w_{ij} = \frac{N(d(x_i, c_j) | \mu = 0, \sigma_j)}{\sum_{i=1}^{N} N(d(x_i, c_j) | \mu = 0, \sigma_j)}.$$  (4)

where $x_i$ is the $i$th element of the set, $i = 1,...,P_j$, $c_j$ is the center of the $j$ cluster, $d(x_i, c_j)$ is the distance between the points $x_i$ and $c_j$, $N(d(x_i, c_j) | \mu = 0, \sigma_j)$ is the probability density of the normal distribution at the point $d(x_i, c_j)$;

3) need to move the centers of the clusters, taking into account the membership matrix

$$c_j \leftarrow \frac{\sum_{i=1}^{P_j} w_{ij} x_i}{\sum_{i=1}^{P_j} w_{ij}}.$$  (5)

4) need to calculate the loss function (at this stage you can use the principle of maximum similarity). In the case of a normal distribution, the loss function has the form

$$\text{LossFunc} = \sum_{j=1}^{k} \sum_{i=1}^{P_j} d(x_i, c_j)^2 w_{ij} \rightarrow \min ;$$  (6)

5) if the value of the loss function has not decreased, it is necessary to go to point 2. Similarly, there may be a stop function, according to which the output can be achieved earlier at a suitable condition (for example, when achieving a certain number of iterations).
The method of fuzzy clustering of c-means also has a number of significant disadvantages limiting its application. For example, if the target cluster has a more complex shape than just an m-dimensional sphere, or in the case of cluster intersection and high data noise, the fuzzy clustering method can’t determine the precise element affiliation to a particular cluster [21, 23].

Most real data sets have big scatters of possible values of state variables of elements of set. It determines the complex M-dimensional form of a possible cluster [23], which makes it impossible to determine the affiliation of elements. There are also difficulties with a large number of clusters and a large number of state variables. Therefore, there is a need to modify the existing c-means method [24, 28]. There are several ways of their modifications, one of the most obvious is the modification of the method of estimating the distance between the center of the cluster and the intended element (or estimating the affiliation of this element of the cluster).

In [25, 28], a modification of the cluster element membership estimation function and a modification of the membership matrix calculation were used. They used the assumption of the Cauchy distribution; to determine the affiliation, the Mahalanobis distances were used:

\[ d^2(x_i, c_j) = MD^2(x_i, c_j) = (x_i - c_j)^T \Sigma_j^{-1} (x_i - c_j), \]

where M is the dimension of the state space, \( \Sigma = \Sigma + \lambda E \) is a regularized covariance matrix, \( \lambda \) is a constant, greater than zero.

Then, taking into account the Cauchy distribution assumption, the membership matrix is calculated by the expression [25]

\[ w_{ij} = \frac{\rho(x_i, c_j)}{\sum_{i=1}^{n} \rho(x_i, c_j)}, \]

where \( \rho(x_i, c_j) = \frac{1}{\pi \eta^2 \sqrt{1 + MD^2(x_i, c_j)}} \).

Similarly, the problem of clustering m-dimensional ellipses is eliminated using the Mixture models and Gaussian mixture models methods, which are similar to the above method and which were successfully used in determining the serviceability / failure state of the device [26] or through the use of derivative information in determining the distance [20].

The experiments showed improvement of clustering quality, but also still showed the dependence on the nature of the sample data distribution, i.e. the new method did not allow to sufficiently model the dependencies in the data set [22, 25]; the use of a derivative in a modified distance can minimize the sum of square distances within clusters [27].

The idea of considering the nature of data distribution in samples taking into account the relative entropy in fuzzy clustering of c-means was also proposed, according to which the algorithm for calculating clusters was changed [21, 26], but the former measure of calculating location (distance) between elements and centers was left in the form of Euclidean distance, which did not take into account the data entropy [26].

To solve the problems of the basic method of c-means, as well as its modifications Mixture models, Gaussian mixture models [29] and the idea, which was inspired by an attempt to take into account the data entropy [26] and Kulbak-Leibler information distance rating [29] was proposed.

The Kulbak-Leibler distance is an asymmetric measure (it does not satisfy the triangle inequality) of the information difference between the two probability distributions, the method is well established in applied statistics, fluid mechanics and machine learning. In contrast to the considered modifications, the Kulbak-Leibler distance will allow us to estimate the degree of information difference [29].

Before considering the proposed method, we introduce some symbols: \( X = \{x_m\} \) is the vector of state variables, which characterizes the record in the set \( m = 1, \ldots, M \), \( M \) is the dimension of the vector of state variables; \( F = \{f_i\}, i = 1, \ldots, I \) is the vector of objective functions, where I is the vector dimension of the objective functions. Take \( \Sigma_{x}^{m} [f_i] \) and \( \Sigma_{x}^{m} [x_m] \) as mathematical expectation of \( f_i \) and \( x_m \), then \( D_{x}^{f_i} \) and \( D_{x}^{x_m} \) is the dispersion of \( f_i \) and \( x_m \), \( \sigma_{f_i} \) and \( \sigma_{x_m} \) is the standard deviation \( f_i \) and \( x_m \).

The variance and standard deviation \( f_i \) for \( x_m = \text{var} \) are determined by expressions

\[
D_{x}^{f_i} | x_m = \text{var} [\Sigma_{x}^{m} [f_i | X_m]]
\]

\[
\forall n = 1, \ldots, M, n \neq m, x_n = \text{const},
\]

\[
\sigma_{f_i} | x_m = \sqrt{D_{f_i} | x_m},
\]

The following formulas were used to assess the state variable informativeness. Using formula (9), we obtain the informativeness coefficient

\[
\beta_{f_i} = \frac{D_{f_i} | x_m}{E_{f_i}},
\]

where

\[
V_{f_i} = \text{var} [\Sigma_{x}^{m} [f_i | X_m]],
\]

\[
E_{f_i},
\]

\[
\forall n = 1, \ldots, M, n \neq m, x_n = \text{const},
\]

\[
\sigma_{f_i} = \sqrt{D_{f_i}},
\]
where $E_{f_i}$ is the signal energy. The signal-to-noise ratio is deduced from the expression (10), which is nothing but the influence coefficient

$$\varphi_{im} = \frac{\text{SNR}_{f_i}[x_m]}{\sigma_{x_m}}. \quad (12)$$

The Kullback-Leibler entropy is determined by the expression [29]

$$D_{KL}(f_i, X) = \sum_{m=1}^{M} \rho(x_m|f_i) \log_2 \left( \frac{\rho(x_m|f_i)}{\rho(x_m)} \right). \quad (13)$$

Mutual information is defined by the expression

$$H_{im} = \frac{1}{2} \log_2 \left( \text{SNR}_{f_i}[x_m] \right) = \frac{1}{2} \log_2 \left( \frac{\varphi_{im} \cdot E_{f_i}}{D_{x_m}} \right). \quad (14)$$

Next, to assess the quality of data clustering, we replace formula (6) with an expression for evaluating reciprocal information, which will be a function of losses in the proposed modification of the c-means method:

$$H(X, M) = -\frac{1}{2} \sum_{j=1}^{k} \sum_{j=1}^{k} \left[ p(M_{j}^{(t+1)}|x_i) \times \sum_{i=1}^{P_j} D_{KL}(x_i, M_{j}^{(t+1)}) \right] \rightarrow \text{min}, \quad (15)$$

where $M_j$ are the state variables belonging to the $j$ cluster.

**Agent-based model**

According to the developed model, it is proposed to divide the population into four states: $C$ – cluster centers, $X$ – agents-elements of the dataset, $X_j$ – agents-elements of clusters, $Z$ – agents-clusters.

The agent-based approach is to consider elements and clusters as agents that choose centers or clusters according to a given measure. That is, the agent-elements choose the cluster that has the center closest to them, according to the intra-cluster distance. And the number of cluster-agents is formed according to the inter-cluster distance so as to ensure a minimum loss function.

The traditional method of c-means does not completely solve the problem of taking into account the complex structure of clusters and reducing the error of clustering of the third kind. Therefore, the advanced clustering method based on an agent-oriented approach has been developed that will solve these problems.

**Data clustering method based on agent-based approach**

The c-means clustering method was chosen as the basis.

Let the sample of data be considered as $X = \{X_j\}$, $X_j = \{x_j\}$ and $N = \sum_{j=1}^{k^*} P_j$ is the total number of elements, where $P_j$ is the number of elements in the $j$th cluster; $k^*$ is the number of clusters.

It is necessary to find $k_{i, P_j}$, where $P_j$ is the number of elements in the cluster, $j = 1, \ldots, k$.

Four measures of intra-cluster distance were used as a metric for the clustering data:

$$d(x_{j_p}, c_j) = \begin{cases} d_1(x_{j_p}, c_j) & \text{(I)}, \\ D(c_{j_p}, c_j) & \text{(II)}, \\ D(c_{j_p}, c_j) & \text{(III)}, \\ -D_{KL}(x_{j_p}, c_j) & \text{(IV)}, \end{cases} \quad (16)$$

where $I$ is the Manhattan distance, $II$ is the Mahalanobis distance, $III$ is the Mahalanobis distance with membership function and $IV$ is the Kullback-Leibler entropy.

Let us define the average measure of the intra-cluster distance:

$$M(c_j) = \frac{1}{P_j} \sum_{p=1}^{P_j} d(x_{j_p}, c_j). \quad (17)$$

Also the Loss Function (LF) is defined:

$$\text{LF}(X) = \frac{1}{k^*} \sum_{j=1}^{k^*} M(c_j). \quad (18)$$

Then the statement of the research problem will take the form:

$$\begin{cases} Z = \left\{ k_{i, P_j} \right\} \\ \hat{Z} = \arg \min_{X \in D_z} \text{LF}(X). \end{cases} \quad (19)$$

It is necessary to determine the number of clusters and distribute the data among clusters so that the value of the loss function is minimal.

To correct the centers of clusters, we use the expression
where \( w_{jp} = \frac{\rho(c_j^0, c_j)}{\sum_{p=1}^{P_j} \rho(c_j^0, c_j)} \) is the membership matrix with the Cauchy distribution
\[
\rho(c_j^0, c_j) = \frac{1}{\pi \eta^2 \left( 1 + \frac{\text{MD}^2(c_j^0, c_j)}{\eta^2} \right)}.
\]

Data clustering algorithm based on agent-based approach:

1. Set \( k_1^{(n)} > k^*, P_1^{(n)} = \left\lceil \frac{N}{k_1^{(n)}} \right\rceil \) and randomly generate cluster centers \( \left\{ k_j^0 \right\} \).

2. Using the selected measure with cluster distance \( d_1(c_j^0, c_j^0) \) (16), choose \( P_1^{(n)} \) the nearest neighbors for each \( j \)th cluster.

3. For each \( j \)th cluster, using the \( \left\{ w_{jp} \right\} \) and \( \left\{ P(c_j^0, M_k_j) \right\} \), the cluster centers \( \left\{ k_j^0 \right\} \) are corrected.

4. For each \( j \)th cluster, using the selected measure within the cluster distance \( d_1(c_j^0, c_j^0) \) (16) and \( P_1^{(n)} \) the nearest neighbors is choose. Delete the points that are duplicated: \( P_1^{(n)} \rightarrow P_j^{(n)} \).

5. For each \( j \)th cluster the average measure of the intra-cluster distance \( M(c_j^0) \) is calculated, and also LF(X) is calculated.

6. Elite selection. Find the cluster with the largest \( M(c_j^0) \) and delete it.

7. \( k_1^{(n+1)} = k_1^{(n)} - 1 \); \( P_1^{(n+1)} = \left\lceil \frac{N}{k_1^{(n+1)}} \right\rceil \).

8. Back to step 2, if \( k_1^{(n+1)} > 1 \).

The method application for toy data

The proposed method was verified on a standard dataset that is used in classification and clustering – a dataset based on Fisher's irises. This dataset consists of data on 150 specimens of irises, 50 specimens each from three species – Iris setosa, Iris virginica and Iris versicolor. For each specimen, four characteristics were measured: the length of the sepal length; the width of the outer sepal width; the length of petal length; the width of the inner lobe of the petal width. Thus, it is necessary to divide the dataset into three clusters (classes), and one of the classes (Iris setosa) is linearly separable from the other two.

The method was applied to cluster data using three measures of intra-class distance (16): Mahalanobis distance (II), Mahalanobis distance taking into account the membership function (III) and Kullback-Leibler entropy (IV). The following indicators of the proportion of correct answers of the accuracy algorithm were obtained, the results are given in Table 1.

<table>
<thead>
<tr>
<th>Distance</th>
<th>II</th>
<th>III</th>
<th>IV</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy</td>
<td>0.8</td>
<td>0.913</td>
<td>0.98</td>
</tr>
</tbody>
</table>

Based on the results of calculations for each variant, the Confusion Matrix, ROC- and LF-curves were built. For example, for the measure of the intra-class distance in the Kullback-Leibler entropy form on Table 2 and Fig. 1, 2.

<table>
<thead>
<tr>
<th>Iris setosa</th>
<th>Iris virginica</th>
<th>Iris versicolor</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Iris virginica</td>
<td>48</td>
<td>2</td>
</tr>
<tr>
<td>Iris versicolor</td>
<td>1</td>
<td>49</td>
</tr>
</tbody>
</table>

Fig. 1. ROC-curves for Fisher’s Iris classes by clustering with Kullback-Leibler entropy

It was found that one class was clustered completely correctly, and for two classes 3 elements were assigned to other classes by mistake. The value of total loss was reached -0.0565 (Fig. 2).
Based on the comparison of the obtained data, it can be concluded that the use of Kullback-Leibler entropy as a measure of the intra-class distance gave the highest accuracy and ROC-curves. Thus, the proposed method can be used to cluster real data.

The developed method was verified by comparison with the existing c-means – Python Scikit-learn (sklearn) library in Python (fcmmeans: FCM), where the Euclidean distance was used as a measure of intra-cluster distance. The cluster recognition accuracy for the dataset based on Fisher’s irises was 0.893, which is lower than in accordance with the proposed method (using measure of intra-class distance – Mahalanobis distance taking into account the membership function) – 0.913.

The advantage of the developed method is the ability to determine not only the number of clusters, but also the number of elements in them, which is especially important in cases where the number of elements in clusters is different. This method, in comparison with analogues, provides a decrease in the probability of incorrect determination of the state of patients (errors of the third kind in the clustering of system states) when observing them.

However, it does not allow dividing a set into connected subsets if they are nested inside each other.

To implement the proposed method, we used Python 3.6.9 and open-source math and data science libraries for Python3: (NumPy – for all math operations, pandas – for loading and processing datasets, SciPy – for calculating distances (e.g. Mahalanobis, Manhattan, Euclidian), sklearn – for calculating some metrics (e.g. AUC-curves, confusion matrix), matplotlib – for drawing graphics). Each part of our software is separated by scripts for specific purposes (implemented as a library): for data processing, for calculating of probability densities of the distribution and membership matrices, for cluster updating, for calculating loss functions, for using the fitted model, and so on. Mixing of these parts can be used in the Python script or in Jupyter-Notebook for clustering on some data with different configurations.

### The method application for medical data clustering

The developed method was applied to cluster medical monitoring data for prostate diseases.

Based on a systematic analysis of the process of monitoring patients with prostate diseases, a hierarchy of stages of diagnostics was identified: laboratory, visual diagnosis and controlled variables of patients’ state, corresponding to each state of diseases. An experimental dataset of controlled variables characterizing the state of patients observed for the selected disease was formed. The developed method was applied to cluster analysis of collected dataset.

The dimension of the dataset of state variables was 24.

The case histories of 180 patients with prostate diseases were analyzed retrospectively: 50 with benign prostatic hyperplasia and 130 with prostate cancer.

An experimental sample of registered controlled variables was formed, characterizing the state of the observed patients for the selected disease. The sample was divided into 4 classes:
- «Healthy» (benign formations) – 50 people (I);
- «Non-metastatic» – 45 people (II);
- «Metastatic» – 52 people (III);
- «Hormone-resistant» – 33 people (IV).

The level of disease progression was chosen as a classification criterion when dividing the total sample into classes.

According to the calculation results for the variant using the Kullback-Leibler entropy intra-class distance as a measure, Confusion Matrix, ROC and Loss function-curves were obtained (see Table 3 and Fig. 3, 4). Accuracy reached 0.956 and total loss was -0.0176.

<table>
<thead>
<tr>
<th>Actual class</th>
<th>Predicted class</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>I</td>
</tr>
<tr>
<td>I</td>
<td>50</td>
</tr>
<tr>
<td>II</td>
<td>1</td>
</tr>
<tr>
<td>III</td>
<td>1</td>
</tr>
<tr>
<td>IV</td>
<td>0</td>
</tr>
</tbody>
</table>

Results of clustering medical data by Kullback-Leibler entropy

For each cluster, several elements were identified incorrectly by belonging to the original, but the total number of such elements is small. In general, it can be argued about the high accuracy of the clustering results obtained using the developed method.
Conclusions

Information technologies are increasingly being introduced into all spheres of human life, and medicine is no exception. Medical monitoring data is one of the main areas of machine learning.

The paper considers the problem of data clustering and analyzes two popular methods for its solution, the k-means and c-means method. A data clustering method based on an agent-based approach is proposed, again using the c-means method.

Based on the agent-based approach and in accordance with the chosen measures of intra-cluster distance, permissive elite selection rules are proposed for the formation of clusters, the selection of the best of them, and also for the selection of elements into clusters in the process of solution synthesis.

The result of solving such a problem is the number of clusters, as well as the number of elements in them.

Clustering of data was carried out for two data sets: Fisher's irises and the results of medical monitoring of indicators for diseases of the prostate gland.

Based on the analysis of the results of clustering data on Fisher's irises, it was found that the proposed method gives the best performance using the Kullbak-Leibler entropy intra-cluster distance (98%) as a measure.

When solving the problem of clustering medical monitoring data, the proposed clustering method based on the agent-based approach with the Kullbak-Leibler entropy measure gave an accuracy of 95.6%.

Based on the analysis of the results obtained, the proposed method can be recommended for use in medical information and diagnostic decision support systems.
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Дани моніторингу були розподілені по чотири класти. Складає 95,6% від відстань за ентропією Кульбака Лейблера. Найвища точність у 98% була отримана для міри відстані періодичної залози. Дани моніторингу були розподілені для чотирьох мікророзподілу елітного відбору при формуванні кластерів та відбору найкращих з них у процесі селекції, відповідно до вибраних заходів внутрішньокластерної відстані. Результатом розв’язання такої задачі є число кластерів, а також кількість елементів у них.

Якість роботи методу перевіряна на наборі даних по ірисам Фішера із використання матриці похибок, ROC-криву отримане 0.96 для ірисів Фішера та 0.95 для даних медичного моніторингу за захворюваннями передміхурової залози. Це характеризує високу якість запропонованого методу. Значення функції втрат досягнуто через мале (-0.056 і -0.0176 для кожного з розгляданих наборів даних), тобто отримані оптимальна кількість кластерів і ефективне розподілення даних за ними.

На основі аналізу отриманих результатів можна рекомендувати пропонований метод для використання в медичних інформаційно-діагностичних системах підтримки прийняття рішень.

Ключові слова: кластеризація; нечітка кластеризація; агентно-орієнтований підхід; внутрішньокласова відстань; медична діагностика.
Крім точності для оцінки якості роботи метода були ізольовані матриці помилок, ROC- і LF-криві.

Мінімальне значення по ROC-кривої отримано 0.96 для ірина Фишера і 0.95 для даних медичного моніторингу, що характеризує високе якість предложеного метода класифікації. Значення функції потерь также достигнуто достаточно малое (-0.056 и -0.0176 для каждого из рассматриваемых наборов данных), т.е. получено оптимальное число кластеров и распределение данных по ним.

На основе анализа полученных результатов можно рекомендовать разработанный метод для использования в медицинских информационно-диагностических системах поддержки принятия решений.

Ключевые слова: кластеризация; нечеткая кластеризация; агентно-ориентированный подход; внутриклассовое расстояние; медицинская диагностика.
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