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A GENERAL METHOD FOR REAL-TIME DETECTION OF INFORMATION
THREATS WITH A UKRAINE CASE STUDY

The subject matter is a general set of methods and system architecture for text analytics, enabling real-time
detection and monitoring of information threats, validated through a Ukrainian case study. It integrates senti-
ment analysis, polarity-inversion handling, and machine-learning—based thematic classification. The research
is especially relevant in the context of hybrid warfare, where the information environment becomes a battlefield
of disinformation, manipulative campaigns and cognitive influence. The goal is to develop and experimentally
validate a comprehensive information technology system for automated threat detection in the Ukrainian
information space, built on the principles of Responsible Artificial Intelligence (Responsible Al) and modern
natural language processing techniques. The objectives: the formation of a multilingual corpus of news and
social media texts; implementation of a sentiment analysis module that incorporates polarity inversion;
development of a hybrid thematic classification method that combines keyword dictionaries with machine
learning model ensembles; and the construction of a Responsible Al Evaluation (RAIE) framework with
indicators for fairness, transparency and user satisfaction. The obtained results confirm all five proposed
hypotheses: the developed sentime owbnt analysis module achieves macro-F1 = 0.85 and reduces MAE by 18.2%
compared to the baseline model; the polarity inversion detection algorithm allows automatic reversal of
sentiment score in manipulative texts, improving the detection of hostile narratives; the hybrid thematic
classification achieves macro-F1=0.83, with latency of 55 ms/document and throughput of 18
documents/second; integration of all modules into a unified pipeline improves recall by 10.4% without
significant increase in latency; the RAIE conceptual model ensures AF1 < 5%, an expert user satisfaction score
of 4.14/5 and less than 10% latency overhead. The conclusions demonstrate that the proposed system effectively
combines high accuracy in identifying information threats with the principles of ethical Al, transparency and
user trust, making it practically valuable for national cybersecurity centres, CERTs and OSINT platforms. Con-
clusions. The scientific novelty lies in the development of novel methods: a context-sensitive sentiment analysis
approach tailored to military-related vocabulary; a polarity inversion algorithm for detecting covert hostility;
a hybrid thematic classification model combining machine learning with expert dictionaries; an integrated
information processing architecture with >17 documents/second throughput; a Responsible Al evaluation model
incorporating Fairness Gap, Model Cards and User Satisfaction Score.

Keywords: text mining; sentiment analysis; inversion detection; text classification; machine learning.

such as OSINT analytics and CERT threat intelligence.
Effective real-time detection of disinformation and ma-

1. Introduction

The full-scale Russian aggression since February
24, 2022, has transformed Ukraine’s information land-
scape into a multidimensional battlefield: high-frequency
waves of disinformation, psychological operations and
coordinated narratives aim to undermine trust in state in-
stitutions, demoralise society and influence the country's
foreign policy stance.

Under these conditions, text mining methods — au-
tomated collection, preprocessing and analytics of large
volumes of text — have become critically important tools
for the timely detection of information threats, particu-
larly within hybrid warfare and cybersecurity operations

nipulation is essential for cybersecurity teams operating
in CERTSs, government security agencies and OSINT
centres.

Over the past five years, information retrieval and
extraction, as well as text mining, have shown notable
progress, from contextual search models (ColBERT,
ANCE) to multilingual IE systems based on transformers
(mBERT, XLM-R). Research efforts have focused on se-
mantic threat message search, automatic extraction of
<actor—action—target> entities in OSINT analysis and in-
tegrating dictionary-based and deep approaches for sen-
timent and thematic text analysis. However, most
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developments are tailored to English-language data. The
Ukrainian diglossia context and wartime vocabulary re-
main methodologically underdeveloped, significantly
limiting the practical applicability of existing solutions.

Beyond linguistic and technical challenges, ethical,
legal and security compliance issues are gaining promi-
nence. Discrepancies in accuracy across genres or lan-
guage subsets, risks of data poisoning and adversarial at-
tacks, GDPR requirements for personal data and the ab-
sence of established practices for transparency and ac-
countability create a gap between academic prototypes
and industry needs in threat monitoring systems.

In modern information warfare, this study aims to
design and experimentally validate an integrated text-
mining system for monitoring information threats in
Ukraine, significantly enhancing real-time cybersecurity
decision-making for government cybersecurity teams,
CERTSs, and OSINT environments. To achieve this, the
following tasks are formulated:

- Formation of a multilingual corpus of news and
social media messages annotated across 13 thematic cat-
egories;

- Development of a modular architecture (Python
+ Streamlit + Transformers + Docker) with latency < 200
ms and throughput > 50 docs/s;

- Creation of hybrid text analysis methods, in-
cluding:

a) a context-sensitive sentiment analysis method
with polarity inversion;

b) an ensemble method for thematic classification
with automatic keyword extraction;

- Construction of a Responsible Al Evaluation
framework that integrates classical metrics (precision, re-
call, F1, latency, throughput) with FATE indicators,
Al4People principles and the Model Cards format;

- Implementation of a comprehensive experiment
to compare individual modules and assess their inte-
grated performance in detecting disinformation narra-
tives.

This research achieved the following scientific
contributions:

1. A method for sentiment analysis of textual
content was developed, which, unlike existing
approaches, considers both the emotional colouring of
news and the context of information threats. This
significantly improves the accuracy of manipulative
content identification;

2. A method for polarity inversion detection was
developed, which enables the identification of changes in
the original emotional tone of messages, thereby
enhancing the effectiveness of disinformation detection;

3. A method for thematic classification of textual
content was proposed. It automates topic identification in
messages and demonstrates improved accuracy in
monitoring the information space compared to baseline

approaches;

4. A comprehensive information threat monitoring
system was designed, integrating sentiment analysis,
inversion detection and thematic classification into a
unified architecture, which substantially increases threat
detection efficiency in the digital environment;

5. A Responsible Al Evaluation (RAIE)
conceptual model was developed. It integrates traditional
quantitative metrics with ethical indicators (Fairness
Gap, Accountability, Transparency, Beneficence, Non-
maleficence). It supports the use of Model Cards,
ensuring high accuracy and compliance with principles
of safety, transparency and accountability.

To empirically verify the scientific novelty and
confirm the practical relevance of the proposed
approaches, the following hypotheses were formulated:

- H1: The proposed context-sensitive sentiment
analysis method improves macro-F1 by at least 7 % com-
pared to a baseline dictionary-based approach that does
not consider the context of information threats;

- H2: The developed polarity inversion detection
algorithm changes the sign of emotional tone in messages
with such accuracy that the mean absolute error (MAE)
of polarity determination for hostile sources is reduced
by at least 15% relative to systems without inversion ca-
pability;

- H3: The hybrid thematic classification method
combining ML model ensembles with RAKE/TF-IDF
keyword extraction achieves a macro-F1 improvement of
at least 5% over the best-performing standalone baseline
classifier (Random Forest) for categorising texts into 13
thematic groups;

- H4: The integration of the three modules — sen-
timent analysis, polarity inversion detection and thematic
classification—into a unified information threat monitor-
ing technology increases the overall recall of the final
system by at least 10% compared to sequential use of in-
dividual modules without data integration, with average
latency not increasing by more than 10%;

- H5: The proposed conceptual RAIE model en-
sures a Fairness Gap < 5% and a User Satisfaction Score
> 4.0/5, without degrading the system’s average latency
by more than 10%.

In summary, this research presents a comprehensive
solution that combines high technical efficiency in
textual data processing with ethical responsibility in the
application of artificial intelligence to monitor Ukraine’s
information environment.

The article is structured as follows: Section 1
outlines the motivation, research objectives, novelty and
hypotheses. Section 2 provides a critical literature review
across the domains of information retrieval/extraction
(IR/RE), similarity metrics, sentiment analysis with
inversion, thematic classification and Responsible Al
principles, highlighting existing gaps. Section 3
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describes the materials and methods, ranging from the
construction of a multilingual corpus and preprocessing
pipeline to the proposed algorithms for sentiment,
inversion and thematic classification, as well as the
modular (Python + Streamlit + Docker) architecture and
the integrated FATE/Al4People evaluation framework.
Section 4 presents experimental results, grouped
according to hypotheses H1-H5 and supplemented with
ablation analysis. Section 5 discusses hypothesis
validation, comparisons with prior work, practical
implications for information security and future research
limitations and directions. Section 6 summarises the main
contributions and implementation recommendations,
while the appendix contains code, extended tables and
Model Cards.

2. State of the art

2.1. Information retrieval and extraction
in cybersecurity and information security

Information retrieval (IR) models such as BM25
and the Query Likelihood Model (QLM) remain the gold
standard for identifying threat-related documents in cy-
bersecurity. BM25 achieves a Mean Average Precision
(MAP) of approximately 0.42 in phishing content detec-
tion tasks, while QLM reaches a MAP of around 0.39 on
standard TREC datasets [1].

Contextual retrieval embeddings such as ColBERT
and ANCE significantly improve performance in large-
scale data environments. For instance, in OSINT analysis
tasks, ANCE achieved Recall@1000 of 95%, which is
7% higher than traditional approaches [2].

Information Extraction (IE) techniques, including
Named Entity Recognition (NER), Relation Extraction
(RE) and Open Information Extraction (OpenlE), are cru-
cial for extracting <actor-action-target> triples in Open
Source Intelligence (OSINT) scenarios. For example, in
the “Fake News Challenge” project, OpenlE-based sys-
tems achieved an F1 score of 0.82 in automatically ex-
tracting key actors and actions [3].

In conflict contexts, such as the analysis of the Syr-
ian information space, IE techniques enabled the extrac-
tion of over 5,000 unique incidents in just the first three
months of research, with actor identification accuracy ex-
ceeding 88% [4].

Anti-disinformation centres actively use NER and
RE for real-time news monitoring. In studies on the
COVID-19 pandemic, IE-based systems achieved 91%
accuracy in detecting fake news in multilingual environ-
ments [5]. Multilingual IE evaluation using models such
as mBERT and XLM-R revealed important distinctions:
mMBERT achieved an average F1 score of 0.76 across 10
languages. In contrast, XLM-R scored 0.82, indicating
better generalizability in non-native contexts [6]. In NER

tasks for news streams, mBERT achieved an accuracy of
around 84%; however, its performance dropped to 71%
when working with low-resource languages [7].

For multimodal information (text & images), sys-
tems combining IE with ColBERT vectors showed a 5-
8% improvement in fact extraction accuracy compared to
text-only approaches [8]. In the context of cyber inci-
dents, relation extraction (RE) systems that process
Cyber Threat Intelligence (CTI) reports have demon-
strated high effectiveness. In particular, the
EXTRACTOR model achieved a precision of up to 0.90
and an F1-score of 0.93 when extracting causal and at-
tributional relationships between threat actors and their
targets. The strength of EXTRACTOR lies in its integra-
tion of semantic role labelling, customised text normali-
sation and attack graph construction, which enables the
detection of behavioural patterns even in structurally
complex reports [9]. The use of DT and SVM classifiers,
combined with URL and HTTP features, yielded the best
phishing detection results, achieving an F1 score of 0.99,
precision of 0.99, and recall of 0.99 for SVM [10].

Despite the strong performance of classical and
contextual models, there remains an urgent need to inte-
grate multilingual processing, multimodality and real-
time capabilities to enhance the effectiveness of threat
monitoring.

2.2. Similarity and distance metrics

Text similarity metrics are fundamental tools for de-
tecting duplicates and clustering informational narratives
in cybersecurity.

Similarity measures such as Levenshtein, Jaccard
and Dice are actively used to identify duplicate news ar-
ticles. In an experiment on a news corpus, applying a Jac-
card threshold of greater than 0.8 resulted in a clustering
precision of 91.3% with a recall of 87.9% [11]. Support
Vector Machines (SVM) with RBF kernels are frequently
applied to compare quotations. In a citation matching
task using the CiteseerX corpus, RBF kernels achieved
an AUC of 0.88. In contrast, third-degree polynomial
kernels showed an AUC of 0.84, demonstrating the RBF
kernel’s superior ability to model complex dependencies
[12]. Clustering algorithms such as DBSCAN and Mini-
Batch K-means are widely used for grouping narratives.
On a news story dataset, DBSCAN (configured with eps
= 0.5 and a minimum cluster size of 5) achieved a silhou-
ette score of 0.62, outperforming MiniBatch K-means
with a score of 0.54 [13]. In neural similarity models,
Sentence-BERT (SBERT) demonstrated a cosine simi-
larity of 0.89 for English texts, though accuracy dropped
to 0.82 when comparing Ukrainian and Russian texts
[14]. SimCSE demonstrated greater stability across mul-
tilingual tasks: for English-Ukrainian sentence pairs, the
cosine similarity remained at 0.84, while the Euclidean
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distance exhibited greater variability, highlighting the ef-
fectiveness of cosine similarity in multilingual set-
tings [15].

A comparison of metrics in fake news clustering
tasks revealed that using the Levenshtein distance with a
threshold of 0.2 achieved an F1 score of 0.79, outper-
forming the Jaccard score (0.75) and the Dice score
(0.76) [16].

SVM with a polynomial kernel proved particularly
effective for comparing “paraphrased” quotations,
achieving 85% accuracy on the PARACITE corpus with
a second-degree polynomial [17]. DBSCAN was highly
sensitive to the eps parameter in narrative clustering
tasks: reducing eps from 0.5 to 0.3 increased the number
of clusters by 35%, underscoring the need for careful tun-
ing [18]. When addressing high-dimensional semantic
comparisons, replacing traditional Euclidean metrics
with a direction-aware distance — which integrates Eu-
clidean distance and angular divergence based on cosine
similarity — led to a marked improvement in clustering
quality, particularly in k-means performance on bench-
mark datasets [19]. SImMCSE fine-tuned on parallel
Ukrainian-Russian corpora achieved Recall@5 = 92.1%
using cosine similarity, while Euclidean distance
achieved only 88.7% [20].

Despite progress with classical and deep models,
there remains a need to optimise clustering stability and
multilingual similarity handling for OSINT analysis.

2.3. Sentiment analysis and inversion detection

Sentiment analysis and detecting emotional polarity
inversion are critical for recognising manipulative con-
tent in military information campaigns.

Lexicon-based tools such as SentiWordNet and
VADER are widely used for short-text classification
tasks. VADER achieved 88% accuracy on social media
data when classifying tweets into three sentiment catego-
ries (positive, negative, neutral), while baseline Senti-
WordNet models yielded only 76% accuracy [21]. Do-
main-specific lexicons — particularly for military topics —
were expanded by 1,200 terms, which improved recall by
9% in sentiment analysis of war-related news compared
to general-purpose sentiment dictionaries [22]. Compar-
isons between classical machine learning methods (Naive
Bayes, Logistic Regression) and deep learning models
(Bi-LSTM, BERT) showed a clear advantage for the lat-
ter: on the Amazon Reviews corpus, BERT reached 94%
accuracy, Bi-LSTM 91%, Logistic Regression 84% and
Naive Bayes 79% [23].

In sarcasm detection tasks, models with negation
scope and shift classifiers achieved 81% accuracy on the
SARC corpus, 6% higher than Bi-LSTM baselines that
do not handle negation [24]. Counterfactual data
augmentation, where sarcastic phrases were replaced

with their literal equivalents, improved F1 scores of irony
detection models by 7% compared to training on original
data alone [25]. In polarity inversion detection within in-
formation campaigns, algorithms that applied logic like
<hostility + absence of ‘Ukraine’ — invert> improved
classification accuracy of hostile messages by 12% on a
specialised military news corpus [26]. In military-themed
datasets, an adapted VADER with domain-specific ex-
tensions achieved a 5.6% improvement in macro-F1
score compared to its base version [27]. Bi-LSTM mod-
els with additional irony indicators (e.g., emoticons,
emotional markers) achieved a Recall of 86% on English-
language social media datasets [28]. In study [29], the
DeBERTa model showed the best result (F1 = 0.73), out-
performing RoBERTa (0.71) and logistic regression
(0.57). Logistic regression showed the closest results to
NNS, particularly in recognising non-sarcastic comments
(accuracy: 0.63 for LR and 0.65 for NNS).

During the research, over 17 million multilingual
tweets from the first week of the Russia—Ukraine war
were analysed and it was found that 48% expressed neg-
ative sentiment, with bot activity amplifying pro-conflict
narratives during key events [30].

Despite the high effectiveness of deep models and
domain-specific lexicons, challenges remain in accu-
rately handling sarcasm and polarity inversion in multi-
lingual environments.

2.4. Thematic text classification

Thematic classification of news streams enables
structuring the information space for real-time threat
monitoring.

In traditional approaches, rule-based matching us-
ing lexicon-based taxonomies demonstrates moderate ef-
fectiveness, with an average accuracy of 72% in news-
categorisation tasks. Weighted keywords improve this to
78% [31].

Machine learning algorithms such as Logistic Re-
gression (LR), Support Vector Machine (SVM) and Ran-
dom Forest (RF) demonstrated varying performance on
Ukrainian news corpora: macro-F1 for LR reached 81%,
for SVM — 83% and for RF — 79%, highlighting the ad-
vantage of SVM in thematic classification tasks [32].
Deep learning using fine-tuned mMBERT on Ukrainian
corpora achieved a macro-F1 score of 87.5%, outper-
forming traditional machine learning models by approx-
imately 5% [33].

Hierarchical Attention Networks (HAN) tested on
Ukrainian and Russian datasets achieved a macro-F1
score of 85.2%, demonstrating powerful results on multi-
topic documents [34]. In comparison, fine-tuned MBERT
on large corpora (over 100,000 examples) outperformed
HAN by 2.3% in macro-F1, making it a favourable
choice when computational resources are available [35].
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Model ensembling (rule-based + ML) increased the
macro-F1 score to 89%, especially on small datasets (un-
der 10,000 documents), where the hybrid approach par-
tially compensated for the limited training material [36].
Model distillation techniques for edge devices reduced
the mBERT model size by 65% with only a 2% drop in
macro-F1, a critical metric for deployment on resource-
constrained systems [37]. Lightweight distilled models,
such as TinyBERT, achieved a macro-F1 of 84% on a
news corpus, only 3-4% behind full-sized BERT models
[38]. Random Forest with TF-1DF vectorisation achieved
a macro-F1 score of 77% for classifying Ukrainian gov-
ernment documents by topic, outperforming SVM by ap-
proximately 5% [39].

In practical tests, ensembles of rule-based and SVM
classifiers achieved the highest effectiveness — a macro-
F1 score of 88% - particularly in scenarios with weak la-
belling (semi-supervised learning) [40].

Although modern ML and DL models demonstrate
high accuracy, further refinement of hybrid systems re-
mains essential, especially for low-resource and multi-
topic data scenarios.

2.5. Keyword and keyphrase extraction

Effective keyword extraction is critical for improv-
ing thematic classification quality and analysing news
streams.

Statistical methods, such as TF-IDF and Okapi TF-
IDF, remain foundational in many keyword extraction
systems. Okapi TF-IDF achieved 62% precision for top-
10 keywords on an English-language academic corpus,
compared to 58% for standard TF-IDF.

Using the y*-score for keyword selection in the-
matic classifiers improved macro-F1 from 0.74 to 0.79
on the AG News dataset, highlighting the importance of
statistical feature selection [41]. Immediate extractors
such as RAKE, YAKE! and TextRank perform differ-
ently depending on text length: RAKE lost up to 15% in
precision on short texts (<100 words), while YAKE! re-
mained stable with only a 5% drop [42]. TextRank is par-
ticularly sensitive to very short texts (50-100 words),
where F1 scores drop by 18% compared to performance
on medium-length texts [43].

Topic modelling techniques, such as LSA, LDA and
NMF, showed varying keyword extraction accuracies:
LDA achieved 64% precision for the top-10 keywords,
while LSA and NMF scored 61% and 59%, respectively
[44]. LDA proved the most stable: when varying the
number of topics from 10 to 50, the precision of top key-
words decreased by only 3%, compared to up to 7% for
NMF [45]. Transformer-based semantic methods, such as
KeyBERT, significantly enhance keyword quality, as ev-
idenced by KeyBERT achieving 71% precision for the
top 5 keywords on a news corpus, compared to 58% for

standard TF-IDF [46]. SPECTER-rank, designed for sci-
entific documents, reached 68% precision in keyword ex-
traction from research abstracts, outperforming Tex-
tRank by 9% [47]. KeyBERT, used for pre-extraction of
keyphrases, improved thematic classification accuracy
by 6% in news categorisation tasks compared to TF-IDF
alone [48]. Combined approaches (RAKE + KeyBERT)
achieved the best results in multilingual scenarios, with
an 8% increase in macro-F1 in a multilingual news cor-
pus compared to a single extractor [49].

Thus, despite advances in transformer-based meth-
ods, stability on short texts and multilingual corpora re-
mains a relevant challenge.

2.6. Responsible Al Analytics

The principles of FATE (Fairness, Accountability,
Transparency, Ethics) and the Al4People framework
have become foundational for developing ethical, fair
and transparent model evaluation practices in automated
text analysis.

In the area of fairness, the Post-Processing Equal-
ised Odds method reduced the accuracy gap between dif-
ferent languages by 12% on a multilingual Amazon Re-
views corpus, demonstrating the effectiveness of post-
training correction [50]. For accountability, implement-
ing audit trails during model training significantly im-
proved reproducibility up to 95% in text classification
tasks, as reported by IBM researchers [51]. Using repro-
ducible seeds during training of large models (e.g.,
BERT) reduced test metric variability from +1.7% to
+0.3% in repeated runs, greatly enhancing the reliability
of experiments [52].

Open-sourcing model weights contributed to a 28%
increase in verified result reproductions for computer vi-
sion models, according to data from Papers with
Code [53].

When applied to news corpora, explainability tools
such as LIME enabled interpretation of 84% of classifi-
cation decisions using local surrogate models, with a
mean faithfulness score of 0.81 [54]. SHAP achieved
88% explanation accuracy for the top 5 most essential
features in classification tasks, outperforming LIME by
6% in multi-class settings [55]. Counterfactual explana-
tions increased user trust in models by 17% compared to
classic LIME/SHAP explanations, as determined through
UX testing with 200 participants [56]. Under the benefi-
cence/non-maleficence principle, disinformation preven-
tion algorithms based on combined linguistic and fact-
checking features achieved a Recall = 89% on the Eng-
lish-language FakeNewsNet corpus [57]. Models inte-
grating hostile rhetoric detection modules demonstrated
a Precision of 82% in identifying potentially harmful
content in social media streams [58].
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The Al4People initiative proposed practical stand-
ards that reduced the time required for auditing Al sys-
tems for ethical compliance by 30% compared to previ-
ous manual reviews [59].

Despite positive developments, the broader integra-
tion of explainability, accountability and anti-discrimina-
tion safeguards remains necessary in real-world Al sys-
tems.

2.7. Existing research gaps summary

The literature review has shown significant pro-
gress in applying information retrieval, information ex-
traction, sentiment analysis, thematic classification, text
similarity metrics and Responsible Al principles to cy-
bersecurity and information security tasks. At the same
time, several critical limitations were identified, substan-
tiating the need for new approaches developed in this
study.

First, in the field of sentiment analysis, most exist-
ing solutions are lexicon-based (e.g., VADER with 88%
accuracy, SentiwordNet with 76% [21]) and lack mech-
anisms for contextual modification (e.g., handling nega-
tion, sarcasm). In the domain of military-related infor-
mation threats, adding domain-specific vocabulary pro-
vided only a 9% improvement in recall [22], indicating
limited adaptability. This motivates Novelty 1: the devel-
opment of a context-sensitive sentiment analysis method.

Second, polarity inversion detection focuses mainly
on sarcasm tasks (e.g., negation-scope models yield only
a 6% improvement [24]). Military information cam-
paigns require specialised solutions that handle scenarios
such as “hostile source + absence of explicit Ukraine ref-
erences”. Existing inversion algorithms have improved
classification accuracy by 12% [26], but they have not
been integrated into real-time systems. This motivates
Novelty 2: developing a polarity inversion detection al-
gorithm for information threat texts.

Third, in thematic classification, existing ap-
proaches are either rule-based (with an average accuracy
of 72-78% utilise [31]) or utilise machine learning mod-
els (e.g., macro-F1 = 79% for Random Forest [32]), while
hybrid methods (combining dictionary and machine
learning) remain underexplored. Even fine-tuned
mBERT offers only ~5% macro-F1 improvement [33],
underscoring the need for more effective solutions on
small or domain-specific datasets. This motivates Nov-
elty 3: creating a hybrid classification model using
RAKE/TF-IDF and ML ensembles.

Fourth, stream-integrated threat analysis systems
are largely absent. Most IR/IE pipelines process docu-
ments sequentially, which increases latency (e.g., 74 ms
per document) and limits throughput (e.g., 15 documents
per second without pipelining, as shown in Section 4.4).
This motivates Novelty 4: designing an integrated

information threat monitoring system with at least +10%
recall and minimal latency overhead.

Fifth, although there are developments in ethical Al
evaluation (e.g., Post-Processing Equalized Odds re-
duced accuracy gaps by 12% [50], audit trails increased
reproducibility to 95% [51]), in the domain of real-time
information threat monitoring, comprehensive responsi-
ble frameworks (accounting for Fairness Gap, transpar-
ency via Model Cards and expert-validated user satisfac-
tion) are still missing. This motivates Novelty 5: devel-
oping a Responsible Al Evaluation framework tailored
for information monitoring.

In conclusion, the quantitative findings from the lit-
erature review confirm critical gaps in context-aware
sentiment analysis, domain-specific polarity inversion,
adaptive thematic classification, real-time integration
and ethical evaluation of models. The five innovations
proposed in this study directly address these limitations.

3. Objectives and tasks

The primary objective of this study is to design and
experimentally validate an integrated text mining system
for monitoring information threats in Ukraine, thereby
significantly enhancing real-time cybersecurity decision-
making for government cybersecurity teams, CERTs and
OSINT environments.

To achieve this goal, the following tasks were set:

- Formation of a multilingual corpus of news and
social media messages annotated across 13 thematic cat-
egories;

- Creation of amodular system architecture based
on Python, Streamlit, Transformers and Docker, ensuring
latency < 200 ms and throughput > 50 documents/sec-
ond:

a. Hybrid text analysis methods;

b. Development of a context-sensitive sentiment
analysis method incorporating polarity inversion detec-
tion;

- Creation of a hybrid thematic classification ap-
proach combining ensemble machine learning methods
with automatic keyword extraction (RAKE/TF-IDF);

- Construction of a comprehensive evaluation
framework integrating classical metrics (precision, re-
call, F1-score, latency, throughput) with FATE (Fairness,
Accountability, Transparency, Ethics) indicators,
Al4People principles and Model Cards format;

- Implementation of a comprehensive experiment
to compare individual modules and assess their
integrated performance in detecting disinformation
narratives.

The accomplishment of these tasks supports the
empirical verification of five research hypotheses
outlined in the study, contributing significantly to the
detection and mitigation of information threats within
Ukraine’s complex information environment.
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4. Materials and Methods

This section outlines the process by which the study
proceeds from data collection to evaluation, presented as
a Research roadmap. Section 4.1 constructs a multilin-
gual corpus of news and social media texts through dedu-
plication and expert annotation, ensuring class balance.
The stratified cross-validation and a time-based split to
assess robustness have been prepared. Sections 4.2-4.3
develop the sentiment component and add a polarity-in-
version step to handle manipulative contexts. Section 4.4
constructs a hybrid topic classifier encompassing 13
themes by combining expert dictionaries with machine
learning models. Section 4.5 integrates all parts into a
single pipeline and states deployment assumptions for la-
tency and CPU throughput, including horizontal scaling.
Section 4.6 defines the metrics and Responsible-Al
checks (fairness, explainability, and stability) and reports
analyses of class balancing and temporal robustness. The
Results section then presents accuracy and speed for each
module and for the full pipeline, followed by ablations
and error analysis that inform the limitations and future
work.

4.1. Data sources and corpus preparation

The study corpus was constructed from various in-
formation sources to ensure representativeness across
multiple genres and language styles (see Figure 1). The
first stage involved collecting data from official RSS
feeds of leading Ukrainian news agencies (UNIAN,
Ukrainska Pravda, Interfax-Ukraine), social media APIs
(Twitter, Facebook), and blogs focused on politics and
security. To ensure relevance, all documents were col-
lected between January and December 2024. Over
12,000 text records were obtained, each with full
metadata including source and publication date.

The second stage involved filtering and cleaning the
raw data. Automated Python scripts (using Requests,
BeautifulSoup and Tweepy) were employed to extract
text content without HTML tags, banners, or ads. Dupli-
cate detection based on URL and text hash reduced the
corpus to 10,350 unique documents. Each entry was
stored securely in JSON format, with fields including id,
source, date, title, body and url. This approach adhered to
data anonymisation principles, ensuring compliance with
GDPR and maintaining the privacy and confidentiality of
potentially sensitive content. For experimentation, the
dataset was stratified into 8,280 training documents
(80%), 1,035 validation documents (10%) and 1,035 ex-
ternal test documents (10%). For 5-fold cross-validation,
2,000 documents per fold were selected, and the remain-
ing 350 texts were reserved as a final hold-out set.

The third stage involved expert annotation of the
corpus.  Four information  security  specialists

independently labelled the texts into 13 thematic catego-
ries (see Table 4). Fleiss’ kappa = 0.78 was calculated to
assess interannotator agreement, indicating strong con-
sistency. All disagreements were resolved through col-
laborative discussions to reach a consensus.

I Aggregation of data
A

[ RSS news feeds ] [API of social networks][ Thematic blogs ]

Pre-processing and
filtering

JSON format

Expert annotation

v Annotations of 14 sections, k=0.78

Balancing and
stratification
Stratified folds

GitLab,
SaLite

Storage of the case

Fig. 1. Data corpus preparation

The fourth stage addressed balancing and stratifica-
tion. Each theme was capped at a maximum of 1,000 doc-
uments to prevent overrepresentation of dominant cate-
gories. Excess documents were randomly downsampled,
while underrepresented categories were supplemented
with additional collection and annotation. Stratified folds
were created to ensure consistency in class proportions
across the training and testing subsets. This approach
supports metric stability during cross-validation.

The fifth stage involved organising and storing the
dataset. The processed document set was uploaded to a
centralised GitLab repository, which maintained version
control. Each JSON file includes metadata (source, date,
category and hash) and the results of primary prepro-
cessing (cleaned text and lemmatised tokens). A SQL.ite
database was also linked for fast querying by category
and date range.

It is noted that the balancing policy (cap <1,000 per
class with down/up-sampling) may alter empirical priors
and, in turn, inflate macro-F1 relative to the natural
distribution. A comprehensive prevalence-aware analysis
(micro-F1, per-class AP, calibration to original priors,
and class-weighted training without capping) is deferred
to future work, as the present focus is on relative module
improvements and CPU-bound latency/throughput
constraints.

4.2. Text Preprocessing

Text preparation for subsequent analysis was imple-
mented via a multi-stage processing pipeline (see Fig-
ure 2), tailored to the multilingual and multi-alphabet na-
ture of the corpus.
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Stop word filtering

Feature extraction:
TF-IDF, filtering
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Fig. 2. Text preprocessing pipeline

The first step involved encoding normalisation us-
ing Unicode NFKC and converting all characters to low-
ercase. This eliminated formatting discrepancies between
Cyrillic and Latin characters, minimising errors during
lemmatisation.

The second step addressed noise removal, utilising
regular expressions to strip HTML tags, scripts, CSS
identifiers and irrelevant punctuation, as well as “noise
characters” (e.g., emojis, special symbols). Additionally,
stop tokens related to advertisements or SEO tags (e.g.,
rel= “nofollow”) were removed, reducing the corpus size
by approximately 8% without losing informative content.

The third step performed tokenisation and sentence
segmentation. The spaCy-uk model was used for Ukrain-
ian texts, while Stanza handled Russian and English sub-
corpora. A cascade strategy was applied to mixed-lan-
guage texts (language switching within a document), in
which a heuristic detector identified the dominant lan-
guage of each sentence and the corresponding tokeniser
was activated accordingly. Hash checking prevented to-
ken duplication during multiple pipeline passes.

The fourth step involved lemmatisation and the re-
moval of stop words. For Ukrainian and Russian, com-
bined spaCy + Pymorphy?2 dictionaries were used; for
English, WordNetLemmatizer was applied.

A shared stop-word list (>1,200 terms) was supple-
mented with domain-specific vocabulary, such as “F-16”,

“Bayraktar” and “P®” (the acronym for the Russian Fed-
eration in the Ukrainian language), which frequently ap-
pear in military-political discourse but carry no semantic
weight for sentiment classification.

The final step generated phonological and statistical
features:

- The normalised token sequence was vectorised
using TF-IDF (unigrams and bigrams);

- Rare tokens (frequency < 2) and overly frequent
ones (top 1%) were removed;

- A separate lemma table with positional indices
was saved to allow quick retrieval of the original context.

These artefacts were passed on to the sentiment and
thematic classification modules.

4.3. Sentiment analysis and polarity
inversion method

The current study employs a purely lexicon-based
approach to sentiment analysis, building on previous
research [60]. As shown in Figure 3, the method is based
on a custom sentiment lexicon enriched with domain-
specific terms and a precise mathematical formula for
calculating sentiment scores.

The core component is a sentiment lexicon derived
from SentiWordNet and OpLexicon, which has been ex-
tended with context-specific terms (e.g., “Bayraktar”,
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“mobilisation”, “propaganda”). Each word is assigned a
category I; € {+1,0,—1} (positive, neutral, or negative)
and an intensity score w; € (0,1], as defined by experts.

' N

Lemmatized text

| J

!

e N

Lexical search: P, N, Q

| J

(Calculation T_raw = )

L(P-N)/(P+N+Q) * 100%

e N

Thresholding:
\ 8T J

L 4
( Correction with )
modifiers (negation,

intensification)

~

-
Check the inversion

condition
\ J

Hostile A no anchors Otherwise

[ Inversion: T—-T ] [T remains unchanged]

\—‘;ﬁl

[’.‘.Iassification: positive ﬂ

neutral / negative

Fig. 3. Pitch and Inversion Analysis Pipeline

For a document with a tokenised sequence
{wy, ..., w,}, three aggregate values (P — sum of positive
ratings, N — sum of negative ratings, Q — sum of neutral
ratings) are calculated in the following way:

P= Z w;, N=Wi;_1ooi, Q= Z w;, ...(1)

wi:lj=+1 wj:lj=0
where li — the category (positive, neutral, negative), w; —
intensity score, and P, N, Q — aggregate values.

These reflect the intensity and frequency of senti-
ment-bearing tokens. A raw sentiment indeX Traw is then
calculated as follows:

P—N

- 0,
PN g X 100% @)

Traw =

Traw ScOre ranges from —100% to +100%, with pos-
itive values indicating positive sentiment and negative
values indicating negative sentiment.

A neutrality threshold of § (typically 5%) is applied
to classify sentiment, with the final index in the following
way:

T I T ] > 8
T — { raw’ raw , 3
0,  |T,l<5 ®)

Thus, in case the raw sentiment index T>0, the doc-
ument is positive, in case T<0, negative and in case T=0,
the document is neutral.

Special attention is paid to lexical modifiers. For ne-
gations (e.g., “not”, “no”), the polarity of the associated
sentiment term w; is inverted:

W] = —Wiy1, 4)

where w{ — is the “updated” score that the system assigns to
the same word, considering its modification by a negation,
w;1 — is the original score of a word from the lexicon.

For intensifiers (e.g., “very”, “extremely”), the
weight is multiplied by a positive coefficienta > 1 and for
hedges (e.g., “slightly”, “barely”), the weight is multiplied
by a coefficient B € (0,1).

Thus, if the word w; is an intensity modifier, then

{awk, w; € intensifiers
Wy = ) ®)
Bwy, w; € hedgers

where w; — is the next primary sentiment-bearing term,
awy — is the intensified intensity score of a sentimental
term when preceded by an intensifier, Bw, — is the
reduced intensity score of a sentiment term when preceded
by a softener.

Additionally, a polarity inversion mechanism is im-
plemented for messages from hostile sources that do not
explicitly mention anchors such as “Yxpaina” (Ukraine)
or “3CY” (AFU, Armed Forces of Ukraine). In such cases,
the final sentiment index is inverted in the following way,
adjusting the evaluation of sarcastic or ironic statements:

Tiny =T, (6)

Inversion conditions are as follows:

1. Thesource is on a list of hostile entities (S);

2. The message lacks anchor words {“Yxpaina”
(Ukraine) or “3CY” (AFU, Armed Forces of Ukraine)}.

If both conditions are true, the sentiment index is in-
verted.

The overall algorithm steps (refer to Figure 3) for
each document are as follows:

- Step 1. Tokenise and lemmatise the document;

- Step 2. Search for lookup tokens (P, N, Q) in the
sentiment lexicon;

- Step 3. Calculate the raw index Traw and apply the
neutrality threshold §;

- Step 4. Apply lexical modifiers (negation, inten-
sifiers, hedges);

- Step 5. Check inversion conditions and apply po-
larity correction if required Tiny;
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- Step 6. Assign final sentiment class T or Tiny;

Hyperparameters 8, a, 3 are determined via grid
search within a 5-fold cross-validation framework, opti-
mised for the F;-score. The mean and standard deviation
of each fold are recorded, confirming the method's stabil-
ity.

From an algorithmic standpoint, the time complexity
is O(n), where n is the number of tokens. The inversion
check adds constant-time overhead for source and “an-
chor” evaluation.

Design note: the inversion logic is rules-first to en-
sure transparency and low CPU latency. Therefore, the de-
terministic conditions and neutral thresholds are priori-
tised. A lightweight learned complement is left for future
work, provided it fits the latency budget.

4.4, Thematic classification method

This section presents the thematic classification
method, which employs a multi-level ensemble approach
that combines traditional machine learning models and
dictionary-based keyword techniques to enhance topic
recognition accuracy (see Figure 4).

The first step involves text vectorisation using a com-
bined feature space. For each document, a TF-IDF vector
and a RAKE-based representation are generated.

Text cleaning

Thus, each document d is transformed into a feature
vector x4 € R™, where m — is the sum of the TF-IDF and
RAKE dimensions:

x4 = [TF — IDF(d), RAKE(d)] , (7

TF-IDF values are computed using the standard for-

mula:

N

TF — IDF(t,d) = tf(t,d) X log af® ’

®)

where IDF(t,d) — is the inverse document frequency for
term t in document collection d, tf(t,d) — is the frequency
of term t in document d, N — is the number of documents,
df(t) — is the number of documents containing term t.

For RAKE, the score of each keyword is defined as
the ratio of the sum of word degrees to frequency:

degree(w)

RAKE(w) = ©)

frequency(w)’
where w — is the keyword for which the weight is calcu-
lated.
This helps identify important multi-word keyphrases.
Initial text classification is performed using the fol-
lowing ensemble of machine learning models: Logistic
Regression (LR), Support Vector Machine (SVM),

‘ TF-IDF vectors ’ ‘ RAKE vectors J

Y

L‘ Machine learning r“|
models

v

Support Vector
Machine (SVM)

J

l Logistic Regression 1 [

[ Random Forest J [ XGBoost J

g T

.| Model aggregation:

p_k

Dictionary evaluation:
p_k*{(dict)}

Final combination of
scores

Selection of the
thematic heading

Fig. 4. Thematic classification pipeline
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Random Forest (RF) and XGBoost. Each model com-
putes the probability of belonging to each topic label
P™(d) — the probability that document d belongs to
class k.

Logistic Regression (LR) estimates probability us-
ing the logistic function:

1
1+exp(—(wl-(rxd+bk))

RN (d) =

(10)

where wi — is the weight vector for class k, x4 — the fea-
ture vector of document d, and by — the bias term for class
k.

SVM identifies the optimal hyperplane by maximis-
ing the margin between classes:

fi(xq) = Wi xq + by, Pk(SVM) (d = cr(fk(xd)), (11)

where wi — is the weight vector for class k, xq — the fea-
ture vector of document d, by — the bias term for class k,
o(-) — sigmoid function to convert the margin to a prob-
ability, which is the weight vector for class k, fi(Xd) — is
the linear decision function that calculates the distance of
document d to the hyperplane separating the classes, by —
bias for class k, PSYM)(d) — the estimated probability of
document d belonging to class k.

The probability of text d belonging to class k by
Random Forest text classification uses decision tree vot-

ing:

M
1
(@) =5 D 0¥ (e, (12)
i=1

where hi(k) — the prediction of the i-th tree for classk, M

— number of trees in a random forest, hi(k) — prediction of
the i-th tree for class k, xq — feature vector document d.

The probability of text d belonging to class k by
XGBoost optimises cumulative loss and regularisation
via an ensemble of weak learners:

T
PEP(d) = 0| ) f (xa) (13)

where f, — is the t-th model (tree) in the composition.
For each document, the intermediate probabilities
from all base models are computed.
The final aggregated value Py(d) is determined as a
weighted average sum:

Pe(d) = AP (),

m € {LR,SVM,RF,XGB}

(14)

where Pi(d) — is the final probability of document d
belonging to class k, m — is the model index, belonging
to the set of basic algorithms {LR, SVM,RF,XGB}. The
weights A, are selected through optimisation on the val-
idation set.

Additionally, keyword-based scoring was applied.
If a document contains key terms of a specific category
from the dictionaries, its score, the probability P, — is
increased proportionally to the number of matches:

|matched terms in k|

Pk(diCt) (d) — (15)

|all terms in dictionary k| ’

The final probability of the document belonging to
a category is calculated as a combination of the model-
based and dictionary-based scores:

Pr(d) = ypi(d + (1 —Y)p™ (), (16)
where y is chosen through cross-validation, in this way,
both machine-learned patterns and expert knowledge are
considered.

The final decision regarding the category is made
using the maximum rule:

k=arg max pr(d), if max p(d) =1, (17)

where t — is the confidence threshold. Otherwise, the
document is sent for manual review.

The ensemble was trained using stratified 5-fold
cross-validation. The hyperparameter selection was per-
formed using the grid search method with optimisation
for the macro-F1 score.

The overall algorithm for thematic classification of
each document (see Figure 4) consists of the following
steps:

- Step 1. Tokenisation and lemmatisation — con-
verting raw text into cleaned lemmas;

- Step 2. Feature extraction — computing TF-IDF
and RAKE vectors;

- Step 3. ML model inference — obtaining class
probabilities from Logistic Regression, SVM, Random
Forest and XGBoost;

- Step 4. Dictionary lookup — determining the
share of each category’s keywords present in the text;

- Step 5. Score aggregation — a weighted combi-
nation of the ML model outputs and the dictionary com-
ponent;

- Step 6. Category selection — assigning the topic
with the highest combined score (provided the confi-
dence threshold is exceeded);

- Step 7. Manual review (if needed) — low-confi-
dence documents are passed for additional expert analy-
sis.
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The proposed approach combines the strengths of
TF-IDF and RAKE for effective vectorisation, the ro-
bustness of machine learning classifiers and the flexibil-
ity of dictionary-based analysis, ensuring high accuracy
in thematic text classification under conditions of infor-
mation threats.

4.5. System architecture and implementation

This section describes the architecture (see
Figure 5) of a client-server system for sentiment and
thematic text analysis, based on a technology stack that
includes Python, Streamlit, Transformers and Docker and
follows a modular design approach.

The system follows a classic client-server model:
the frontend, implemented in Streamlit, interacts with the
backend via REST API, sending text analysis requests
and receiving results in JSON format. This design
facilitates easy scaling and integration with additional
client interfaces.

The backend is implemented entirely in Python and
consists of separate modules — preprocessing, sentiment
analysis, polarity inversion detectionand thematic
classification. Each module has a clearly defined APl and
can be deployed independently of the others.

The data collection and preprocessing module
performs text normalisation (Unicode NFKC, lowercase),
HTML cleaning, tokenisation and lemmatisation using
spaCy. Incoming data is accepted via the API and, after
processing, is passed on as objects containing the token
and lemma fields.

The sentiment analysis module calculates the
sentiment index using a lexicon-based method by
summing the token weights and applying a threshold. This

Y

Streamlit

API-Gateway

component can optionally be replaced with a Transformer-
based deep learning model, such as a fine-tuned BERT
from HuggingFace, deployed as a separate container.

The polarity inversion detection module checks
whether the source is classified as hostile and whether
specific anchor terms such as “Ykpaina” (Ukraine) or
“3CY” (AFU, Armed Forces of Ukraine) are present. If
necessary, it inverts the sentiment index. This logic is
encapsulated in a dedicated Python class to support
alternative processing strategies.

The thematic classification module integrates two
approaches: machine learning (Logistic Regression, SVM,
or Random Forest) and keyword dictionaries. It takes TF-
IDF and RAKE vectors as input and outputs category
probabilities for 13 predefined thematic classes.

The dictionary management component s
implemented as a REST API, allowing users to add or
remove keywords for each topic through the web interface.
The system dynamically updates the relevant JSON files
and reloads the dictionary engine in real time.

Results visualisation is provided in the Streamlit
frontend, using interactive charts, graphs and tables to
display sentiment, thematic classification and system
statistics. The interface also notifies users of low-
confidence classifications and suggests manual review for
these instances.

All services are securely containerised using Docker,
with best practices including minimised container images,
strict APl authentication, encryption in transit via
HTTPS/TLS and regular security audits. Each module
runs in its own image with explicitly defined
dependencies. This ensures consistent environments
across development, testing and production.

Web Interface (Ul)

A

[Preprocessor Module]

Sentiment Analysis ]

Thematic
Classification

Inversion Detection

JJON/SQLite dictionaries and results

images Python, Transformers, Streamlit

GitHub Actions, ELK, Docker-Compose

Fig. 5. System architecture and modular design
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Docker Compose manages service orchestration for
local deployment, including API, NLP engine, database
and frontend. In production, the same configuration can be
migrated to Kubernetes.

Configuration files and environment variables are
stored separately from the code in *.env files and Vault,
enhancing security. Parameters such as dictionary paths
and model hyperparameters are set via YAML or JSON
config files.

The modular design enforces loose coupling. Each
service performsa single function and interacts with others
only through well-defined APIs. This enables independent
updates and horizontal scaling of components.

The repository includes a CI/CD pipeline using
GitHub Actions. Unit and integration tests are executed on
each push to the main branch, code is linted, Docker
images are built, and automatic deployment is performed
to a test environment.

System logs with INFO, DEBUG and ERROR levels
are centrally collected via the ELK stack, allowing for real-
time monitoring of module status and rapid error detection.

This architecture provides flexibility through
component replacement, scalability through horizontal
scaling of services, and reproducibility through
containerization and CI/CD for developing and operating
the sentiment and thematic analysis system.

All experiments were conducted on a server running
Ubuntu 22.04 LTS (64-bit) with an Intel Xeon Gold 6130
processor at 2.10 GHz (2 x 16 cores, 32 threads), 128 GB
of RAM and an NVIDIA A100 40 GB GPU (CUDA 11.8,
cuDNN 8.9). The random seed was fixed at 42 to ensure
reproducibility. The complete list of dependencies is
provided in the requirements.txt file.

In line with DevSecOps principles, additional static
code analysis and container-image vulnerability scanning
are scheduled for the next release cycle.

4.6. Thematic classification method

The evaluation of the classification system encom-
passes two interlinked dimensions: quantitative (standard
metrics and performance) and ethical (fairness, transpar-
ency and accountability). Their combination ensures ac-
curacy and the model’s compliance with safety and trust
requirements.

The main numbers are obtained from the confusion
matrix (TP, FP, FN, TN) [61]. From this, both the preci-
sion, recall and F1-score [62] are computed. Both macro-
and micro-averaging are applied to conclude all catego-
ries to avoid distortion in classes with different frequen-
cies.

Additionally, latency ¢ [63] (representing the aver-
age time per document) and throughput p [64] (indicating
the number of documents processed per second) are

calculated. Both characteristics are critical for monitor-
ing platforms operating in near real-time.

To ensure statistical stability, a stratified cross-
validation K-fold is performed (by default, K=5), while
maintaining the proportion of categories in each fold.
The report provides mean values and standard devia-
tion o.

To the quantitative block, the fairness indicators
are added: the Fairness Gap as the maximum difference
in F1-score between any two subgroups (by language,
genre, or source) is calculated. AF1 is aimed to keep
within 5%, supporting the principle of Fairness from the
FATE package — Fairness, Accountability, Transpar-
ency, Ethics [65].

Accountability is ensured performance logs). In
the event of deviations, this allows for the exact repro-
duction of the experiment and the identification of the
cause.

Transparency is implemented through Model
Cards, where a concise document for each base classi-
fier is published, detailing its purpose, data description,
metrics, acceptable use cases and known limitations.
This format supports the Transparency requirement
from FATE and the Explicability principle from the
Al4People report.

Al4People also emphasises the principles of Be-
neficence, Non-maleficence, Autonomy and Justice.
They are reflected in this study as follows: fairness met-
rics minimise the risk of harm to user groups, the user
can receive an explanation (through a counterfactual ex-
ample), autonomous correction of dictionaries is al-
lowed, but with manual review, so as not to compromise
the model's integrity.

Beyond purely automatic criteria, the User Satis-
faction Score, which is assessed by expert analysts us-
ing a five-point scale to evaluate the correctness of the
classification of 100 randomly selected documents, is
introduced. This indicator complements F1, rather than
competing with it, by reflecting the system's practical
usefulness in the workflow.

The architectural conceptual model of responsible
Al evaluation (RAIE) for monitoring information
threats in texts is presented below in Table 1 and a dia-
gram (see Figure 6). This aligns with research on Al
quality models that organise non-functional character-
istics such as safety, reliability and trustworthiness [66].
Such a comprehensive approach combines classical met-
rics, FATE requirements and the ethical principles of
Al4People, creating a holistic framework for responsible
evaluation that strikes a balance between scientific rigour
and practical applicability.

Explainability was implemented through SHAP to
provide interpretable justifications for tone and theme
classifications. For each prediction, the model highlights
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Table 1

Responsible Al Evaluation (RAIE) conceptual model for monitoring information threats in texts

Assessment category | Specific indicator Description Calculation/determination method
- Proportion of correct ... TP
Precision positive classifications Precision = TP + FP
i i- TP
Recall EL‘;‘;‘}S&% of true posi Recall =
Quantitative metrics of
classification quality Harmonic mean of preci- Precision - Recall
F1-score : F1=2- —
sion and recall Precision + Recall
Accurac Proportion of correctly A _ TP + TN
y classified documents ceuracy =Tp +FP+FN+ TN
1 N
- Average processing time £ = —Z ?;
Latency £ per document N =1
Quantitative (average for all documents)
performance metrics N
rroudh Number of documents pP=7
roughput p per (N — number of documents, T — pro-
second

cessing time)

Quantitative Metrics
for Ethical Evaluation
(FATE)

Fairness Gap AF1

F1 difference between
different groups (e.g., by
genre/language)

AF1 = maXi‘j

Confidence
thresholding

Cut documents with low
confidence

The document is transferred to the
expert if max, p, <71

Al4People quality
compliance metrics

Transparency

Explanation of solutions,
openness of algorithms

Preparing Model Cards for each
model

Accountability

The ability to reproduce
decisions

Saving configuration logs and seeds

Beneficence /
Non-maleficence

Ensuring benefit and
preventing harm

Audit Model Cards, dictionary con-
trol

User Satisfaction
Score

Assessment of classifica-
tion quality by experts

Average score for 100 random docu-
ments (scale 1-5)

Stability testing
procedures

K-Fold Cross-
Validation

Metric stability
assessment

Average and ¢ by 5 folds

Drift Monitoring

Data characteristic drift
control

Comparison of TF-IDF distributions
and key term frequencies(y2-test)

r

System

.

'Comprehensive Thematic
Classification Evaluation
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N
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Performance Metrics

\(classification accuracy) J L (system speed)
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Fig. 6. RAIE conceptual model for monitoring information threats in texts
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the most influential input tokens, enabling transparent de-
cision auditing. In pilot studies, analysts reported im-
proved confidence in model outputs when such explana-
tions were present. Compared to LIME, SHAP produced
more stable and linguistically coherent token attributions,
particularly for mixed-language and syntactically com-
plex input, which is common in the Ukrainian infor-
mation space.

In this research, the stratified random 5-fold cross-
validation is used to maintain comparable class support
across folds and modules. Comprehensive drift-oriented
assessments — out-of-time splits (temporal hold-out/roll-
ing-origin) and out-of-source validation on held-out pro-
viders — are planned for future work.

5. Case study

5.1. Interface of the web platform for integrated
analysis of information threats

The developed web interface (see Figure 7) is an
example of integrating natural language processing,
machine learning, and responsible artificial intelligence
for practical monitoring of the information environment
in hybrid warfare. The system architecture [67] is im-
plemented in the Streamlit environment using backend
components based on Transformers and sklearn. This
ensures low latency (up to 58 ms per document) for the
complete pipeline, from text preprocessing to result vis-
ualisation. The user enters the URL of a news message,
after which the system automatically extracts the text,
determines its thematic category, assesses the emaotional
tone and performs polarity correction if necessary.

Select

The platform’s functionality includes interactive
editing of keywords and dictionaries for each category,
enabling the system to adapt to current information con-
ditions and domain-specific features. Special attention
is given to the visualisation of results: the user receives
a numerical sentiment score and graphical explanations
highlighting keywords and influence indicators. In ad-
dition, the ability to switch between direct and inverse
emotion analysis has been implemented, which is cru-
cial for detecting hidden hostility in sarcastic or disin-
formation materials.

5.2. Sentiment-analysis performance

Table 2 presents the average performance indicators
of the context-sensitive sentiment module obtained via 5-
fold cross-validation. During training, the system achieves
macro-F1 =0.89 + 0.02, while on validation — 0.85 £+ 0.03,
indicating stable consistency and absence of overfitting
(difference < 0.04 at 0. = 0.05). Accuracy and Precision fall
within the same range (0.84-0.86), confirming that the
model equally well identifies both positive and negative
messages (see Table 2).

Table 2
Sentiment analysis results (5-fold CV, mean + sd)
Metric Training Validation
Accuracy 0.89 +£0.02 0.85+0.03
Precision 0.88 +0.03 0.84 £0.04
Recall 0.90 £0.02 0.86 +0.03
F1-score 0.89 +£0.02 0.85+0.03
Latency =~ 45 mc/doc
Throughput = 22 doc/s

Fork €

Normal text  Site

BiACbKOBO-NONITUYHE KEPIBHULY... v
Enter url
Select
Keywords ~
Inversion
Enter word 0
Apply
Add
Remove
Show all

Fig. 7. Interface of the developed system [66]
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Comparison with the baseline lexicon-based scheme,
which achieved macro-F1 = 0.78 = 0.03 on the same
corpus, shows an increase of Amacro-F1 = +0.07 (7
percentage points). This gain exceeds the threshold defined
in hypothesis H1 and the t-test (t = 5.14, p < 0.001)
confirms the statistical significance of the difference.

Therefore, Novelty 1 — consideration of contextual
features and domain-specific lexicon — is empirically
verified.

The average polarity MAE (for the normalised range
[-1; +1]) is 0.14; the baseline model had MAE = 0.22,
meaning the absolute error decreased by 36%. The
reduction in MAE correlates with the fact that contextual
modifiers (negations, intensifiers) correctly adjust the sign
and weight in 71% of cases. In contrast, in the lexicon-
based scheme, this share did not exceed 44%.

Latency indicators demonstrate the module’s
readiness for streaming monitoring: latency is 45
ms/document and throughput is 22 documents per second
for a single-threaded CPU container (12-core Intel Xeon,
3.1 GHz). This is 4.6 times faster than a fine-tuned mMBERT
classifier on the same hardware profile (= 200
ms/document).

Error analysis revealed that the most significant
confusion occurs between neutral and mildly negative texts
(FNR = 0.11). The reason is the high level of euphemisms
in news about economic sanctions, where indicator words
(“slowdown”, “fluctuation”) have low intensity ; and
often remain below the threshold 6. Additional enrichment
of the lexicon with such vocabulary reduces AF1 by another
0.8 pp (from 0.85 to 0.858).

Ablation of contextual modifiers (leaving only the
lexicon + threshold rule) immediately reduces macro-F1 to
0.80 and increases MAE to 0.20; thus, contextual rules
provide approximately 70% of the total gain, while
domain-specific lexicon accounts for the remaining 30%.

Thus, the results in Table 2 confirm hypothesis H1
and demonstrate that a context-sensitive lexicon-based
model can deliver competitive quality while maintaining
transparency and real-time operation, which are necessary
for operational monitoring of information threats.

5.3. Polarity-inversion detection accuracy

The inversion algorithm was developed to automati-
cally reverse the sentiment index sign when a message
originates from a hostile source and does not contain “an-
chors” of direct mention of Ukraine. The goal is to reduce
misinterpretation of sarcastic or propagandistic materials,
i.e., to fulfil hypothesis H2: to minimise the mean absolute
error (MAE) by at least 15% compared to the system with-
out inversion.

According to 5-fold cross-validation, the average
classification accuracy is 0.88 + 0.04 and the F1-score for
the “in-version” class is 0.80 + 0.05 (see Table 3). At the

same time, polarity MAE decreased from 0.22 (baseline
configuration) to 0.18, which is an 18.2% reduction, ex-
ceeding the target threshold of 15% and formally confirm-
ing the hypothesis H2.

Table 3
Inversion detection indicators (5-fold CV, mean + sd)
Class Precision Recall F1-score
With 0.81£0.05 | 0.79+0.06 | 0.80 +0.05
Inversion
W/O 0.88+0.04 | 0.91+0.03 | 0.89+0.03
Inversion

Latency ~ 48 ms/doc
Throughput = 20 doc/s

For documents requiring inversion, the algorithm
achieves Precision = 0.81 and Recall = 0.79. High preci-
sion means that false-positive inversions are rare (= 19%),
while the Recall of 0.79 indicates that the algorithm cor-
rectly reverses the sign in four out of five cases. The re-
maining errors are mostly messages with mixed vocabu-
lary, where mentions of “AFU” are masked by ambiguous
abbreviations (“UAF”, “Ukr army”).

For the majority of documents that remain un-
changed, Precision = 0.88 and Recall = 0.91 were
achieved, indicating that the risk of mistakenly altering the
sentiment sign is minimal. The structure of the confusion
matrix indicates that the share of false negatives (incor-
rectly not inverted) is 8.6%, and the share of false positives
is 6.7%.

The difference in MAE between the “with inversion”
and “without” models was tested using a paired t-test (t =
4.83, p < 0.001), and the difference in F1-score — using
McNemar's test for error cells (y>=18.7, p<0.001). There-
fore, the improvement is not random.

These precision/recall trade-offs indicate residual
false decisions on mixed or abbreviated mentions (e.g.,
“UAF”, “Ukr army”) and in code-switched contexts. As
mitigation, the anchor normalisation (aliases, abbrevia-
tions, inflexions) will be expanded, and a lightweight
learned inversion classifier will be evaluated to comple-
ment rules while preserving the current CPU latency
budget.

The algorithm most often fails in two situations:

1. Quotes from Russian politicians where the topo-
nym “Ukraine” is present, and therefore the inversion rule
is blocked, although the sentiment is contextually hostile;

2. Satirical Ukrainian posts where the source is not
marked as “hostile”, but sarcasm is directed against
Ukraine —such cases fall into false negatives. An expanded
sarcasm model and hybrid source verification are required
to reduce them.

Adding the inversion block increases the average
computational cost to only 48 ms/document, which is 3 ms
more than the baseline; throughput remains at = 20 doc/s
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in the CPU container. The increase in latency by +6.7%
fits within the constraint of hypothesis H4 (no more than
10%).

For context, the system's polarity inversion and sen-
timent analysis modules were qualitatively compared with
selected commercial OSINT and information monitoring
solutions, such as Logically Al and Cyware Threat Intelli-
gence. While those platforms offer extensive multilingual
feeds and predefined alert categories, they often lack trans-
parency regarding model logic, decision rationale and lin-
guistic adaptation to region-specific features. In contrast,
the proposed system provides fully explainable outputs,
customizable domain-specific lexicons, and real-time po-
larity adjustment for Ukrainian- and Russian-language dis-
information patterns — offering a distinct advantage for tar-
geted CERT and hybrid threat response operations.

Thanks to the reduction in MAE and the low false
positive rate, the inversion module achieves an absolute
improvement of 4.4% in the overall Recall of the final plat-
form (Section 4.4), thereby directly enhancing the ability
to detect disinformation promptly. The confirmation of hy-
pothesis H2 guarantees that the module justifies its inte-
gration cost.

5.4. Thematic classification results

The hybrid scheme “ensemble ML + RAKE/TF-
IDF" demonstrated a macro-F1 score of 0.83 + 0.03 (95%
ClI: 0.804-0.855) and a micro-F1 score of 0.84 & 0.02 (see
Table 4). Compared to the baseline Random Forest model
(macro-F1 =0.78 £0.03), the gain is +5 percentage points,
which fully satisfies the condition of hypothesis H3 and
verifies the third novelty point.

On the horizontal chart (see Figure 8), it is visible that

only three topics fall below 0.80 F1 (“Pro-Russian move-
ments”, “Information space of the Russian Federation”,
“Information space of Belarus”). At the same time, the re-
maining eleven exceed or approach 0.85. The indicators
are consistent with the data in Table 4, where the maxi-
mum F1 value (0.88) is achieved for “Image of Ukraine in
the EU” and “Image in the USA/Canada/UK”.

Information messages about international image
contain a stable set of key markers (“€Bpokomicis’”/“Eu-
ropean Commission”, “Congression bill”, “NATO”),
which allows both the dictionary and the TF-IDF parts of
the model to form clear vector profiles. This increases
both Precision (0.87-0.89) and Recall (0.87-0.88).

The classes “Pro-Russian movements” and “Infor-
mation space of the Russian Federation” demonstrate the
lowest F1 values (0.79 and 0.78). Error analysis reveals
that these categories exhibit high thematic overlap with
the “Situation in the Russian Federation” category, re-
sulting in 32% of misclassifications due to confusion be-
tween them. Additional retraining of the dictionaries on
the jargon of Telegram “Z-movement” channels is ex-
pected to reduce this misclassification error.

The average deviation between Precision and Re-
call across all categories is less than 0.03, indicating a
balanced model. The most significant gap (0.02) is ob-
served in the “Image in Africa” category, where specific
geopolitical terms are more likely to generate false posi-
tives during RAKE extraction.

Disabling the dictionary component reduced macro-
F1 to 0.80, while disabling the ML ensemble and retain-
ing only the rule-based part reduced it to 0.76; thus, ap-
proximately 60% of the accuracy gain is provided by the
ML ensemble and 40% by expert keywords. This con-
firms the synergistic effect of hybridisation.

Table 4
Thematic classification results (5-fold CV, mean + sd)

No Topic Precision Recall F1-score
1 Military and political leadership 0.85+0.03 0.83 £ 0.04 0.84 +0.03
2 Law enforcement agencies 0.87 +£0.02 0.85+0.03 0.86 +0.02
3 Armed Forces 0.88 =0.03 0.86 +0.04 0.87 £0.03
4 Pro-Russian religious organisations 0.82 £ 0.04 0.79 £ 0.05 0.80 £ 0.04
5 Socio-political situation in the regions 0.84 £ 0.03 0.82 £ 0.04 0.83 £0.03
6 Pro-Russian movements 0.80 +0.05 0.78 £0.06 0.79 £ 0.05
7 Image in the EU 0.87 +£0.02 0.88 £ 0.02 0.88 £ 0.02
8 Image in the USA/Canada/UK 0.89 +£0.02 0.87 +£0.02 0.88 +£0.02
9 Image in Africa 0.82 £ 0.03 0.80 £ 0.04 0.81 +£0.03
10 Image in Asia 0.81+£0.04 0.79 £0.04 0.80+0.04
11 Information space of the Russian Federation 0.79 £0.05 0.77 £0.05 0.78 £0.05
12 Information space of Belarus 0.80£0.05 0.78 £0.05 0.79 £0.05
13 Situation in the Russian Federation 0.83 £0.03 0.81 £ 0.04 0.82 £ 0.03

Macro-F1 = 0.83 = 0.03;
Micro-F1 =0.84 £ 0.02;
Latency =~ 55 ms/doc;
Throughput ~ 18 doc/s.
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Even with two-stage inference logic, the system
maintains a latency of approximately 55 ms/document
and a CPU throughput of roughly 18 documents per sec-
ond, meeting the requirements and emphasising real-time
practicality. The increase in latency compared to pure
Random Forest (= 40 ms) is only 37%, while the macro-
F1 gain is 6.4%.

In summary, the increase in macro-F1 by five per-
centage points or more, as demonstrated in Table 4 and
Figure 7, together with acceptable latency, clearly con-
firms hypothesis H3 and demonstrates the effectiveness
of Novelty 3 — hybrid thematic classification.

5.5. End-to-end system throughput,
latency and recall

The final experiment integrated all developed modules
into a single pipeline — from preprocessing to visualisation
— to test hypothesis H4: (i) overall Recall should increase by

o4 & o8
Fl-stang

Fig. 8. Horizontal chart of F1-score across 13 thematic categories

at least 10% compared to sequential execution of modules
without data exchange; (i) the average system latency must
not exceed the baseline by more than 10%.

Table 5 shows Recall sys = 0.85 £+ 0.03 (95% CI:
0.815 — 0.879), which is +0.08 (10.4 percentage points)
higher than the baseline version (0.77 + 0.04). The
improvement is statistically significant (bootstrap, p < 0.01)
and directly confirms the first part of H4. Overall, Precision
and Fl-score remained at the levels of 0.86 and 0.85,
respectively, indicating that the gain in Recall was not
“purchased” at the cost of a sharp increase in false positives.

The latency histogram (see Figure 9) indicates that
the fastest module is cosine similarity (44 ms/document),
while the slowest is thematic classification (55 ms). The
arithmetic mean of the individual blocks is 48.7 ms. Still,
thanks to pipelined processing and dictionary caching,
the end-to-end latency is 58 ms per document, i.e., only
a 6.4% increase over the baseline (54 ms). Thus, the
condition Alatency < 10% is also met.

Latency across different modules (ms/document)
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Fig. 9. Latency per module
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Figure 10 illustrates that the throughput of individ-
ual modules ranges from 18 to 23 documents per second.
The pipeline delivers 17 documents per second, which is
equivalent to processing = approximately 60,000 docu-
ments per hour on a single CPU node and exceeds the
planned requirement of 50 documents per second under
parallel scaling.

Error chain analysis reveals that 62% of the Recall
gain is attributed to the inversion module (reducing false
negatives on sarcastic texts), 28% to thematic classifica-
tion (redirecting documents to the correct categories),
and 10% to the similarity block, which filters duplicates
before final voting. This confirms the synergy of the in-
tegrated information technology.

In the old architecture, the results of each block were
written to intermediate tables and the next module pro-
cessed them independently. Such a scheme had a 74 ms
latency and a throughput of 15 documents per second; the
integrated version delivers a —21% latency reduction and a
+13% speed increase, additionally improving Recall.

The theoretical complexity of the pipeline is O(n),
with a coefficient equal to the sum of the modules’ con-
stants; practical linearity was verified by a test with a 10x
increase in the queue, where latency changed by < 2 ms.
Horizontal scaling (k replicas) is perfectly linear up to k
~ 6, after which 8% network overhead appears.

Adding Fairness checks (Model Cards & post-pro-
cessing of AF1) increased latency by 3 ms (= 5%), but
reduced the Fairness Gap from 6.8% to 4.1%, remaining
within the 10% budget. Thus, the responsible Al instru-
mentation layer does not violate the response time re-
quirements.

The obtained metrics (Recall_sys + 10.4%, Latency
+6.4%) confirm hypothesis H4 and demonstrate that the
integrated information technology achieves better detec-

tion capability without significant performance degrada-
tion, thereby reinforcing the fourth element of scientific
novelty.

5.6. Fairness, transparency
and user satisfaction evaluation

As part of the defined objectives, a comprehensive
approach was implemented for evaluating the text classi-
fication model, particularly for Ukrainian news, with an
emphasis on Responsible Al analytics).

As a first step, the Fairness Gap AF1 was calculated.
After analysing the classifier’s performance on test data
divided into 13 thematic categories, the maximum F1
value obtained was 0.88 and the minimum was 0.78. Ac-
cordingly, the Fairness Gap (AF1) is 3.7%, indicating an
acceptable, though noticeable, difference in classification
accuracy across categories (Table 5).

The next step was implementing the confidence
thresholding mechanism, which redirects documents to
an expert when the model outputs a low confidence level
(below the established threshold). This provides an addi-
tional level of review for documents that may have been
incorrectly classified.

To ensure transparency, Model Cards were prepared
and audited. They include a detailed description of the
model’s purpose, data, metrics, ethical considerations and
limitations. The audit of the Model Cards demonstrated a
high level of compliance (AuditScore > 0.90), meeting the
established criteria for documentation quality.

Accountability was ensured through full experiment
traceability, including the fixation of the random number
generator seed, configuration logging and storage of key
artefacts (models and dictionaries).

Throughput across different modules (documents/sec)
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Table 5
Fairness Gap AF1 indicators
Category F1-score

1 0.84

2 0.86

3 0.87

4 0.80

5 0.83

6 0.79

7 0.88

8 0.88

9 0.81
10 0.80
11 0.78
12 0.79
13 0.82

p=0.8269
MAE = 0.0305
AF1 = MAE/u x100%= 3.7 %

To implement the principles of Beneficence / Non-
maleficence, an audit of classification results was con-
ducted to identify potential harm or bias. It was found that
specific categories exhibit lower accuracy. Therefore, ad-
ditional monitoring and refinement of the training data
are recommended in such cases (e.g., categories with an
F1-score below 0.80 in Table 5).

As part of the study, expert evaluation was con-
ducted on the quality of automatic thematic categorisa-
tion and sentiment determination for a selected set of
documents. The overall User Satisfaction Score (USS),
calculated as a weighted average of scores from three
groups of evaluators (PhDs, PhD candidates and stu-
dents), was 4.14 out of 5 possible. This indicates that the
models generally achieve high accuracy in the automatic
processing of news content.

To illustrate the variability in results, Table 6 pre-
sents examples of documents with the highest and lowest

USS values. All documents with the highest scores re-
ceived a maximum average rating of 5.0, indicating their
complete alignment with expert expectations. In contrast,
the lowest scores reached 2.9, pointing to significant
shortcomings in automatic classification or explanation.

To confirm the stability of the obtained quality met-
rics, stratified K-Fold Cross-Validation (K=5) was used.
This enabled the calculation of statistically justified met-
ric values, including means and standard deviations, for
Precision, Recall and Fl1-score (Tables 2-4). The 95%
confidence intervals for all key metrics were estimated us-
ing the non-parametric bootstrap percentile method with
1,000 resamples. This approach ensures high representa-
tiveness and reliability of the obtained estimates.

In addition, a Drift Monitoring mechanism was im-
plemented, which allows controlling the drift in input data
characteristics by periodically comparing keyword fre-
quencies and other text indicators. This ensures timely de-
tection of changes in the input data distribution, enabling
the model to adapt.

5.7. Comparison
with existing solutions

The proposed context-sensitive sentiment analysis
method demonstrates macro-F1 = 0.85 + 0.03 (95% CI:
0.808 — 0.853; bootstrap, 1,000 resamples) on validation
(Table 2), which significantly exceeds baseline lexicon-
based models such as VADER (= 0.76) and SentiWord-
Net (= 0.74) in the task of short media text classification
[21]. Compared to classical machine learning approaches
without domain-specific adaptation, the macro-F1 gain
exceeds seven percentage points, indicating the advantage
of integrating contextual modifiers and domain lexicons
into information security monitoring systems.

Table 6
Top & Bottom USS Scores
Class Precision Recall | Fl-score
Missile strike on Kyiv (BBC) Image of Ukraine in the 10 % 5.0
USA/Canada/United Kingdom
Death of journalist Roshchyna (Hromadske) Armed Forces of Ukraine 10 % 5.0
Report from Sumy (“death bus”) (Hromadske) Military and political leadership of 10% 5.0
Ukraine
BBC News (2025 April 28) Bristol in Pictures: | International image of Ukraine in Afri- | 20 % 2.9
The Manics rock the Beacon can countries (English, French, Arabic
languages)
CNN World (2025 April 29) Putin thanks North | Ukraine in the information space of the | -40 % 2.9
Korea for help in Kursk, as Germany criticises Russian Federation
the US plan for Ukrainian concessions
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The automatic polarity inversion algorithm showed a
reduction in mean absolute error by 18.2%, which is higher
than the gains achieved by other methods of sarcasm and
hostile content correction in texts - for example, systems
with negation scope in irony detection tasks (accuracy
+6%, [24]) or domain-based lexicon adaptations (Recall
+9%, [22]). Thus, the specific adaptation of inversion logic
for information threats proved more effective than general-
purpose approaches to sarcasm processing in social media.

The hybrid thematic classification scheme (ensem-
ble ML + RAKE/TF-IDF) achieved macro-F1 = 0.83,
which significantly outperforms the effectiveness of clas-
sical lexicon-based rule-based systems (72—78%, [31,
32]) and approaches the level of fine-tuned mMBERT on
large corpora (87%, [33]). At the same time, the proposed
approach provides much lower latency (= 55 ms versus
hundreds of milliseconds in large Transformers), which is
critically essential for real-time operational response to in-
formation threats.

The integrated information technology achieved an
increase in Recall_sys by 10.4 percentage points while
maintaining latency at +6.4%, demonstrating a better bal-
ance between quality and performance compared to clas-
sical pipeline systems in OSINT analytics, where the re-
call gain from module integration amounted to 5-7%, but
at the cost of a latency increase exceeding 15% [1, 2, 8].
This indicates the effectiveness of the applied optimisa-
tions in dictionary caching and parallel processing.

The concept of responsible evaluation, which inte-
grates Fairness Gap, Model Cards, and User Satisfaction
Score, surpasses classical post-audits of model accuracy.
The average Fairness Gap in the system is 4.1%, com-
pared to = 6-12% in conventional scenarios without post-
correction (e.g., Post-Processing Equalised Odds [50]).
User Satisfaction was rated at an average of 4.5 out of 5,
which also exceeds the typical user trust scores in similar
systems (3.8-4.2 based on UX tests [56]). This indicates

the successful integration of Responsible Al principles
into the practice of information security.

To assess the effectiveness of the proposed infor-
mation threat monitoring system, a comparison was made
between the results of each functional module and the cor-
responding solutions described in the literature (see Sec-
tion 2). Table 7 provides a concise summary of the accu-
racy, performance, and ethical compliance indicators of
the proposed approach, as well as a comparison with ex-
isting methods.

Analysis of the data in Table 6 reveals that all com-
ponents of the proposed system not only meet but also
exceed the level of modern baseline approaches in terms
of key metrics, including quality, performance and ethi-
cal compliance. The obtained results confirm hypotheses
H1-H5 and demonstrate the practical readiness of the so-
lution for deployment in real-world operational monitor-
ing scenarios of information threats.

6. Discussion
6.1. Confirmation of hypotheses H1-H5

The conducted study confirms all five hypotheses
formulated in the introduction.

In particular, hypothesis H1, which predicts an in-
crease in macro-F1 by >7 percentage points in the senti-
ment analysis task, is empirically verified: a value of 0.85
+ 0.03 was achieved on validation, exceeding the base-
line lexicon-based model by 7 percentage points (Table
2).

Similarly, hypothesis H2 on the reduction of mean
absolute error (MAE) in polarity inversion by >15% is
confirmed by a result of —18.2% obtained after imple-
menting the inversion block (Table 3), which is accom-
panied by an increase in the F1-score for the "Inversion"
class to 0.80 + 0.05 (95% CI: 0.752 — 0.840; bootstrap,
1,000 resamples).

Table 7

Comparison of the study results with existing approaches

No Main result Description Confirmation with the references
Macro-F1 =0.85 + 0.03. .
1 | Gain of +7 percentage points over the Section 4.1 ﬁzlit]performs VADER/SentiWordNet (0.74-0.76)
baseline model VADER/SentiWordNet
) Reduction of MAE by 18.2%. Section 4.2 Exceeds the gain in sarcasm processing
Inversion precision 0.81 ' tasks (6—12 %) [24]
Macro-F1 = 0.83 + 0.03. - Approaches mBERT (87 %);
3 | Gain of +5 percentage points over Section 4.3 | - Outperforms rule-based systems (72—78 %)
Random Forest [31,32,33]
Recall_sys +10.4 percentage points Section 4.3, | Better Recall/Latency gain ratio compared to
4 Latency increased by only +6.4% Section 4.5 | classical pipelines [1,2,8]
Fairness Gap = 4,1 %, Section 1, - Fairness Gap better than without correction
5 | Uss = 4,55 Table2 | (6-12%) 50
’ - Higher USS than typical [56]
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Hypothesis H3 is also confirmed: the hybrid ap-
proach to thematic categorisation (ML ensemble &
RAKE/TF-IDF) showed a macro-F1 gain of +5 percent-
age points compared to Random Forest (Table 4), which
meets expectations.

Hypothesis H4, which anticipated an increase in the
overall Recall of the final system by at least 10% pro-
vided that latency remains within +10%, is supported by
the results in Table 5: Recall_sys increased by +10.4 per-
centage points and latency rose by only +6.4%.

Finally, hypothesis H5 on responsible system eval-
uation (Fairness Gap < 5%, USS > 4.0) is fulfilled
through the computed AF1 = 3.7% (Table 5) and
USS = 4.5/5 (Table 6). Thus, all points of scientific nov-
elty (1-5) are quantitatively and statistically confirmed.

In interpreting these results, it should be noted that
the class-balancing policy (cap < 1,000 per class with
down/up-sampling) may alter empirical priors and, in
turn, inflate the macro-F1 relative to the field prevalence.
A comprehensive prevalence-aware analysis — micro-F1,
per-class average precision, calibration to original priors,
and class-weighted training without capping — is deferred
to future work. The given claims focus on relative
module gains and CPU-bound latency/throughput
feasibility, which is not expected to be affected by this
consideration.

6.2. Comparison of the results with recent
works on text mining and Responsible Al

The Responsible-Al (RAIE) layer was explicitly
used due the target use case — real-time monitoring of
information threats in public-sector and OSINT
workflows — carries a non-trivial risk of harm from
misclassification and requires auditability,
reproducibility, and proportional safeguards. In
operational terms, trustworthiness is enforced through
deterministic training and inference (fixed seeds,
versioned artefacts, audit logs), robustness checks
(stratified CV plus out-of-time evaluation and drift
monitoring), and fairness auditing (Fairness Gap across
languages/sources with thresholds that trigger review).
Explainability is provided via Model Cards and local
post-hoc attributions, making classification decisions
visible to analysts, along with error taxonomies and data
statements to  contextualise limitations.  Low-
latency/low-resource constraints are treated as reliability
requirements: modules meet CPU-only SLOs (=45-58
ms/doc per module; pipeline overhead +6-7%) with
throughput suitable for streaming, and confidence-
thresholding routes low-confidence cases to human-in-
the-loop review. The RAIE gates (e.g., AFl < 5%,
bounded Fairness Gap, explanation coverage, and
latency/throughput SLOs) must be satisfied for
deployment; violations surface alerts and block

promotion until remediated. This design adheres to the
trustworthiness and explainability principles outlined by
the co-author in Sensors [70] and aligns with the
commonly adopted FATE/Al4People guidelines, while
maintaining compatibility with horizontal scaling for
peak-load scenarios.

Compared with existing work in text analysis, the
proposed system demonstrates competitive and, in some
cases, superior results. For example, the sentiment mod-
ule with macro-F1 = 0.85 outperforms lexicon-based sys-
tems such as VADER and SentiWordNet (= 0.74-0.76)
[21], while the inversion algorithm achieves an MAE im-
provement of 18.2%, which is greater than the typical 6—
12% gains in sarcasm detection systems with negation
scope [24]. Thematic classification with a macro-F1
score of 0.83 demonstrates similar effectiveness to fine-
tuned mBERT, while retaining a latency of 55 ms, which
is 3—4 times lower.

In the area of Responsible Al, the system integrates
Model Cards, Fairness Gap, Confidence Thresholding,
and User Satisfaction Score, thereby implementing the
full FATE principles. Compared to approaches that only
implement Post-Processing Equalised Odds [50], the pro-
posed framework reduces the Fairness Gap from 6-12%
to 3.7%, with minimal impact on latency. A higher Au-
ditScore (> 0.90) was also achieved in model documen-
tation, exceeding the average quality of model cards in
open repositories. Therefore, in the context of Responsi-
ble Al, the proposed solution not only meets existing
standards but also extends their applicability in the field
of information security.

These results are consistent with prior research on
enterprise-level cybersecurity integration and cognitive
decision support systems. Previous studies [68, 69]
demonstrated how unified information models and cog-
nitive approaches can enhance decision-making and
threat monitoring, laying foundational principles re-
flected in the current study. Moreover, cognitive model-
ling facilitates the interpretation of ambiguous or incom-
plete textual news, which is critical for the early detection
of information manipulation. Such approaches are em-
bodied in the context-sensitive sentiment module, the po-
larity inversion logic and the integration of expert-guided
decision thresholds. Together, these components ensure
that the system not only achieves high analytical preci-
sion but also supports situational awareness in dynami-
cally evolving information spaces.

6.3. Practical implications for information
security and politics

The research results have direct practical relevance
to building strategic monitoring systems within CERTS,
open-source intelligence (OSINT) centres, media moni-
toring platforms and analytical institutions. Thanks to its
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integrated architecture (sentiment analysis, inversion and
thematic categorisation) and high throughput (up to 17
documents per second) on CPU, the proposed system can
be deployed in real-time settings, enabling rapid re-
sponses to disinformation campaigns. Such functionality
is critical during periods of intensified information at-
tacks or pre-election phases.

In addition to its technical applicability, the system
meets both ethical and legal requirements, thereby open-
ing opportunities for its certification under the EU Al
Act. Specifically, the implementation of audit trails, doc-
umented Model Cards, responsibility metrics (Fairness,
Transparency, Accountability), and explainability mech-
anisms allows the developed solution to be used in polit-
ically sensitive environments. The high User Satisfaction
Score (4.5/5) further strengthens trust in the system
among experts and potential stakeholders, including gov-
ernment agencies and regulatory bodies.

For a more comprehensive quality perspective, fu-
ture work will benchmark state-of-the-art multilingual
transformers on both GPUs and quantised CPUs (INT8)
and evaluate distillation pipelines to achieve transformer-
level F1 at lexicon-like latency. The macro-F1 with 95%
Cls, per-class AP, latency per document, throughput, and
resource budgets will be reported to enable fair compari-
sons.

6.4. Limitations of the study and directions
for future work

Despite the successful implementation of the sys-
tem, the study has certain limitations. The most notable
limitation is the corpus: the majority of texts are in
Ukrainian, which may limit generalizability to messages
in other languages, whereas social media and forums are
less represented. In thematic classification, some catego-
ries have F1 < 0.80, indicating the need for dictionary re-
finement and model retraining on specific subgenres.

While appropriate for comparability, stratified 5-
fold CV does not fully capture temporal drift or source
shift in a 2024 stream. The follow-up experiments with
out-of-time splits (e.g., temporal hold-out and rolling-
origin schedules) and out-of-source evaluation on held-
out media channels to quantify robustness under realistic
deployment conditions are then planned.

Future work directions include:

- Multimodal processing (text + image), particu-
larly for memes or pictures in Telegram channels;

- Self-training on large streams of unannotated
data to adapt to new topics;

- Improvement of explainability modules through
integration of SHAP, counterfactuals and expansion of
the Confidence Filtering block with flexible confidence
logic. Validation on real-world incidents in partnership
with governmental and media institutions is also planned.

The inversion module remains rule-bound and can
be brittle on abbreviated anchors and mixed-language in-
puts, yielding the precision/recall trade-offs reported
above. Future work will (i) expand anchor normalisation
and source verification and (ii) add a small, learned in-
version component to reduce residual false decisions
without breaching the end-to-end latency constraints. Al-
terations to the main conclusions on relative gains and
feasibility are not expected.

6.5. Cybersecurity Implications

The developed integrated text mining system signif-
icantly advances cybersecurity capabilities by providing
real-time detection of hostile information campaigns and
disinformation narratives. By enhancing recall and mini-
mising false negatives through polarity inversion detec-
tion, the system effectively supports cybersecurity ana-
lysts and OSINT experts in identifying coordinated influ-
ence operations and early-stage cyber threats. Addition-
ally, the Responsible Al Evaluation ensures compliance
with GDPR, transparency, fairness and accountability,
thus making the solution highly suitable for deployment
in sensitive cybersecurity and governmental contexts.
Specifically, the system supports the real-time identifica-
tion of coordinated hostile narratives, the early detection
of information operations preceding cyberattacks, and
enables a rapid response during hybrid warfare cam-
paigns.

The system’s output can be aligned with MITRE
ATT&CK tactics and techniques to contextualise de-
tected narratives within adversarial behaviour models.
For instance, specific disinformation themes identified
by the thematic classifier correspond to TTPs such as
TAO0043 (Reconnaissance) or TA0011 (Command and
Control) in influence operation contexts. Future work
also includes formal mapping to ST1X 2.1 objects to en-
able integration with CT1 platforms.

7. Conclusions

In conclusion, this research presents a comprehen-
sive solution that combines high technical efficiency in
textual data processing with ethical responsibility in Al,
tailored explicitly for cybersecurity tasks such as infor-
mation threat intelligence, hybrid warfare analytics and
CERT operations.

Empirical results confirmed all five hypotheses for-
mulated at the beginning of the study. The context-sensi-
tive sentiment analysis module outperformed baseline
models by 7 percentage points in macro-F1 (H1), polarity
inversion reduced the mean absolute error by 18.2%
(H2), the hybrid thematic classification delivered a +5
percentage point gain over Random Forest (H3), integra-
tion of the three modules increased Recall_sys by 10.4
percentage points with acceptable latency growth (H4),
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and the comprehensive Responsible Al framework
achieved a Fairness Gap of 4.1% and a USS of 4.5/5
(H5), demonstrating full alignment with the stated objec-
tives.

The system's key components include methods for
context-sensitive sentiment analysis, polarity inversion
detection, thematic classification and Responsible Al
metrics (Fairness, Transparency, Accountability, Ethics).
The novelty lies in the hybridisation of linguistic and ma-
chine learning models, as well as in the integration of
quantitative metrics with formalised documentation
(Model Cards), ensuring a balance between accuracy and
accountability in critical information scenarios.

The system can be deployed in media monitoring
analytical centres, cybersecurity structures (CERT,
OSINT) and analytical units of government institutions.
With a throughput of over 17 documents per second and
a latency below 60 ms, it can be scaled for streaming
analysis. The presence of an audit trail, Model Cards, and
a Confidence Thresholding mechanism enables its inte-
gration into ecosystems that comply with the EU Al Act
or ISO/IEC 42001 requirements.

While the current implementation focuses on
Ukrainian- and Russian-language content, the platform's
modular architecture allows for future adaptation to other
languages and contexts, provided that appropriate da-
tasets and model retraining procedures are available.

Further research is expected to expand the corpus to
include multilingual and multimodal sources, automate
model retraining using self-training, develop neural ex-
plainability modules (e.g., with SHAP or counterfactual
generation), and investigate the dynamics of changes in
information narratives over time using drift detection and
streaming adaptation models.

Contribution of authors: Hennadii Bohuta,
Lesia Bilovus and Khrystyna Yurkiv compiled a
multilingual corpus of news and social-media posts on
information threats related to Ukraine for 2022-2025.
Khrystyna  Lipianina-Honcharenko, Hennadii
Bohuta, lhor Ihnatiev implemented a sentiment
analysis module with polarity inversion to detect covert
hostility and sarcasm. Khrystyna Lipianina-
Honcharenko, Ihor lhnatiev developed a hybrid topic
classification approach combining dictionary-based
methods and machine-learning ensembles. Oleg
llliashenko, Myroslav Komar, lhor Ilhnatiev
constructed the Responsible Al Evaluation (RAIE)
framework with indicators for Fairness Gap, Model
Cards, and User Satisfaction. Ihor Ihnatiev integrated all
modules into a unified pipeline and performed quality
(macro-F1, MAE) and performance (latency, throughput)
evaluation. Khrystyna Lipianina-Honcharenko, Ihor
Ihnatiev conducted the experimental validation of
hypotheses H1-H5 and synthesised the resulting

evidence. Oleg Illiashenko provided the general review
and editing of the research results and the manuscript it-
self.

Project information: This study depicts the results
of an interdisciplinary research project between West
Ukrainian National University (Department of Infor-
mation Computer System and Control, and Cyber Secu-
rity Department), Leeds Beckett University (School of
Built Environment, Engineering and Computing), UK,
and National Aerospace University “Kharkiv Aviation
Institute”, Ukraine, dedicated to the development, test-
ing, and implementation of an integrated text-mining
technology for real-time monitoring of information
threats in Ukraine. Its goal is to design and experimen-
tally validate an end-to-end system that automates con-
text-sensitive sentiment analysis, polarity-inversion de-
tection and thematic classification within a Responsible
Al framework. The corpus comprises 10,350 unique doc-
uments collected from major Ukrainian news RSS feeds,
social media APIs, and relevant blogs during January-
December 2024, with stratified 5-fold cross-validation
for evaluation. The system is realised as a modular cli-
ent—server stack (Python + Streamlit + Transformers +
Docker) suitable for secure, scalable deployment and in-
tegration into compliance-oriented environments (e.g.,
EU Al Act/ISO/IEC 42001). The authors note that the
study was conducted without external financial support.

The technology’s effectiveness and reliability hinge
on accurate detection of covert manipulations (polarity
inversion), fair/transparent classification across multilin-
gual, multi-topic streams and low-latency throughput for
operational use (CERT, OSINT, government analytics).
Empirically, the sentiment module attains macro-F1 =
0.85; the inversion algorithm reduces polarity MAE by
18.2% with minimal latency overhead; and the hybrid
thematic classifier achieves macro-F1 = 0.83 at =55
ms/doc and =18 docs/s. Integrated end-to-end, the pipe-
line raises overall recall by +10.4 percentage points while
keeping latency growth within ~10% and the RAIE
framework ensures AF1 < 5% with an expert User Satis-
faction Score of 4.14/5.

The results presented in the paper contribute to ad-
dressing critical challenges in information security by
providing novel algorithms for context-sensitive senti-
ment analysis, inversion-aware classification, and re-
sponsible evaluation through fairness, accountability,
transparency, and user satisfaction indicators.
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3ATAJIbHAA METO/I BUSIBJAEHHS THOOPMALIAHUAX 3AT'PO3
Y PEXKUMI PEAJIBHOTI'O YACY HA ITPUKJIAII YKPAIHHA

X. B. Jlin’anina-I'onuapenxo, M. I1. Komap, I'. M. bocyma,
I B. Iznames, X. B. IOpkis, O. O. Innawenko, JI. I. Binogyc

IIpeameTom IOCIIKEHHS € 3aralbHUI HAOIp METO/IB 1 CHCTEMHA apXiTeKTypa Ui TeKCTOBOI aHAITHKH, 10

3a20e31edyroTh BUSBJICHHS Ta MOHITOPUHT iHQOPMAIIIITHHAX 3arp0o3 Y peKUMi peabHOTO Yacy, Bepu]ikoBaHi Ha KeHci
VYkpainu. 3arponoHOBaHM HaOip METOMIB iHTErpye aHaji3 TOHAJIHHOCTI, 0OpOOIeHHS iHBEpCii MOMSIPHOCTI Ta TEMa-
TUYHY KIacu(}iKallito Ha OCHOBI METO/IIB MAIIMHHOTO HaBYaHHA. JIOCHIIKEHHS aKTyalli3yeThCs B YMOBax TiOpHIHOT
BiliHM, KoM iH(OpMAILlifiHEe CepeIoBHUIIe CTae MoieM Je3iHdopmallii, MaHIMyIATUBHAX KaMIaHIi Ta KOTHITHBHOTO
BIUIHBY. MeTOI0 € po3po0Ka Ta eKCIIeprMEHTaIbHA BaJlifallisi KOMIUIEKCHOI iH(opMaIliiiHoi TeXHOOrI] A1 aBTOMa-
THU30BaHOTO BHSBIICHHS 3arpo3 B iHGOpMamiifHOMY IpocTopi YKpaiHu, ska 0a3yeThCsl Ha MPUHIWNAX BiAIIOBITaIh-
Horo mrygrHoro inrenekty (Responsible Al) ta cydackux meromax o6poOKM MPUPOAHOI MOBH. 3aBAaHHs: GopMy-
BaHHS 6araTOMOBHOT'0 KOPITYCY TEKCTiB HOBHH Ta COLIIATBHUX Melia, peai3allis MOyl aHaJli3y TOHY 3 YpaxXyBaHHAM
iHBepCii MONSAPHOCTI, PO3pOOKa TiIOPUIHOTO METOYy TEMATHYHO! KIACH(IKaIlil i3 3aydeHHIM CIOBHHKIB KITFOYOBUX
CIIiB Ta aHCaMOIIB MoJeNeil MaIlMHHOTO HaBYaHHSA, MOOYyIOBa (QpeiMBOPKY OmiHIOBaHHS BimmoBimambHoro 1T
(RAIE) i3 moKa3HHKaMH Y€CHOCTI, TPO30POCTi Ta KOPUCTYBAIBKOI 3a710BoJIeHOCTI. OTpUMaHi pe3yabTaTH ITiATBEp-
JUKYIOTB BCi II'ITh BUCYHYTHX TiIOTE3: pO3poOICHUI MOIYITh aHalli3y TOHY Aocsirae Makpo-F1 = 0.85 ta 3amxye MAE
Ha 18.2% mopiBHIHO 3 6a30BOI0 MOJEIIIIO; ANTOPUTM BHSABIIECHHS 1HBEPCil 03BOJISIE aBTOMATUYHO 3MIiHIOBATH 3HAK
EMOIIITHOTO iHAEKCY MPY BHUABIICHHI MAHIMTYISTHBHUAX TOBiIOMJICHB, TOKPAIIYIOUYX TOYHICTh BU3HAYCHHS BOPOXKUX
HapaTuBiB; TiOpUIHA TeMaTH4HA Kiacudikamis 3ade3nedye Makpo-F1 = 0.83 mpu 3aTpmMIii 55 Mc/qOKYMEHT Ta TIpo-
IyKTUBHOCTI 18 mOKyMeHTiB/ceKyHaa; iHTerpallisi MOIYIiB Y €INHUN NMaNIDIaifH MiIBUIIYEe IOBHOTY BUSBIICHHS 3a-
rpo3 Ha 10.4% 6e3 icTOTHOTO 3pOCTaHHA 3aTPUMKH; BIIPOBaKEHHS KoHIenTyanbHoi mozeni RAIE 3abesneuye AF1
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< 5%, cepenHiii 06an 3amoBoieHocTI exciepTiB 4.14/5 Ta HesHauHe 30inbmIeHHs 3aTprMKH (<10%). BrucHOBKM CBif-
YaTh IpO Te, IO 3aIPONIOHOBAHA CHCTEMA MOEJHYE BUCOKY TOYHICTD BUSIBICHHS 1H(GOPMAIIHUX 3arpo3 i3 IpHHIH-
TIaMH €TUYHOCTI, ITPO30POCTi Ta KOPUCTYBAIBKOI OBipH, 1110 3a0e3nedye i1 MpaKTHYHY IIHHICTB VIS JIep KaBHUX ICH-
TpiB kibep3axucry, CERT ta OSINT-mratdpopm. BucnoBku. HaykoBa HOBH3Ha mossirae y po3poO1ii HOBUX METO/IIB:
KOHTEKCTHO-UYTJIMBOTO aHaJli3y TOHY 3 YpaXyBaHHSM clienn(iku BiiCHKOBOI JIEKCUKH; alNTOPUTMY 1HBEpPCii MOJsIpHO-
CTi JUIs BUSIBJICHHS IPUXOBAHOI BOPOXKOCTI; T1OpHIHOI TeMaTHYHOI Kiacudikamii, 0 IoeaHye MalllMHHE HaBYaHHS
Ta eKCIIEPTHI CIIOBHUKH; IHTETPOBAHOI apXiTEKTypH iH(POPMAIiIHOI TEXHOJNOTI 3 IPOAYKTHBHICTIO >17 NOKyMeH-
TiB/CeKyH/1a; MOJIEI OIiHIOBaHHs BianosigaasHoro 11 3 BipoBamkenusm Fairness Gap, Model Cards ta User Satis-
faction Score.

Kiro4oBi cj10Ba: TeKCTOBHI MaliHIHT; aHaJIi3 HACTPOIB; BUSBIICHHS iHBEpCii; KiTacu(ikallis TeKCTiB; MallIMHHE
HaBYaHHSI.
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