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METHODOLOGY OF STATISTICAL SYNTHESIS AND ANALYSIS METHODS  

FOR STOCHASTIC SIGNAL PROCESSING IN MULTI-ANTENNA  

RADIO DIRECTION FINDERS 
 

The subject of this study is the development of a statistical synthesis methodology and analysis methods for pro-

cessing stochastic signals in multi-antenna radio direction finders. The aim of this study is to improve the accu-

racy, stability, and adaptability of these systems under changing operating conditions, especially for applications 
involving unmanned aerial vehicles. The objectives of the study are: 1) formulation of analytical models of sig-

nals and noise with specified statistical characteristics; 2) determination of the criteria for the maximum likeli-

hood function for solving optimisation problems; 3) creation of a basis for estimating marginal errors of measur-

ing the angular positions of radio sources emitting stochastic signals; 4) development of a structural diagram of a 

radio direction finding system based on the obtained algorithm; 5) simulation modelling of the direction finder. 

The methods for solving the tasks are statistical theories of radio engineering systems, simulation modelling and 

optimisation in the spectral domain to solve the problems of designing radio direction finders capable of pro-

cessing stochastic signals. This approach allows for the integration of amplitude and phase measurements for 

multiple antennas, ensuring compatibility with UAV-specific constraints, such as size, weight, and aerodynamic 

characteristics. The following results were obtained: 1) theoretical foundations for optimising radio direction 

finders for stochastic signals, validated by simulation and analytical modelling; 2) algorithms and block dia-
grams for a prototype single-antenna non-scanning radio direction finder, demonstrating the proposed method-

ology; 3) experimental verification confirming the feasibility of the proposed methods. This work provides a way 

for further development of multi-antenna direction-finding technologies, offering scalable solutions for use in 

UAVs and allowing accurate estimation of signal parameters under conditions of uncertainty. Future directions 

include the extension of the methodology to dual-antenna systems, hybrid configurations, and spatially distributed 

multi-antenna systems. 

 

Keywords: statistical optimization; stochastic signal processing; radio direction finders; multi-antenna recep-

tion. 

 

1. Introduction 
 

Motivation. Radio direction finders and radio di-

rection finding systems [1] are widely used in radar [2, 

3], radiometry [4, 5], radio navigation [6, 7], communi-

cation systems [8, 9], and radio control [10]. The main 

task of an individual radio direction finder is to measure 

the angular position of a radio source, and the main task 

of a group of direction finders is to measure the spatial 

position of such a source or group of sources. The exist-

ing theoretical and practical results on designing angular 

position determination systems [11, 12] are significant 

and provide a solid basis for further improving the 

structure of radio direction finders, which involves im-

proving their accuracy, expanding their operational 

range, increasing their resistance to interference, and 

providing greater flexibility in adapting to changing 

operating conditions. 

It is worth noting that most of the existing devel-

opments [13, 14] are focused on the use of radio direc-

tion finders in certain traditional conditions: from 

ground platforms, missiles, aircraft, helicopters and 

ships, where the dimensions, modes of movement and 

features of equipment installation are mostly stable and 

predictable. At the same time, the rapid proliferation of 

unmanned aerial vehicles (UAVs) is creating new chal-

lenges in the field of radio direction finding. In particu-

lar, the small size of UAVs, specific of their take-off 

and landing procedures, unique aerodynamic features, 

and a significantly different flight profiles make it im-

possible to directly transfer existing design solutions to 

a new platform. These factors necessitate a thorough 

rethinking of design approaches and improvement of 

radio direction finding systems to meet the requirements 

of modern operating conditions and new types of carri-

ers. To update the design approach, it is advisable to 

develop generalized theoretical foundations for the syn-

thesis radio direction finders with arbitrary configura-

tions, which can subsequently be adapted to the charac-

teristics of UAVs. 
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It is worth noting that in [15, 16], the authors in-

vestigated the features of optimal processing of func-

tionally deterministic signals in multi-antenna radio 

direction finders. However, the assumption of full 

knowledge of the signal model limits the real scope of 

the obtained results because, under practical conditions, 

the task of direction finding of stochastic, a priori un-

known signals, for which the optimal approach to pro-

cessing and determining the parameters of received sig-

nals requires additional research and development [17]. 

The development of new algorithms for the direc-

tion finding of stochastic signals is also relevant due to 

the significant advancements in electronic components 

and computing technologies over recent decades [18, 

19]. A major limitation in the implementation of algo-

rithms for the direction finding of noise-like signals is 

typically their relatively wide frequency bandwidth. 

This previously complicated the digitization of such 

signals and required specialized computational devices 

for their processing, which could not always be imple-

mented as compact onboard systems. 

Currently, there are no significant technical obsta-

cles to the implementation of compact multi-channel 

radio receiver devices capable of processing radio sig-

nals in real-time with bandwidths of several gigahertz. 

For example, multi-channel digitization of signals with 

sampling rates of up to 5.9 GSPS and their subsequent 

processing can be realized using a single system-on-

chip from the Zynq UltraScale+ RFSoC family [20, 21]. 

For direct digitization of high-frequency signals within 

even broader frequency bands, modern multi-channel 

Mixed-Signal Front Ends such as AD9082 or promising 

AD9084 with sampling rates up to 20 GSPS, can be 

employed [22]. Moreover, all digital signal processing 

algorithms can be implemented on a single FPGA, mak-

ing these systems exceptionally compact for onboard 

use. 

In this regard, the statistical synthesis and analysis 

of methods for processing stochastic signals in multi-

antenna radio direction finders becomes relevant, which 

will allow developing methodological foundations for 

adapting direction finding systems to real conditions of 

uncertainty, increasing the accuracy and reliability of 

determining signal parameters, and expanding the pos-

sibilities of using such systems in a wide range of mod-

ern and future operating scenarios. 

State of the Art. Not many recent works have 

been devoted to the issues of statistical synthesis and 

analysis of signal processing algorithms in radio direc-

tion finders. The main results in this area have been 

obtained by solving signal detection problems when 

scanning a selected area of space with a directional pat-

tern [23, 24]. The presented approaches develop the 

statistical theory of radio-direction-finder optimisation, 

allow to build optimal receivers and only allow to de-

cide whether there is a signal at the receiver input or not 

[25]. The development based on this approach does not 

permit the assessment of the accuracy of direction find-

ing by angular coordinates and its dependence on re-

ceiver parameters. It is also not possible to determine 

the range of unambiguous measurement bearings, be-

cause the simplest task of exceeding the threshold is 

solved. 

A more efficient approach to building optimal ra-

dio-direction finder structures is the statistical synthesis 

of signal processing for signals with known shapes and 

parameters in the presence of Gaussian noise [26, 27]. 

The results obtained from this approach allow us to ob-

tain the structure of the direction finder and estimate its 

potential accuracy [28, 29]. At the same time, such sys-

tems cannot perform their main functions when the sig-

nal shape is unknown or noisy. Interest in such systems 

is constantly growing, as the frequency spectrum is 

filled with new radio sources and the total number of 

interference sources increases [30, 31]. Some authors 

have tried to solve the problem of the direction finding 

of noise sources technically [32, 33], but such results 

are productive only for partial cases. 

The authors of [34, 35] made a significant contri-

bution to the development and application of algorithms 

for the direction of radiation sources for functionally 

determined signals and active interference-producer 

noise. The scientific novelty of the obtained results lies 

in the application of already known methods of spectral 

analysis of received signals by antenna arrays, such as 

MUSIC, ROOT-MUSIC, ESPRIT, MODE, and combi-

nations of these methods, as well as measurement re-

sults statistical processing of groups of “super-

resolution” methods [36]. This approach is effective, but 

it does not reveal methods of statistical synthesis and 

analysis of end-to-end signal processing, starting with 

field registration by each antenna and ending with po-

tential variances of estimating the angular position of 

the noise source. The main contribution of the authors is 

the analysis of the correlation matrices of the observa-

tion equations at the output of the phased array antennas 

and the dependence of the estimation quality on the ac-

curacy of the inverse matrix search. The authors paid 

less attention to the development of the mathematical 

apparatus for the synthesis of new methods of signal 

processing in multichannel reception. 

The closest approach to the methodology of statis-

tical synthesis and analysis of methods for processing 

stochastic signals in multi-antenna radio direction find-

ers is that presented in [37]. The authors propose to per-

form statistical optimization of algorithms within the 

framework of the maximum likelihood function criteri-

on and write the likelihood function in the spectral do-

main for signals with a stochastic spectrum. In other 

words, the waveform is not specified, but only the fre-
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quency range and power spectral density of the noise 

signal are determined. This approach is effective and 

allows us to synthesize the best algorithms and meter 

structures under parametric uncertainty of the processes 

to be processed. The obtained results and methodology 

can be improved by taking into account the correlation 

properties of signals and noise and determining the like-

lihood function by considering the direct and inverse 

correlation matrix of processes observed in the receiv-

ers. 

Problem statement. Based on the analysis of the 

theoretical research current state on the algorithms of 

radio direction finders and the relevance of issues opti-

mising the radio direction finding systems structures, it 

is advisable to develop a methodology for statistical 

synthesis and analysis of methods for processing sto-

chastic signals in multi-antenna radio direction finders. 

The methodology of such a synthesis should include the 

following components: 

1) models of useful signals and noise and their sta-

tistical characteristics, 

2) The maximum-likelihood function criterion for 

solving optimisation problems includes information on 

the inverse matrix of the correlation functions; 

3) a methodology for estimating the marginal er-

rors of measuring the angular radio source positions of 

stochastic signals. 

The paper structure is as follows. 

The first section discusses the motivation and rele-

vance of the study. The results of the current research in 

the field of radio-direction-finding are reviewed. The 

general problem of optimizing the structure of direction-

finding systems is developed, and the components of the 

methodology of such synthesis are defined. 

Section 2 presents the geometry used for the direc-

tion finding problem of a radio jamming source using a 

multi-antenna direction finder. Mathematical models of 

useful and interfering signals are presented, and their 

statistical characteristics are determined. 

In the third section, the maximum-likelihood func-

tion criterion is considered for solving problems of op-

timizing the structures of radio-electronic systems. A 

methodology for estimating the marginal errors of the 

angular position measurements of stochastic radio 

sources is presented herein. 

The fourth section of the article is devoted to the 

synthesis and analysis of the method of processing sto-

chastic signals in a single-antenna radio direction finder 

of a single radio source. In this section, we consider the 

elementary case of a single-antenna non-scanning radio 

direction finder to confirm the effectiveness of the pro-

posed theoretical basis for the synthesis of optimal 

methods for measuring the angular position of stochas-

tic signal sources. 

On the basis of the synthesised mathematical mod-

el of the signal processing algorithm, the corresponding 

structural scheme of the single-antenna direction finder 

is developed in Chapter 5. Its simulation is carried out, 

as a result of which the marginal errors of bearing esti-

mation at the radio source are determined and the results 

are analysed. 

Section 6 summarises the conclusions of the re-

search and determines its further direction. 

 

2. Fundamentals of the statistical  

synthesis theory and analysis of methods  

for processing stochastic signals in multi-

antenna radio direction finders 
 

Radio direction finders are passive devices that re-

ceive signals ks (t)  from radio radiation sources whose 

angular positions are to be determined. Receiving these 

signals by antennas spaced in space, it can be argued 

that spatio-temporal fields r,i s,ks (t, r , )   are processed. 

The following notations are used: ks (t) is the signal 

generated by the k -th source, k 1,K , r ,i s,ks (t, r , )   

is the spatio-temporal field received by the i -th anten-

na, t  is time, r  is spatial coordinates of the antenna 

surface, s,k  is bearing of each k -th source, i 1, N . 

To simplify the problem, we will assume the following: 

the processing of the spatial field within each antenna 

has already been completed, each antenna is character-

ized by a radiation pattern i 0iG ( ) , we receive sto-

chastic signals from one radio radiation source by many 

antennas, k 1  , the radiation source is a point source. 

The model of the stochastic signal of the emitter does 

not have a defined function, so we will represent it as a 

Fourier transform of the noise spectrum 

 

 j2 fts(t) (2 f )S(2 f )e df
 


    , (1) 

 

where S(2 f )  is the complex stochastic spectral density 

of the emitted signal amplitude, (2 f )   is a non-

random complex frequency response of a stochastic 

signal transmitter. We will assume that the formation of 

a stochastic signal is limited in the spectrum of white 

Gaussian noise by the function (2 f )  . The density 

S(2 f ) has the following characteristics: 

 

S(2 f ) 0  , * 0s
1 1 1 2

N
S(2 f )S (2 f ) (f f )

2
     , 
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where   is statistical averaging symbol. Using the 

model of scattered electromagnetic waves [38], it can be 

argued that the signal at the output of each receiving 

antenna has the form: 

 

r,i s

0,i i 0,i s

s (t, )

K G ( ) ( ) (2 f )S(2 f )





 

        
  

delj2 f (t t )

0,i i 0,i s

e df d

K G ( ) ( ) (2 f )S(2 f )

 






  

        
 

 i sj (f , )j2 f te e df d
     (2) 

 

where 0,iK  is the gain coefficient of the i -th antenna, 

s( )  is delta function, which determines the angu-

lar position of the radio radiation point source, 

i s
i s

r ( )
(f , ) 2 f

c

 
     is the phase shift of the re-

ceived signals in each antenna relative to a certain phase 

center of the antenna array. 

Fig. 1 shows the geometry of the electromagnetic 

field reception from the radiation source by the radio 

direction finder antennas, which corresponds to the de-

fined signal models. It is assumed that the measurement 

of the sight bearing of a stochastic signal point source is 

performed in the far zone, i.e., the emitted electromag-

netic wave front is flat in the area of their registration, 

and the beams from the source to each antenna are par-

allel. The antennas are presented in an arbitrary shape 

and have different orientations, spatial positions, and 

radiation patterns. Given the known antenna coordi-

nates, frequency, and bearing s , distances of delay or 

advance of the wave front i sr ( )

c

 
 in each antenna 

relative to the array phase center can be easily calculat-

ed.  

 
Fig. 1. Geometry of measuring the bearing s  in an antenna array with arbitrary placement of various antennas 
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The signals correlation function at the outputs of 

the i -th and j -th receivers is as follows: 

 

1 2

s, ij 1 2 s r i 1 s r j 2 s

0,i 0, j i s 0,i j s 0, j

j2 f (t t )20s

R (t t , ) s (t , )s (t , )

K K G ( )G ( )

N
(2 f ) e .

2

  



     

     

   

 

 
1

i s j sj2 f[ r ( ) r ( )]c
e df

     
 . (3) 

 

The useful signal correlation function in each i -th 

receiver is equal to 

1 2

s,ii 1 2 s r,i 1 s r ,i 2 s

j2 f (t t )2 2 20s
0,i i s 0,i

R (t t , ) s (t , )s (t , )

N
K G ( ) (2 f ) e df

2

  



     

     
 

 2 2 0s
0,i i s 0,i h 1 2

N
K G ( ) R (t t )

2
    , (4) 

where 

 

 1 2
2 j2 f (t t )

h 1 2R (t t ) (2 f ) e df
  


    , (5) 

 

is the pulse response autocorrelation function of the 

stochastic signal transmitter output path. 

The mathematical expectation of the received sig-

nals is defined as follows  

i s

s,i r, i s

0,i i 0,i s

j (f , )j2 f t

0,i i 0,i s

m (t) s (t, )

K G ( ) ( ) (2 f )

S(2 f )e e df d

K G ( ) ( ) (2 f )






  






  

      

   

      

 

 

 

 i sj (f , )j2 f tS(2 f ) e e df d 0
       (6) 

 

In each receiver, internal noises in (t)  are added to 

the registered useful signals, which are approximated by 

white Gaussian noise with the following statistical char-

acteristics: 

 n,i im (t) n (t) 0,   (7) 

 

is the mathematical expectation of the internal noise; 

 s n,ij 1 2 i 1 j 2P[u(t) | ] R (t t ) n (t )n (t ) 0,        (8) 

 

is the mutual correlation function of internal noise in 

different channels; 

 0ni
n,i 1 2 i 1 i 2 1 2

N
R (t t ) n (t )n (t ) (t t )

2
      (9) 

 

is the autocorrelation function of the noise in each i -th 

channel.  

To simplify the calculations, we assume that the 

power spectral densities 0niN / 2  in each channel are 

the same and equal to 0nN / 2 . 

The oscillations that are subject to further optimal 

processing are called observation equations. The obser-

vation equation system for the presented geometry and 

measurement conditions is as follows: 

 

 i r,i s iu (t) s (t, ) n (t).    (10) 

 

The correlation function of observations (10) at the 

outputs of the i -th and j -th channels is equal to 

 

u,ij 1 2 s,ij 1 2 si j

0ni
u,ij 1 2 s,ii 1 2 s 1 2i j

R (t t ) R (t t , );

N
R (t t ) R (t t , ) (t t ).

2





    


       


(11) 

 

The mathematical expectations of the received 

signals in each meter will be zero, because 

u,i i r,i sm (t) u (t) s (t, )     

 r,i s i i2s (t, )n (t) n (t) 0     (12) 

3. Maximum likelihood function criterion 

for solving optimisation problems. 
 

We optimised the processing of the observation 

equation (10) using the maximum likelihood functional 

method [39]. This method involves determining the op-

timal parameter   by finding the maximum of the like-

lihood functional P(u(t) | ) , where 

1 iu(t) u (t),...,u (t) . The likelihood functional 

P(u(t) | )  is the conditional probability density func-

tion of registering random oscillations iu (t) at a fixed 

value of  . For the given geometry and problem of di-

rection finding for stochastic signal sources, random 

oscillations correspond to the observation observation 

equations in each of the antennas (10), and the parame-

ter to be estimated is the bearing s   . 

Examples of plausibility functions for remote sens-

ing and radar tasks are given in [39, 40]. Many studies 

have used the plausibility functional criterion; however, 

each task requires its refinements and limitations. Using 

the methodology for constructing a wide class of plausi-

bility functions for active and passive radio-

measurement devices, we write P(u(t) | )  for the spec-

ified measurement conditions as follows: 
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s s

T T
T

1 u 1

0 0

P(u(t) | ) k( )

1
exp u (t ) m (t )

2

     

       


 
 

   1 2 s 2 u 2 1 2W(t , t , ) u(t ) m (t ) dt dt ,    (13) 

 

where 1 2 sW(t , t , )  is the inverse matrix of the inverse 

correlation functions (11), T  is observation time,  

k( )  is a normalizing coefficient with no physical 

meaning, but its derivative has a physical meaning. This 

coefficient arises during the limiting transition from the 

mathematical representation of the probability density in 

a discrete form to a continuous one. 

The function 1 2 sW(t , t , ) is found from the inte-

gral equation 

 

 

T

1 2 s 2 3 s 2 1 3u u

0

R (t , t , )W (t , t , )dt I (t t ),      (14) 

 

where T
1 2 s 1 2uR (t t , ) u(t )u (t )    is the matrix of 

the correlation functions, 1 3(t t )   is a delta function,  

I  is a unit matrix. 

The maximum of functional (13) can be found by 

differentiating it and equating it to zero 

 s

s

dP(u(t) | )
0.

d





 (15) 

 

More often, when solving such problems, it is not 

the likelihood function that is differentiated but its loga-

rithm, as the logarithm is a monotonic function that does 

not change the position of the maximum of the function 

sP(u(t) |  . In this case, we substitute (12) into (13) and 

find the derivative of the logarithm sP(u(t) |  in (15) 

 

 s

s

d ln P(u(t) | )
0,

d





 (16) 

 

we obtain the likelihood equation 

 

T T
1 2 su

1 2 s 1 2u
s0 0

dR (t , t , )
spur W (t , t , )dt dt

d


 

   

 

T T
1 2 sT u

1 2 1 2
s0 0

dW (t , t , )
u (t ) u(t )dt dt .

d


 

   (17) 

 

Further specification of the correlation function 

and its inverse function will allow us to obtain the opti-

mal processing method iu (t)  for estimating the angular 

position of the source of the stochastic signals. 

Finding the analytical expression 1 2 suW (t , t , )  

from (14) is quite difficult. To simplify the calculations, 

it is advisable to represent expression (14) and the like-

lihood equation (17) in the spectral domain. After per-

forming all calculations in the frequency domain, it is 

possible to present the processing in time at the final 

stage. Let us consider this approach in more detail. 

Assuming that the observation equations are sta-

tionary on the interval (0,T)  and the observation time is 

much longer than the correlation time, we proceed to the 

difference arguments 1 2t t    and infinite integration 

limits in (14) 

 

1 2 s 2 3 s 2 1 3u uR (t t , )W (t t , )dt I (t t ),





        (18) 

 

The Fourier transform of the right-hand side is 

equal to a unit matrix, and we perform the following on 

the left-hand side 

T

s 1 2R

0

2 3 s 2u

T

s 2 3 s 2 2R u

0

2 3

1 2 3

2

T

s s 3R u

0

G (f , ) exp( j2 f (t t ))df

W (t t , )dt

G (f , ) W (t t , ) exp( j2 f t )dt

t t t

exp( j2 f t )df t t t

dt dt

G (f , ) W (t , ) exp( j2 f (t t ))dt











 
    
  

   

 
       
  

 

     



 
        

  

 

 



1

T

s sR u

0

3 1

s s 1 3R W

exp( j2 f t )df

G (f , ) W (t , ) exp( j2 f t )dt

exp( j2 f t ) exp( j2 f t )df

G (f , )G (f , ) exp( j2 f ( t t ))df















  

 
        

  

    

     



 



 

  1
s sR WF G (f , )G (f , ) ,    (19) 

 

Where 

 

  s 1 2 suRG (f , ) F R (t t , )     (20) 

is the power spectral density matrix of the received os-

cillations, 
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  1
s s 1 2 sW R uG (f , ) G (f , ) F W (t t , )


       (21) 

 

 is the inverse matrix to sRG (f , ) , F   is the Fourier 

transform operator, 1F   is the inverse Fourier trans-

form operator. 

From the calculations obtained, it follows that the 

Fourier transform of the right and left sides of equation 

(14) can be used to obtain the following expression 
 

 s sR WG (f , )G (f , ) I   . (22) 

 

The Fourier transform from the likelihood equa-

tion (17) is given by 
 

1sR
sR

s

dG (f , )
Tspur G (f , )df

d







 

  

 

1
sR

T T
s

dG (f , )
U ( j2 f ) U ( j2 f )df ,

d

 





   

  (23) 

 

where 

 

 

T
j2 ft j2 ft

T T

0

U (j2 f ) u(t)e dt u (t)e dt


   



     (24) 

 

is the spectrum of the vector process realization 

u(t) shortened by the observation interval T , and ( )  

is the sign of the Ermita conjugation. 

Thus, formulas (19)-(24) give expressions for solv-

ing the optimization problem in the spectral domain and 

obtaining a method for processing the observed spectra 

TU (j2 f ) . 

Marginal errors in the angular position estimation. 

The statistical synthesis theory and analysis of signal 

processing methods defines the estimation boundary 

errors ̂  as the lower bound of the Kramer-Rao inequal-

ity: 

 

true

true

1
2

2

2

d ln P(u(t) | )ˆ( ) | ,
d








    


(25) 

 

where true  is the true value of the parameter to be 

evaluated.  

In this case, the dispersion of the error in estimat-

ing the bearing will have the following expression 

 
s

s s true

2

2
s

2
s

1
.

d ln P(u(t) | )

d


 

  




  (26) 

The analysis of the analytical expressions of the 

dispersion 
s

2


  is of considerable relevance at the stage 

of planning experiments, in particular, to determine the 

optimal antenna array geometry and the radiation pat-

terns spatial orientation each of its elements. Optimality 

is understood as the achievement of minimal errors in 

estimating the bearing s . 

 

4. An example of synthesis and analysis  

for processing stochastic signals method  

in a single-antenna radio direction finder  

of a single radio radiation source 
 

To confirm the effectiveness of the proposed theo-

retical foundation for the synthesis of optimal methods 

to measure the bearing of stochastic signal sources, we 

consider the elementary case of a single-antenna non-

scanning radio direction finder [41]. 

Formulation of the optimisation problem. Accord-

ing to the criterion of the maximum likelihood function-

al, it is necessary to estimate the angular position of a 

radio source optimally s over a time t [0,T] interval 

based on the results obtained from receiving a useful 

signal r ss (t, )  in a single-antenna radio direction find-

er against the background of internal noise n(t) . 

For the specified measurement conditions, the ob-

servation equation can be expressed as follows: 

 

 r su(t) s (t, ) n(t)   ,  (27) 

 

where 

 

 r s 0 0 ss (t, ) K G( ) ( )



       

 j2 f t(2 f )S(2 f )e df d .
 


      (28) 

 

Unlike the general signal model (2), the obtained 

expression (28) does not contain information about the 

phase shift, which is proportional to the angular position 

of the radio radiation source. Therefore, in a single-

antenna radio direction finder, all information concern-

ing the angular position of the radio radiation source is 

contained in the amplitude of the received oscillations. 

The correlation function of the observation equa-

tion is equal to 

 

 
u 1 2 s

2 2 0s 0n
0 s 0 h 1 2 1 2

R (t t , )

N N
K G ( ) R (t t ) (t t ).

2 2

  

      
(29) 
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Having calculated the Fourier transform from (29), 

we obtain the power spectral density of the received 

oscillations as 
 

j2 f
R s u s

2 2 j2 f0s
0 s 0 h

j2 f0n

G (f , ) R ( , )e d

N
K G ( ) R ( )e d

2

N
( )e d

2


  




  




  



     

     

    







  

 
22 2 0s 0n

0 s 0

N N
K G ( ) (2 f ) .

2 2
       (30) 

 

The derivative of the power spectral density given 

by (23) is calculated as follows 
 

 
2

2s 2 s 0 0sR
0

s s

dG (f , ) dG ( ) N
K (2 f )

d d 2

  
  

 
. (31) 

 

The expression for the matrix sWG (f , ) in the 

case of optimising the structure of a single-antenna di-

rection finder becomes a function and is equal to 

1
W s R sG (f , ) G (f , )   , and the derivative of this func-

tion is given by 
 

 
1

R s R s

2
s sR s

dG (f , ) dG (f , )1

d dG (f , )





 
 

 
. (32) 

 

Substituting (30) and (31) into (23), we solve the 

likelihood equation for the case of registering signals in 

one antenna 
 

1R s
R s

s

dG (f , )
G (f , )df

d







 

  

 
2 R s

T 2
sR s

dG (f , )1 1
U (j2 f ) df ,

T dG (f , )







 


  (33) 

 

in the following form 
 

2

22 2 0s 0n
0 s 0

(2 f )
df

N N
K G ( ) (2 f )

2 2





 


 
     

 

   

2

T
1

U (j2 f )
T





    

 

2

2
22 2 0s 0n

0 s 0

(2 f )
df

N N
K G ( ) (2 f )

2 2

 


 
     

 

 (34) 

To determine s , we multiply and divide the sub-

integral expression on the left side of equation (34) by 

the denominator, put it outside the brackets 

2 2 0s
0 s 0

N
K G ( )

2
  , and solve the resulting equation 

with respect to  2
s 0G ( )   

 

2 2

2
s 0 2

2

1
(2 f ) (2 f )

q
G ( ) df

1
(2 f )

q





 
     

 
  

 
   

 

   

2
2

T 22 0s 2
0

(2 f )1 1
U ( j2 f ) df ,

N T 1K
(2 f )2

q





 
 

 
   

 

  (35) 

 

where  2 2
0 s 0 0s 0nq K G ( )N N    is signal-to-noise 

ratio of the received oscillations u(t) .  

The right-hand side of (35) represents the pro-

cessing of the received oscillations in the spectral do-

main. First, a Fourier periodogram 
2

TU (j2 f ) must be 

generated from the data u(t) . Then the periodogram 

must be passed through a matched filter 
2

(2 f )  and a 

decorrelation filter 

2
2 1

1/ (2 f )
q

 
   

 
. The matched 

filter should completely repeat the frequency response 

of the stochastic signal transmitter for optimal filtering 

of the receiver's internal noise. The decorrelation filter 

expands the resulting frequency spectrum of the re-

ceived oscillations and increases the number of uncorre-

lated samples when estimating the bearing s . The de-

gree of decorrelation depends on the ratio q , the higher 

the signal level above the noise, the better the sup-

pressed components of the informative spectrum are 

distinguished. After filtering the periodogram in the 

specified filters, it is necessary to perform frequency 

averaging and normalization by T  to estimate the pow-

er of the received oscillations. 

In the left-hand side of (35), in the numerator of 

the fraction under the integral, there is also a value of 

1/ q , which can be neglected, because in practice it is 

advisable to choose q 100 . In this case, we have 

 

 

2
2

2
2

(2 f )
(2 f ) df 2 F,

1
(2 f )

q





 
   

 
   

 

  (36) 
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where F  is the resulting spectral width of the re-

ceived oscillations after coordinated filtering and deci-

mation in the positive and negative frequency domain. 

Considering the above operations, we obtain the follow-

ing 

 

 2
s,Ts 0

2 0s
0

1
G ( )2 F P ,

N
K

2



      (37) 

 

where ( )


  is the sign of the value estimate, and s,TP


 is 

the estimate of the power of the useful signal on the 

interval (0,T) . If we assume that the noise from the 

received oscillations is completely filtered out or its 

influence is negligible, then we obtain 

 

 2 2
s,T 0 s 0 0sP K G ( )N F.



     (38) 

 

Dividing the left and right parts of (37) by 2 F , 

we obtain an estimate of the square of the radiation 

beam pattern toward the radiation source 

2
s,Ts 0 2

0 0s

1
G ( ) P

K N F

 

   


 

 
2

TW2
0 0s

1
U (j2 f ) df ,

K N FT





 


  (39) 

 

where 

 

 TW T 2 1

(2 f )
U ( j2 f ) U ( j2 f ) .

(2 f ) q

 
    

 
    

 (40) 

 

According to the Parceval-Laplace theorem 

 

 

T
2 2

TW TW

0

U (j2 f ) df u (t)dt,





    (41) 

 

where 

 

 j2 f t
TW TWu (t) U ( j2 f )e df






   (42) 

is the time-decorrelated observation equation. In this 

case, the optimal method for estimating the angular po-

sition of a stochastic signal source in the time domain is 

 

2
s,Ts 0 2

0 0s

1
G ( ) P

K N F

 

   


 

 

T
2
TW2

0 0s 0

1 1
u (t)dt.

TK N F



  (43) 

 

The resulting estimate in (39) and (43) is not an es-

timate of the bearing s , since this bearing is the argu-

ment of the square of the radiation pattern or some func-

tion 2
s s 0L[ ] G ( )



    . It is desirable that the func-

tion sL[ ] be linear, in which case the estimate s will 

be 

 

 1
s,Ts 02

0 0s

1
L P .

K N F

 

 

    
  

 (44) 

 

Note that the angle 0  must be known, because it 

is the reference direction from which the angular posi-

tion of the radio radiation source is determined. Most 

practical radiation patterns, such as Gaussian or sinc 

functions, are nonlinear. In this case, the estimation s



  

is ambiguous and it is necessary to additionally apply 

restrictions on the change in the antenna position or to 

select only a linear region of the radiation pattern for 

measurement. 

 

5. Development of a single-antenna radio 

direction finder structural scheme,  

marginal error analysis of its operation  

and results discussion 
 

Structural scheme of the radio direction finder. 

From the analysis of the estimation method (44), it fol-

lows that the optimal direction finder for a stochastic 

signal source should be constructed according to the 

scheme shown in Fig. 2. 

The operation of the scheme is shown in Fig. 2 is 

expressed as follows. An antenna oriented in the direc-

tion 0  receives electromagnetic oscillations from a 

source of stochastic signals from the bearing s . The 

signals at the antenna output are sequentially processed 

in a matched filter with a frequency response 

(2 f )  and in a decorrelation filter 

2 1
W (2 f ) 1/ (2 f ) q      

  
.  

We perform statistical synthesis of the signal pro-

cessing method in a radio-direction finder that met con-

tradictory requirements. It should have a small weight 

and dimensions, ergonomic placement on board, high 

accuracy, several unambiguous measurement bearings, 

simple implementation, and low cost. To meet these 
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requirements, we propose using a combination of the 

following three radio direction finders: an amplitude 

radio direction finder with wide-directional antennas, an 

amplitude radio direction finder with narrow-directional 

antennas, and a phase radio direction finder with omni-

directional antennas. The measurement geometry is 

shown in Fig. 2. 

After filtering, the signal is sent to a quadratic de-

tector and averaged over a low-pass filter. The result of 

the received oscillation power estimation is then nor-

malised in the amplifier to the required level, which can 

be digitised in an analogue-to-digital converter and sub-

sequently processed in a digital processor. The digital 

processor performs normalization of the obtained sig-

nals using the value 2
0 0sK N F  and solves the inverse 

problem of extracting bearing s . In addition to imple-

menting various mathematical calculations for s  

based on the obtained power estimates, it is also possi-

ble to impose certain conditions on the measurement or 

to scan the entire range of bearings with the radiation 

pattern. For example, it is possible to define the condi-

tion that the bearing estimate s  when varying the ref-

erence angle 0 will have an optimal value s 0



    

when the right side reaches the maximum value, be-

cause real radiation patterns reach their maximum at 

s 0 0   . 

Marginal error of the radio direction finder. To de-

termine the analytical expressions for the marginal vari-

ance of the stochastic signal source angular position 

estimate, we write the second derivative of the loga-

rithm of the likelihood function in expression (26) as 

follows 

 

2
s

2
s
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u 1 2 s

u 1 2 s 1 2
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T T
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1 2 1 2
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2 d
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u 1 2 s u 1 2 s

1 2
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2 d d

 
 
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T T 2
u 1 2 s

1 2 1 22
s0 0

d W (t , t , )1
u(t )u(t )dt dt .

2 d





   (45) 

 

Substituting (45) into (26), we obtain the following 

dispersion 

 

 

 
 

Fig. 2. Structural scheme of an optimal single-antenna radio direction finder  

for a stochastic signal source 
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s
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d W (t , t , )
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d


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 

 
  (46) 

 

To concretise (46), we rewrite the expression in 

the spectral domain. To do so, we assume that the ob-

servation equations are stationary and that it is possible 

to proceed to the difference argument 1 2t t    in the 

expressions 
 

s

T T
2 u s u s

1
s s0

dR ( , ) d W ( , )1
dt d

2 d d


   
     

    


s s true

0 T
1u s u s

2
s sT 0

dR ( , ) d W ( , )1
dt d

2 d d




 


   
  

    

T
u s

sT

dR ( , )T
1

2 T d


    
    

 
  

 
s s true

1u s

s

d W ( , )
d .

d



 

 
 


 (47) 

 

Typically, when using stochastic sensing signals, 

the correlation time is much shorter than the observation 

time, so we can assume T  and  1 / T 1   . 

Taking into account the above assumptions, we rewrite 

expression (47) in the spectral domain 
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Substituting (31) into (49), we specify the expres-

sion for the marginal errors of the bearing estimates as 
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 (49) 

 

From the obtained expression (50), it follows that 

the marginal dispersion of the error in estimating the 

source stochastic signal bearing is inversely proportion-

al to the observation time, the frequency spectrum width 

of the received signals after filtering in the matched 

filter and the decorrelation filter, and the square normal-

ised slope of the radiation pattern at the true direction 

point to the radiation source. The dependence of the 

maximum errors on the normalised slope 

2
s 0G ( )  follows from the need to solve the inverse 

problem of determining s  from Eq 

2
s s 0L[ ] G ( )



    . 

Let us consider an example of modelling the ana-

lytical expression (50) for the case 6T F 10  and the 

radiation pattern in the form of the sinc-function, which 

is described by the following expression 

 

 s 0
s 0G( ) a sinc ,

  
    

 
  (50) 

 

where a  is the amplitude equal to 1,   is the width of 

a function s 0G( )  , which is chosen to be equal 

to 5º. The results of calculating the maximum root mean 
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square error of the bearing estimation and the radiation 

pattern normalized square are shown in Fig. 3. At the 

maximum points of the radiation pattern, a discontinuity 

of the 2nd kind is observed in the errors due to the zero 

value of the derivatives at these points. The minimum 

errors were observed in the zeros of the radiation pat-

terns. 

Fig. 4 shows the error values and the radiation pat-

tern in the amplitude range 0–1. The minimum error 

approaches zero at the zero points of the sinc function 

and is limited only by the computational power of the 

engineering calculation package.  

If you choose a point to recover from the equation 

on a linear section of the square of the radiation pattern, 

for example, at 2.5º, the error will be 12.5º. An enlarged 

graph of these value ranges is shown in Fig. 5. 

From the calculations obtained, it follows that for the 

case of the angular position single-antenna measurement 

of a source stochastic signal, it is desirable to carry out 

all measurements close to the zero value of the radiation 

pattern. At the same time, due to the large number of 

zeros in the radiation pattern, which are periodically 

repeated through the value of  , ambiguity of meas-

urements arises. The bearing range for accurately de-

termining the source position is very narrow and unac-

ceptable for practical use. It is also not possible to use 

the maximum for measurement s , because the error in 

the maximum of the radiation pattern tends to infinity. 

The best option would be to create a radiation pattern 

with a single zero value and organise the scanning of the 

environment using such a pattern. In this case, the min-

imum value at the output of the meter after one scanning 

cycle corresponds to the direction to the radiation 

source, and the accuracy of such measurements is the 

highest. 

  

 

 
Fig. 3. Marginal average squared errors of bearing measurement 

s
 for different values s  (solid blue line)  

and normalised squares of the radiation pattern (red dashed line) 

 

 

 

Fig. 4. Marginal average squared errors of bearing measurement 
s

 for different values s  (solid blue line)  

and normalised squares of the radiation pattern (red dashed line)  
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Fig. 5. Marginal average squared errors of bearing measurement 

s
 for different values s  (solid blue line)  

and normalised squares of the radiation pattern (red dashed line) 

 

6. Features of practical implementation  

of the synthesized single-antenna direction 

finding system 
 

The direction-finding system, whose structural di-

agram is shown in Fig. 2, can be practically implement-

ed. In general, two main implementation approaches 

using modern electronic components can be identified. 

The first approach involves processing the high-

frequency signals received by the antenna and calculat-

ing their power in analogue form. A possible structural 

diagram of the direction finder obtained using this ap-

proach is shown in Fig. 6. 

 

 
 

Fig. 6. Structural diagram of a single-antenna  

direction finder via analogue processing  

of high-frequency signals 
 

The operation of the proposed scheme is illustrated 

in Fig. 4 is expressed as follows. The signal from the 

antenna output is fed to a band pass filter (BPF), which 

passes only those oscillations that correspond within the 

operating frequency band of the direction finder. The 

filtered signal then goes to a variable-gain amplifier, 

which amplifies it to a level sufficient for further detec-

tion. Next, a detector forms a low-frequency envelope 

that is proportional to the power of the received signal. 

This low-frequency signal is digitized by an analogue-

to-digital converter (ADC) and then processed by a 

computing device, which can be implemented using a 

microcontroller. 

Surface acoustic wave–based (SAW) microchips 

are recommended for use as band-pass filters because at 

high frequencies, such filters provide low insertion loss 

within the passband and a faster transition of the fre-

quency response from the passband to the stopband 

[42]. Logarithmic detectors are preferable to power de-

tectors because they typically offer a wider dynamic 

range than quadratic detectors. The practical implemen-

tation of such a scheme is compact and cost-effective 

and can be installed onboard a small drone. However, 

the main drawback of the proposed method is its inabil-

ity to change the operating frequency of the direction 

finder. A possible solution to this limitation is the im-

plementation of a direction finder using Software-

Defined Radio (SDR) technology. 

A possible structural diagram of a single-antenna 

direction finder using SDR technology is shown in 

Fig. 7. 

 

 
 

Fig. 7. Structural diagram of a single-antenna  

direction finder with SDR-based signal processing 
 

The scheme shown in Figure 7 operates as follows. 

The signal received by the antenna was amplified to a 

level sufficient for further processing by the SDR chip. 

The amplified signal is then fed into a highly integrated 

SDR chip, which performs signal amplification, 

downconversion to an intermediate frequency, filtering, 

and digitization. The digital data are transferred to a 

processing block based on an FPGA or SoC, where the 

received signal power is estimated and a possible bear-

ing to the radio emission source is determined according 

to the implemented algorithm. Examples of highly inte-

grated SDR chips include the AD9363 and LMS6002D 

[43, 44]. The main advantage of SDR-based implemen-
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tation is the ability to quickly and easily retune the op-

erating frequency of the direction finder, as well as the 

flexibility to process intermediate-frequency signals in 

digital form. This enables the use of more advanced 

signal processing and direction-finding algorithms. 

At the same time, it should be noted that the con-

sidered single-antenna direction finder is the simplest 

example, and it is intended primarily to demonstrate the 

overall feasibility of the proposed methodology. The 

main drawback in the practical implementation of such 

a system is the need to incorporate a scanning mecha-

nism capable of changing the angular position of the 

antenna system. In other words, this type of system does 

not allow determining the bearing to a radio emission 

source from a single measurement, and its integration 

on a UAV is not considered practical. Currently, multi-

antenna direction-finding systems are more effective 

and will be the focus of further research in this area. 
 

7. Conclusions 
 

This paper presents the theoretical foundations the 

synthesis of signal processing algorithms for radio di-

rection finders with arbitrary configurations, which in-

clude differences in the shapes of directional patterns. 

Models of signals and noise and their statistical charac-

teristics are provided. It is shown that the criterion of 

the maximum-likelihood functional allows solving the 

optimisation problems of radio-direction finder synthe-

sis, and the representation of the likelihood equation in 

the spectral domain allows determining the physical 

content of the inverse correlation matrices in optimal 

processing. A significant advantage of the proposed 

end-to-end new methods synthesis according to the pre-

sented theory is the ability to determine the maximum 

achievable measurement errors.  

The effectiveness of the presented theoretical 

foundation was confirmed by solving a simplified prob-

lem of measuring the angular position of a radio source 

using a single-antenna non-scanning radio direction 

finder. An interesting finding is that the angle-

measurement accuracy near the zero-value region of the 

radiation pattern is better than that at its maximum val-

ues. 

Future research directions. Further research will 

focus on applying the proposed methodology to opti-

mizing scanning radio direction finders, dual-antenna 

radio direction finders, combinations of radio direction 

finders with different types of antennas, and multi-

antenna spatially dispersed radio direction finders. 

Further research will include the study of various types 

of noise-like signals and the challenges that may arise 

during their processing in multichannel systems. 
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МЕТОДОЛОГІЯ СТАТИСТИЧНОГО СИНТЕЗУ І АНАЛІЗУ МЕТОДІВ ОБРОБКИ  
СТОХАСТИЧНИХ СИГНАЛІВ У БАГАТОАНТЕННИХ РАДІОПЕЛЕНГАТОРАХ 

Е. О. Церне, Є. А. Головинський, О. В. Жила  

Предметом цього дослідження є розроблення методології статистичного синтезу та методів аналізу для 
обробки стохастичних сигналів у багатоантенних радіопеленгаторах. Мета роботи полягає в підвищення точ-
ності, стійкості та адаптивності цих систем в умовах експлуатації, що змінюються, особливо для додатків, по-
в'язаних із безпілотними літальними апаратами (БПЛА). Завдання на вирішення яких спрямовано досліджен-
ня: 1) формулювання аналітичних моделей сигналів і шумів із заданими статистичними характеристиками;  
2) визначення критеріїв функції максимальної правдоподібності для розв'язування задач оптимізації; 3) ство-
рення основи для оцінювання граничних помилок вимірювання кутового положення стохастичних джерел си-
гналів; 4) розроблення структурної схеми радіопеленгаційної системи на основі розробленого алгоритма;  
5) імітаційне моделювання пеленгатора. Методами розв'язання поставлених задач є статистичні теорії радіо-
технічних систем, імітаційне моделювання та оптимізація в спектральній області для розв'язання задач проєк-
тування радіопеленгаторів, здатних обробляти стохастичні сигнали. Цей підхід дає змогу інтегрувати резуль-
тати амплітудних і фазових вимірювань для кількох антен, забезпечуючи сумісність з обмеженнями, характер-
ними для БПЛА, такими як розмір, вага й аеродинамічні характеристики. Було отримано такі результати:  
1) теоретичні засади оптимізації радіопеленгаторів для стохастичних сигналів, підтверджені за допомогою імі-
таційного та аналітичного моделювання; 2) розроблено алгоритми та блок-схеми прототипу одноантенного 
нескануючого радіопеленгатора, що демонструє запропоновану методику; 3) експериментальна перевірка, що 
підтверджує здійсненність запропонованих методів. Дана робота відкриває шлях для подальшого розвитку 
технологій багатоантенної пеленгації, пропонуючи масштабовані рішення для застосування в БПЛА і даючи 
змогу точно оцінювати параметри сигналу в умовах невизначеності. Майбутні напрямки включають розши-
рення методології на двоантенні системи, гібридні конфігурації та просторово розподілені багатоантенні сис-
теми. 

Ключові слова: статистична оптимізація; стохастична обробка сигналів; радіопеленгатори; багатоан-
тенний прийом. 
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