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COMPARATIVE ANALYSIS AND SELECTION OF THE GEOMETRY  

OF THE MICROPHONE ARRAY BASED ON MEMS MICROPHONES  

FOR SOUND LOCALISATION  
 

The subject of this article is the design and optimization of the geometric configuration of omnidirectional 

MEMS microphone arrays for sound localization tasks. The goal is to determine the most effective array archi-

tecture and beamforming algorithms to achieve compactness, accuracy, and balanced omnidirectional coverage. 
The tasks to be addressed include analyzing spatial-frequency characteristics of various microphone array ge-

ometries (Uniform Linear Array, Uniform Planar Array, Uniform Circular Array, and Uniform Concentric Ar-

ray), comparing beamforming algorithms (delay-and-sum, differential, and superdirective), and evaluating their 
performance under isotropic noise fields and coherent noise sources. The methods used involve the application 

of both established and author-derived analytical models for transfer functions and directivity coefficients, as 

well as experimental validation using a prototype device built on a Raspberry Pi 5 platform with an Adafruit 

PCA9548 8-Channel STEMMA QT expansion board and SPH0645LM4H-B omnidirectional MEMS micro-

phones. The results show that similar geometric configurations of microphone arrays from omnidirectional mi-

crophones can be used for sound localization tasks at low frequencies because they are characterized by good 

values of Array Directivity and HPBW. This means creating a sufficiently narrow main beam, where the level of 

the sidelobe SLL does not differ from that of the main lobe at high frequencies. The best configurations were 
URA Microphone Arrays with n = 8 and d = 23 cm. Conclusions. Differential beamforming algorithms have 

demonstrated superior performance in isolation of target signals in challenging acoustic environments . The 

Uniform Circular Array (UCA) combined with DAS or EF DAS algorithms provides reliable omnidirectional 

coverage and balanced frequency response, making it ideal for applications requiring uniform sensitivity. Opti-

mizing the spacing and radius of the microphone arrays further enhances directivity and minimizes sidelobe 

levels. In future work, we will focus on improving array designs using SSL reduction methods to expand locali-

zation accuracy across a wider frequency range. 

 

Keywords: sound source localization; MEMS microphone; microphone array; directivity; beamforming algo-

rithms. 

 

1. Introduction 

 

1.1. Motivation 
 

The proliferation of smart devices, autonomous sys-

tems, and Internet of Things (IoT) technologies has cre-

ated an increasing demand for accurate, reliable, and 

cost-effective sound localization solutions. In security 

and surveillance applications, there is an urgent need for 

systems that can accurately locate and track sound 

sources, particularly in urban environments where visual 

detection may be limited. MEMS-based solutions offer a 

promising approach for these applications due to their 

compact size and potential for distributed deployment. 

Industrial IoT applications increasingly require acoustic 

monitoring and localization capabilities for predictive 

maintenance and safety systems. MEMS microphone ar-

rays offer a practical solution for these applications due 

to their durability and cost-effectiveness. 

Therefore, the problem of sound source localization  

is relevant due to the need to find cheap and effective so-

lutions for microphone arrays. A combination of mathe-

matical approaches such as TDOA with beamforming or 

the correlation method with a Kalman filter and others 

can be used to obtain the most accurate and stable sound 

source localization without using special highly sensitive 

equipment. In our previous research, we used an array of 

microphones to determine the position of an unmanned 

aerial vehicle (UAV) based on the sound of its engines. 

It was established that the localization accuracy depends 

on the location of the microphones . Based on the fre-

quency dependence of direct directivity and the instabil-

ity model of the microphone parameters, we developed a 
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method for determining the rational range of operating 

frequencies for the normal functioning of the microphone 

array. A model of a linear array of microphones based on 

universal MEMS microphones was proposed. This 

model, with a particular geometrical arrangement, forms  

a bidirectional pattern that can be easily converted to a 

one-way pattern using specialized algorithms or hard-

ware [1].  

 

1.2. State of the Art 
 

Ernst et al. [2] examined the use of MEMS micro-

phones compared to traditional condenser microphones 

in various aerodynamic environments, culminating in 

successful in-flight measurements. This study demon-

strates MEMS microphones as cost-effective alternatives 

for high-resolution spatial measurements under challeng-

ing conditions. 

In [3], the authors described MEMS microphones 

and highlighted their widespread use because of their low 

cost, high performance, and reliability. It explains the 

two main technologies: capacitive microphones, which 

use a flexible membrane and backplate to generate capac-

itance variations, and piezoelectric microphones, which 

utilize stress-induced signals in piezoelectric materials  

like AlN. In this section, performance and reliability test-

ing, as well as detailed architectures, are discussed. 

In paper [4], we present the development of a digital 

MEMS beamforming microphone array using four mi-

crophones and a Direction-of-Arrival algorithm. Testing 

showed 99.62% accuracy, confirming its suitability for 

small-scale video conferencing with up to three users and 

one host. 

In [5], the authors proposed a piezoelectric MEMS 

resonant microphone array (RMA) for detecting and clas-

sifying wheezing in lung sounds. With high sensitivity 

(35–265 mV Pa⁻ ¹) and SNR (79–98 dBA) in the 200–

650 Hz range, the RMA enhances wheezing feature dis-

tinction and improves classification accuracy using deep 

learning or low-power machine learning for wearable ap-

plications. In [6] explores piezoelectric MEMS micro-

phones for IIoT devices were investigated, addressing in-

dustrial challenges such as water and dust ingress. A mi-

crophone array paired with a COTS microcontroller can 

discern sound direction discernment at ≤2000 Hz. Test-

ing in an anechoic chamber aligns well with theoretical 

models, offering proof-of-principles and open-source de-

tails for further development. In [7], the authors exam-

ined MEMS microphone array performance in distin-

guishing noise sources via spatial filtering, focusing on 

sensitivity and phase variations. A free-field method was 

used to evaluate these variations  in 8384 Knowles 

SPH0641LM4H-1 microphones, revealing t-distributed 

histograms with ±0.39 dB sensitivity and ±0.82° phase 

confidence intervals. Delay-and-sum beamforming  

showed a Gumbel-distributed gain with a −0.13/+0.10 dB 

confidence interval. 

A survey of MEMS-based piezoelectric micro-

phones covers fabrication processes, applications, and 

experimental methodologies. It compares materials such 

as AlN, ZnO, and PZT and analyzes the sensitivity, dy-

namic range, and challenges in thin-film growth. Future 

applications and advances in sensor technologies are also 

highlighted [8]. 

A 2D MEMS microphone array system for pedes-

trian detection operates in the 14–21 kHz range, offering 

a cost-effective, non-light-based solution for poor visibil-

ity conditions [9]. It uses FPGA and multicore processors 

to achieve real-time operation with beamforming, filter-

ing, and CFAR detection algorithms. Tests confirmed re-

liable pedestrian detection and positioning, enabling ve-

hicles to avoid collisions at speeds up to 50 km/h. 

In [10], the authors covered MEMS-based piezore-

sistive and capacitive microphones, highlighting materi-

als, transduction mechanisms, and performance factors, 

such as sensitivity and dynamic range. Applications of 

this technology span aerospace, biomedicine, and audio 

engineering. Emerging trends include graphene-based 

designs, MEMS–NEMS hybrids, AI integration, and ad-

vanced signal processing for biomedical applications. 

A MEMS microphone array-based acoustic locali-

zation sensor is proposed for partial discharge (PD) de-

tection in high-voltage equipment. The array uses eight 

MEMS microphones (SPV08A0LR5H-1) and features a 

compact, cost-effective random topology optimized  

through simulations [11]. The Fourier-based FFT-FISTA 

algorithm outperforms conventional beamforming in 

terms of spatial resolution and sidelobe suppression. The 

experimental results show an average localization error 

of ~0.04 m, which meets the practical application re-

quirements. 

A previous study [12] presented a cost-effective 

method for extending the frequency range of ultrasound 

MEMS microphone arrays using 3D-printed waveguides. 

The proposed approach reduces the acoustic aperture of 

the microphones, enabling a more tightly spaced micro-

phone array layout than that possible on a printed circuit 

board. This technique prevents aliasing due to grating 

lobes, making it suitable for applications such as sound 

source localization and emulation of bat head-related 

transfer functions (HRTFs). 

E. Daniel et al. introduced a 7200 MEMS micro-

phone array (6m x 3m) for aeroacoustic wind tunnel stud-

ies [13]. The array, which is composed of 800 modular 

panels, enables beamforming and source-directivity re-

search. The design minimizes sidelobes and allows syn-

chronized measurements for various aperture sizes. 

Tested on a 1:9.5 scale airframe model in a wind tunnel, 

the system quantifies emissions and evaluates the di-

rectivity, with validation through far-field microphones. 
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The proposed approach enhances the wind tunnel capa-

bilities for aeroacoustic analysis. 

Z. Duanmu et al. proposed a novel acoustic-vibra-

tion capacitive MEMS microphone with a rigid dia-

phragm and mass blocks designed for low-frequency 

sound and vibration detection. The sensor features anti-

stiction and hydrophobic layers for enhanced reliability  

and moisture resistance. The high sensitivity and low dis-

tortion make it suitable for applications like electronic 

stethoscopes [14]. 

E. Chang and colleagues used MEMS microphones 

in a sparse array to classify texture and estimate contact 

position and velocity, achieving 77.3% accuracy in tex-

ture classification. Their approach demonstrated the po-

tential of MEMS microphones for fast tactile sensing 

with low error rates in localization and velocity [15]. 

D. Pecioski et al. proposed a low-cost MEMS mi-

crophone array for sound localization in urban environ-

ments, utilizing beamforming and distributed sensor net-

works to monitor noise pollution [16]. This scalable so-

lution enables continuous acoustic data collection and 

real-time sound source localization across diverse urban 

areas. 

L. Wu et al. designed dual-frequency piezoelectric 

MEMS microphones for wind tunnel testing to address 

the growing demand for compact, high-performance mi-

crophones for aeroacoustic measurements. The micro-

phones, optimized through FEM analysis, capture pres-

sure fluctuations and predict cabin noise excitation, with 

preliminary acoustic characterizations verifying their 

feasibility [17]. 

C. Cheng and collaborators developed a dynamic 

platform for UAV detection and tracking using a MEMS 

microphone array, leveraging DOA and beamforming  

technologies [18]. The proposed platform improves situ-

ational awareness by capturing UAV acoustic signatures, 

providing a robust solution for security and defense ap-

plications in challenging conditions. 

Phan Le Son proposed an adaptive broadband 

beamforming method using a sparse, irregular micro-

phone array designed with a simulated annealing algo-

rithm [19]. The proposed approach maximizes distinct 

distances between sensors, improves sparse recovery al-

gorithms, and includes an interpolation method for recon-

structing a dense array for effective broadband beam-

forming. 

Lei Li et al. developed the SuperSoundcompass, a 

miniaturized acoustic localization sensor using a seven-

microphone array. The proposed system achieves high 

accuracy even with limited sensors. Through simulations 

and experiments, the proposed method demonstrated an 

average root-mean-square error of 1.81° at 0 dB, con-

firming its effectiveness under various challenging con-

ditions [20]. 

Wijnings et. al. found that MEMS microphone ar-

rays can localize individual noise sources using spatial 

filtering, and their performance was affected by varia-

tions in microphone sensitivity and phase. This study 

quantifies these variations using a free-field comparison 

method, providing histograms for 8,384 microphones 

and demonstrating their effects on the gain and beam-

forming accuracy [21]. 

 

1.3. Objective and Approach 

 

The main objective of this research is to develop 

and analyze optimal geometric configurations of MEMS 

microphone arrays for sound source localization. 

The proposed approach involves the following 

steps: 

1. Theoretical analysis of array geometries and 

beamforming algorithms. 

2. Mathematical modelling of array characteristics 

using MATLAB. 

3. Practical implementation using Raspberry Pi 5 

hardware platform. 

4. Performance evaluation using metrics such as Ar-

ray Directivity, HPBW (Half Power Beamwidth), and 

SLL (Side Lobe Level). 

The article is structured as follows. Section 2 pre-

sents detailed mathematical models for different beam-

forming approaches, analyses various array geometries, 

including linear, circular, and rectangular configurations, 

and mathematical formulations for array characteristics 

like directivity patterns and transfer functions. Section 3 

focuses on the design and implementation of the micro-

phone array using Raspberry Pi 5 and MEMS micro-

phones; the comparative analysis of different array con-

figurations using metrics like array directivity, HPBW, 

and SLL; and the evaluation of performance across dif-

ferent frequencies. Section 4 summarizes the key find-

ings and implications. 

 

2. Materials and research methods 
 

After analyzing the mentioned publications, it was 

established that mathematical models based on the meas-

urement of signal delays (Time Difference of Arrival, 

TDOA) between microphones are most often used to de-

termine the location of the sound source using an array of 

microphones. Here, we consider the main approaches 

used to build such models. 

The TDOA method determines the delay time with  

which sound reaches various microphones in the array. 

The time difference depends on the position of the sound 

source relative to the microphone. The source coordi-

nates can be calculated using inverse triangulation and 

sound wave equations . 
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The TDOA formula for two microphones looks like 

this: 

 

d=v⋅Δt,       (1) 

 

where d – distance to the sound source, 

v – speed of sound (about 343 m/s in the air at temp 

20°C),  

Δt – the time difference between the arrival of sound 

waves at the microphones.  

The proposed method can be extended to arrays 

with more microphones, thereby allowing 3D localiza-

tion of the source. 

The beamforming method uses the phase difference 

of the signals arriving at different microphones in the ar-

ray to create a focused beam pattern toward the sound 

source. This approach allows the operator to adjust the 

microphone array to amplify the signal from the desired 

direction while suppressing noise from other directions. 

The mathematical model of beamforming is as follows : 

 

y(t)= ∑ wi
N
i=1 xi

(t-τi
),   (2) 

 

where y(t) – total output signal,  

N – number of microphones,  

wi  – the weight factor of each microphone,  

xi  – signal from each microphone,  

τi .– delay, which is determined by taking into account 

the position of the microphone and the direction of the 

source.  

The correlation method GCC-PHAT (Generalized  

Cross-Correlation with Phase Transform) involves calcu-

lating the correlation function for the signals of two or 

more microphones. Used to improve accuracy in noisy 

environments. GCC-PHAT calculates the cross-correla-

tion between microphone signals, considering phase 

shifts, which helps to find delays between signals and lo-

calize the source: 

 

Rxy
(τ)=F

-1 (
X(f) Y

*(f)

|X(f) Y*(f) |
),  (3) 

 

where Rxy
(τ) – correlation function for delay,  

X(f) і Y(f) – Fourier images of signals,  

F
-1  – inverse Fourier transform, * – complex conjuga-

tion. 

Models based on stochastic algorithms are also used 

for dynamic localization of the sound source, especially 

when moving, such as the Kalman filter, Particle Filter or 

Maximum Likelihood Estimation (MLE) methods. These 

algorithms are practical under challenging conditions — 

with numerous sound reflections or intense background 

noise. Stochastic models can use TDOA or beamforming  

as initial data and can adapt to changing conditions, 

thereby improving the real-time accuracy. Combining  

several approaches, such as TDOA with beamforming or 

correlation with a Kalman filter, is a promising approach 

for creating a microphone array because it provides more 

accurate and stable sound localization. 

Different geometries of microphone arrays are used 

depending on the specific tasks and signal types. Fig. 1 

shows the five most common two-dimensional  

microphone array geometries, where each point on the 

XY plane corresponds to one microphone. The total num-

ber of microphones in the array is denoted as 𝑁. Classical 

geometries, such as circular or rectangular arrays, are 

simple to calculate. 

Example of MATLAB code for constructing Cross 

Array Geometry: 

 

% Cross  Array Geometry parameters 
N = 12; % Number of elements on each axis 
L = 2; % Length of each axis (m) 

% Generation of microphone positions 
x_pos  = l inspace(-L/2, L/2, N); % Location along the X axis 

y_pos  = zeros(1, N); % Along the Y axis, all coordinates are 0 
z_pos  = zeros(1, N); % Along the Z axis, all coordinates are 0 
% Fi rs t l ine (base along X) 

pos_line1 = [x_pos; y_pos; z_pos]; 
% Second line (base a long Y) 
pos_line2 = [y_pos; x_pos; z_pos]; 
% Combination of all positions 
crossArrayPositions = [pos_line1 pos_line2]; 
% Normal  to array elements 
elNormal = zeros(2, size(crossArrayPositions, 2)); 
% Creating a  Cross Array 
crossArray = phased.ConformalArray(... 
 'ElementPosition', crossArrayPositions, ... 

 'ElementNormal', elNormal); 
% Visualisation 
viewArray(crossArray, 'Title', 'Cross Array Geometry'); 

 

There are several beamforming algorithms  

 delay-and-sum (DAS); 

 differential (DIF); 

 superdirective beamformers (SDB).  

All of them belong to models based on spatial signal 

processing (beamforming). There are different ap-

proaches to forming directional characteristics  to localize  

or amplify signals. 

The spatial characteristics of a microphone array are 

usually considered in two main noise environment sce-

narios: coherent and diffuse noise. 

In the case of coherent noise, the main spatial char-

acteristic is the directional diagram, which describes the 

level of suppression of the coherent noise depending on 

the direction of its arrival. In the case of diffuse noise, the 

leading spatial characteristic is the directivity index, 

which determines the average level of suppression of 

noise coming from all directions relative to the sound of 

the target source coming from the main direction. 

The array can be designed to maximize noise rejec-

tion and increase sensitivity to sound from the target  
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Fig. 1. 2D microphone array geometries  

 

direction for any number of microphones. At the same 

time, each microphone in the array affects the formation  

of the directional diagram and the directional index by 

processing the phase and amplitude contributions of the 

signals. These characteristics ensure effective localiza-

tion of sound even under difficult acoustic conditions. 

Microphone arrays consisting of n omnidirectional 

microphones, spaced at a distance d from each other, 

serve as the foundation for implementing beamforming  

algorithms such as DAS (Delay-and-Sum) and DIF (Dif-

ferential) (Fig. 2).  

Consider the Mathematical Model for Differential 

Arrays. Let us consider the properties of a microphone 

array with n elements that receive a signal S(ω, k) with a 

plane wavefront arriving from direction θ. 

 
a 

 
b 

Fig. 2. Signal processing schemes of microphone arrays: with delay  

and summation algorithms (а); differential algorithms (b) 
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The time delay between signals at adjacent micro-

phones is given by τ0 =d/c, where c is the speed of sound. 

In the frequency domain, the signals at the output of each 

microphone can be expressed as  follows: 
 

Xm
(ω,k)=S(ω,k)e-jωτ0

(m-1) cosθ, m=1,2,…,n, (4) 
 

where m is the microphone index in the array. 
 

In the DAS algorithm, the phases of the signals from 

all microphones are aligned according to the target sig-

nal’s direction θs, and the signals are then summed as 

follows: 
 

YDAS
(ω,k) =

1

n
∑ Xm

n
m=1

(ω,k) ejωτ(m-1)
.  (5) 

 

The transfer function for DAS is given as: 
 

HDAS
(ω,θ)=e

-j
ωτ0

2 cos(
πωτ0

2
(cosθ-r)),        (6) 

 

where r=
τ

τ0
. 

In the DIF algorithm, the phases of the signals are 

aligned according to the direction θv of the noise source, 

and the signals are subtracted to form a "null" in the noise 

direction: 

 

YDIF
(ω, k) =

1

n
∑ Xm

n
m=1

(ω, k)ejωτ (m−1)
.  (7) 

 

The transfer function for DIF is given as: 
 

HDIF
(ω, θ) = je

−j
ωτ0

2 sin(
πωτ0

2
(r + cosθ)).  (8) 

 

For DAS, the parameter r defines the type of di-

rectivity: Broadside (BS) (r = 0),  endfire (EF) (r = 1). 

For DIF, the parameter r determines different types of di-

rectivity patterns: dipole (r = 0), hypercardioid (r =

0.34), supercardioid (r = 0.57), and cardioid (r = 1). 

Using the transfer functions HDAS
(ω, θ) and 

HDIF
(ω, θ), the spatial and frequency properties of the 

microphone arrays can be analyzed to suppress noise and 

enhance the sensitivity to the target signal. 

The spatial and frequency properties of a micro-

phone array are described by its beampattern B(ω,θ), 

which is the squared magnitude of the transfer function: 

 

B(ω,θ)=|H(ω,θ)|
2
.   (9) 

 

For a microphone array with n elements, the fre-

quency responses of the DAS and DIF algorithms exhibit 

distinct characteristics.  

In DAS algorithms, the frequency response in the 

target direction θs is uniform and equals 1. However, if 

the target direction is misaligned, the frequency response 

becomes non-uniform, and modulation effects appear. 

In DIF algorithms, the frequency response is inher-

ently non-uniform. The response is close to zero at low 

frequencies, meaning that signals are suppressed. As the 

frequency increases, the response grows, reaching the 

first maximum (unity) at the cutoff frequency fc. Beyond 

this point, the response oscillates between 1 and 0. 

The cutoff frequency fc  is determined by the follow-

ing expression: 

 

fc=
1

2
(τ0 +τ)=

1

2
 (τ0 +τ)

c

2d(1+r)
.  (10) 

 

The above formula shows that the operating fre-

quency range of differential microphone arrays signifi-

cantly depends on the distance between the microphones. 

Fig. 3 shows graphs of the DIF frequency characteristics 

in the target direction for different distances  between the 

microphones. 

 

 
Fig. 3. Frequency response graphs of differential  

microphone array (n = 2) (d = 1.25; 2.5; 5.0 cm, θ s = 0°, sampling frequency 16 kHz) 

1 

2 

1 

2 

3 
3 
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Let us now consider the frequency characteristics of 

the microphone arrays - the directivity diagram and the 

frequency response in the target direction θ=θs. 

For a linear array of n microphones spaced by d, the 

coordinates of the k-th microphone are: 

 

xk =(k-1) d, y
k
=0. 

 

DAS Algorithm 

 

BDAS
(ω,θ)= |∑ expn

k=1 (-j
ω

c
((k-1) dcosθ-ds))|

2

.  (11) 

 

where ω – angular frequency of the sound wave;  

c – speed of sound in the medium; θ – angle of arrival of 

the sound wave; d – distance between adjacent micro-

phones in the array; ds  – delay corresponding to the target 

direction θs, given by ds =dcosθs. 
 

EF DAS Algorithm 

 

BEF DAS
(ω,θ)= 

= |∑ wk
n
k=1 exp (-j

ω

c
((k-1)dcosθ-ds))|

2

,      (12) 

 

where wk are weight coefficients. 

 

BS DAS Algorithm 

 

BBS DAS
(ω,θ)= |∑ cosn

k=1 (
ω

c
((k-1) dcosθ-ds))|

2

.   (13) 

 

DIF Algorithm 

 

BDIF
(ω,θ)= 

= |∑ (-1)k-1n
k=1 exp (-j

ω

c
((k-1)dcosθ-ds ))|

2

.   (14) 

 

Consider Cross Array (CA). In a cross array, micro-

phones are arranged along two orthogonal axes. 

 

DAS Algorithm 

BDAS
(ω,θ) = 

= |∑ ∑ exp
ny

j=1

nx
i=1

(-j
ω

c
(xi cosθ+y

j
sinθ-ds))|

2

, (15) 

 

where xi =(i-1)dx and y
j
=(j-1)dy ;  

nx , ny – number of microphones along the x-axis and 

y-axis for cross arrays;  

xk ,y
k
 – coordinates of the k-th microphone in Carte-

sian coordinates. 

For a Uniform Circular Array (UCA) of n micro-

phones with radius R, the k-th microphone is located at: 

 

xk =Rcosϕ
k
, y

k
=Rsinϕ

k
, ϕ

k
=

2π(k-1)

n
,       (16) 

where R – radius of the circular array;  

ϕ
k
 – angular position of the k-th microphone in a cir-

cular array. 

 

DAS Algorithm 

 

BDAS
(ω,θ)= |∑ expn

k=1 (-j
ω

c
(Rcos(ϕ

k
-θ)-ds))|

2

.  (17) 

 

DIF Algorithm 

 

BDIF
(ω,θ)= 

= |∑ (-1) k-1n
k=1 exp (-j

ω

c
(Rcos(ϕ

k
-θ)-ds))|

2

.   (18) 

 

In a rectangular array (RA), microphones are ar-

ranged in a grid with nx  rows and ny columns. The coor-

dinates of the k-th microphone are: 

 

xk =(i-1)dx, y
k
=(j-1)dy , i∈{1,…, nx}, j∈{1,…, ny }. 

 

DAS Algorithm 

 

BDAS
(ω,θ)= |∑ ∑ exp

ny

j=1

nx
i=1

(
-j

ω

c
((i-1)dxcosθ+

+(j-1) dy sinθ-ds)
)|

2

.  (19) 

 

DIF Algorithm 

 

BDIF
(ω,θ)= 

= |∑ ∑ (-1)i+jny

j=1

nx
i=1 exp (

-j
ω

c
((i-1) dxcosθ+

+(j-1)dy sinθ-ds)
)|

2

.  (20) 

 

To determine the frequency characteristics of dif-

ferential microphone arrays in the low-frequency range  

(f ≤  fc ), an equalizer (eq) is used. For the direction  

θs = 0°, the equalizer has the following frequency re-

sponse: 

 

Heq
(f)= {

1

sin(πfτ0
(r+1))

, if f ≤  fc,

1,  if f >  fc .
    (21) 

 

It should be noted that large values of the equalizer 

transfer function can lead to significant signal amplifica-

tion, especially independent noise (microphone intrinsic 

noise, wind noise, etc.). The noise amplification degree 

is described by a characteristic called the White Noise 

Gain (WGN). Limiting the WGN value is a requirement  

for developing MR signal processing algorithms. A sim-

ple way to limit WGN is to limit the maximum value of 

the equalizer transfer function. Since the DIF directivity 

pattern becomes multi-lobed in the frequency range  

f > 2fc, the operating frequency range of DIF algorithms  

can be limited to 2fc. In general, the frequency response 
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of a DIF with an equalizer that equalizes (without con-

sidering limitations) the response in the direction θs can 

be represented as follows:  

 

BDIF
(ω,θ)= (

sin(
ωτ0
2

(r+cosθ)) 

sin(
ωτ0
2

(r+cosθs
))

) . (22) 

 

In this case, the microphone linear array's maximu m 

response (n = 2) is still located along the axis . 

In a Cross Array, microphones are arranged along 

two orthogonal axes. The frequency response for a Cross 

Array can be expressed as  follows: 

 

BDIF
(ω,θ)= (

sin(
ωτ0
2

(rx+cosθ))⋅sin(
ωτ0

2
(ry+sinθ))

sin(
ωτ0
2

(rx+cosθs
))⋅sin(

ωτ0
2

(ry+sinθs))
)

2

, (23) 

 

where rx =
xk

dx
, ry =

y
k

dy
. 

In a Uniform Circular Array, microphones are uni-

formly distributed along a circle of radius R. The DIF fre-

quency response for UCA is: 

 

BDIF
(ω,θ)= (

sin(
ωτ0
2

(r+cosθ-
R

λ
cos(ϕ

k
-θ)))

sin(
ωτ0

2
(r+cosθs-

R

λ
cos(ϕ

k
-θs)))

)

2

,    (24) 

 

where ϕ
k
=

2π(k-1)

n
, k=1,2,…,n, r=

R

d
;  

τ0  – time delay between adjacent microphones;  

r – distance between microphones, normalised by a 

reference distance;  

λ − wavelength of the signal;  

dx,dy − spacing between microphones along x- and y-

axes;  

R − radius of the UCA;  

ϕ
k
- angular position of the k-th microphone in UCA. 

Let us consider further the spatial characteristics of 

the microphone arrays. 

In DAS algorithms, the time delay controls 

r=
τ

τ0

(|r|≤1) the direction of maximum sensitivity 

("beam") of the microphone array r= cos (θs ). Taking this 

into account, the radiation pattern takes the following  

form 

 

BDAS
(ω,θ)= |cos (

ωτ0

2
cos(θ)- cos (θs) ))|

2

.   (25) 

 

This relationship shows that the maximum response 

of DAS linear microphone arrays is achieved in the di-

rection θ=θs. Such a microphone array is called longitu-

dinal, and the expression describes its radiation pattern: 

 

BEF
(ω,θ)= |cos (

ωτ0

2
cos(θ)-1))|

2

.      (26) 

 

If the direction of maximum sensitivity is close to 

the normal of the linear microphone arrays (θs=90
°
), the 

microphone array is called transverse. In this case, the 

transfer function 

 

BEF
(ω,θ)= (cos (

ωτ0

2
cos(θ)))

2

.  (27) 

 

Thus, the delay value entirely determines the differ-

ence between the longitudinal and transverse microphone 

arrays using the DAS algorithm. 

In DIF algorithms, the time delay of one of the mi-

crophone signals sets the direction r= -cos (θν) of the ze-

ros (±θν) of the radiation pattern. The directivity pattern 

of DIF can be represented as  

 

BDIF
(ω,θ)= |sin (

ωτ0

2
(r+cos(θ))) |

2

= 

= |sin (
ωτ0

2
( cos(θ) -cos(θν)))|

2

.      (28) 

 

The frequency response of DIF with an equalizer 

that equalizes (without considering the limitations) the 

response in the direction θs can be represented as fol-

lows: 

BDIF
(ω,θ)= (

sin(
ωτ0

2
(cos(θ)-cos(θν

)))

sin(
ωτ0

2
(cos(θ)-cos(θν

)))
)

2

.  (29) 

 

It follows from the formula that the direction of 

maximum sensitivity (target direction) θs of DIF micro-

phone arrays always coincides with the direction of the 

axis. If |θν
|>90

°
, cos(θν

)<0),  then θν=0
°
. If |θν

|<90
°
, 

cos(θν
)>0) ,  then θν=180

°
. Thus, DIF microphone arrays 

have a longitudinal architecture, and the maximum re-

sponse occurs in the hemisphere opposite to the hemi-

sphere of zeros. 

The directivity pattern describes the suppression de-

gree (interference) of coherent signals (interference) 

coming from the direction θ. Coherent interference is 

usually formed by point sources located a short distance 

from the microphone array. Individual coherent interfer-

ence can be suppressed by forming a zero in the direction 

of the interference source. 

In another operating scenario, isotropic noise uni-

formly arrives at the microphone array from different di-

rections. Remote or spatially distributed sources form 

such noise. For example, this can be the speech of third-

party speakers in a room, noise in a car, or other forms of 

transport formed by vibration. 

In these cases, the efficiency of the microphone ar-

ray is characterized by the directivity factor (DF), the 

value of which is equal to the ratio of the response of the 

array in the target direction to the average response of the 
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array to signals coming from all directions. The follow-

ing expression determines the magnitude of the directiv-

ity factor: 

 

DF(ω,θs
)=

|H(ω,θs ,φ
s
|
2

1

4π
∫ ∫ |H(ω,θ,φ |2sin(θ)dθdφ

π
0

2π
0

,      (30) 

 

where θs,φs
 angles of the direction to the target source 

(zenith and azimuth angles, respectively). 

The zenith and azimuth angles are independent. The 

linear microphone array radiation pattern is symmetrical 

about the axis; thus, the DF formula takes the following 

form: 

 

DF(ω,θs
)=

|H(ω,θs |2

1

2
∫ |H(ω,θs |2sinθdθ

π
0

.  (31) 

 

The directivity factor formulas are usually written  

for the direction θs of maximum response as DF(ω). The 

directivity index (DI) is calculated as the directivity co-

efficient in decibels: 

 

DI(ω)=10log
10

{DF(ω)}.  (32) 

 

Let us denote the power spectrum of the target sig-

nal from the direction θs as PSS(ω) and the power spec-

trum of the isotropic noise coming from the surrounding 

space as Pnn(ω). The average signal-to-noise ratio (SNR) 

at the microphone is: 

 

SNRin
(ω)=10log

10
(

PSS(ω)

Pnn(ω)
). (33) 

 

It follows that using an equalizer does not change 

the magnitude of the directivity factor. Considering this, 

the signal-to-noise ratio in decibels at the output of the 

microphone array will be:  

 

SNRout
(ω)=SNRin

(ω)+DI(ω). (34) 

 

Table 1 presents the formulas for the directivity co-

efficient for various linear microphone array algorithms. 

The graphs show the directivity index for the DAS and 

DIF algorithms. 

 

Tаblе 1  

Directivity coefficients of linear two-element  

microphone arrays 

Algo-

rithm 
Directivity coefficient DI(ω) 

DAS 
DF(ω, θs

) =
1 + cos (ωτ0

(cos(θs
) − r))

1 + sinc(ωτ0
) cos (ωτ0 )

 

EF DAS 
DF(ω, θs

) =
2

1 + sinc(ωτ0
) cos (ωτ0 )

 

BS DAS 
DF(ω, θs

) =
2

1 + sinc(ωτ0
)
 

DIF 

DF(ω, θs
) =

2 (sin (
ωτ0

2
(1 + r)))

2

1 − sinc(ωτ0
) cos (ωτ0 )

 

 

The graphs (Fig. 4) show a significant directivity  

advantage of DIF arrays compared to DAS in the low fre-

quency range. However, this advantage should be con-

sidered in the context of significant signal attenuation in 

the low frequency region. 

The graphs show a significant directivity advantage 

of DIF arrays compared to DAS in the low frequency 

range. However, this advantage should be considered in 

the context of significant signal attenuation in the low 

frequency region. 

 

 

 
Fig. 4. Dependence of the directivity coefficient on frequency (d = 5 cm, sampling frequency 16 kHz) 
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2 
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The following tables show the directivity coeffi-

cient formulas for Cross Array (Table 2) and Uniform 

Circular Array (Table 3), where the symbols J0 and J1 

represent Bessel functions of the first kind, which are so-

lutions to Bessel’s differential equation: 

 

x2
d

2
y

dx2
+x

dy

dx
+(x2 -n2 )y=0, 

 

where n is an integer or an actual number,  

Jn
(x) is the Bessel function of the first kind of order 

n. 

J0
(x) is the Bessel function of the first kind of order 

0, defined as: 

J0
(x) =

1

π
∫ cos

π

0

(xcosθ) dθ. 

 

J1
(x) is the Bessel function of the first kind of or-

der 1, defined as: 

 

J1
(x) =

x

π
∫ cos

π

0

(xcosθ)sin
2 (θ) dθ. 

 

The analysis of the cross-array directivity plots 

shows that DIF arrays outperform DAS, EF DAS, and BS 

DAS in terms of directivity (Fig. 5). 

However, the attenuation of signals at low frequen-

cies can negate this advantage, which limits the practical 

application of DIF in noisy environments. EF DAS and 

BS DAS in the high-frequency range showed more stable 

and predictable performance. DIF arrays maintain a pre-

cise directivity but can become too sensitive to phase 

changes, which can affect the reliability of their opera-

tion. As a result, DIF matrices provide the best low-fre-

quency performance, sharper directivity, and better angu-

lar discrimination. BS DAS provides stable performance 

at all frequencies, making it suitable for broadband  

microphone arrays. EF DAS provides a balance between 

low and high frequencies, effectively focusing energy on 

both frequencies. DIF arrays are recommended when 

low-frequency selectivity is critical, but signal attenua-

tion must also be considered. BS DAS or EF DAS should 

be considered for wideband signals requiring uniform 

performance at all frequencies. 

 

Tаblе 2  

Directivity coefficients for Cross Array 

Algo-

rithm 
Directivity Coefficient DI(ω) 

DAS 
DF(ω,θs

)=
1+cos(ωτ0

(cos(θs
)-r))

1+sinc(ωτ0
)cos(ωτ0

)
 

EF 

DAS 
DF (ω,θs

)=
2

1+sinc(ωτ0
)cos(ωτ0

)
 

BS 

DAS 
DF(ω,θs

)=
2

1+sinc(ωτ0
)
 

DIF 

DF(ω,θs
)=

2sin
2 (

ωτ0

2
(1+r) )

1-sinc(ωτ0
)cos(ωτ0

)
 

 

Tаblе 3  
Directivity coefficients for Uniform Circular Array 

Algorithm Directivity Coefficient DI(ω) 

DAS 
DF(ω,θs

)=
1+ J0

(ωτ0
)

1+ J1
(ωτ0

)
 

EF DAS 
DF(ω,θs

)=
2

1+ J1
(ωτ0

)
 

BS DAS 
DF(ω,θs

)=
2

1+ J0
(ωτ0

)
 

DIF 

DF(ω,θs
)=

2 [sin (
ωτ0

2
(1+r))]

2

1-J0
(ωτ0

)
 

 

 

 

 
Fig. 5. Dependence of the directivity coefficient on frequency and the 3D directivity pattern 

(d = 5 cm, sampling frequency 16 kHz) for Cross Array  
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Before using DIF matrices in low-frequency applica-

tions, it is necessary to assess the influence of noise and 

environmental factors in advance. 

The analysis of the Uniform Circular Array di-

rectivity plots shows that DAS and EF DAS exhibit con-

sistent behavior, providing the same directivity coeffi-

cients (Fig. 6). BS DAS and DIF arrays exhibit reduced 

directivity at low frequencies, which may limit their use 

in such scenarios. 

DIF arrays outperform other algorithms in terms of 

sharp angular discrimination. DAS and EF DAS maintain  

moderate performance, whereas the BS DAS offers sta-

ble but less discriminative responses. The oscillating na-

ture of the Uniform Circular Array introduces variability  

in the directivity coefficients with increasing frequency. 

DIF arrays effectively exploit these variations to improve 

the angular resolution at higher frequencies. With this in 

mind, DAS is suitable for general purposes with stable 

frequency targeting. EF DAS is ideal for scenarios re-

quiring energy uniformity and moderate directivity. BS 

DAS is recommended for applications in which the wide-

area focus is more important than the angular resolution. 

DIF is best suited for high-frequency applications requir-

ing precise angular selectivity, but is less effective at low 

frequencies. 

In addition to the directivity index, other spatial 

characteristics were used for various scenarios of the use 

of a two-element microphone array: 

Microphone array sensitivity ratio in the frontal and 

back hemispheres (Front to Back Ratio, FBR); suppres-

sion of sound from the direction opposite to the target 

source (Rear rejection, RR). 

In the case of DIF gratings, these characteristics sig-

nificantly depend on the delay parameter r. Table 4 lists 

the characteristics of the main differential gratings. Each 

microphone array specified in Table 4 has the maximu m 

value for one of the following criteria:  

 omnidirectional microphone — the same sensi-

tivity in all directions; 

 cardioid – one zero at 180°; 

 super-cardioid – maximum FBR; 

 hyper cardioid – maximum DI in the low fre-

quency range; 

 dipole – maximum sensitivity at 0°/180°, the 

highest cutoff frequency. 

One limitation of DIF gratings is the need to aim the 

axis of the two-element microphone array at the source 

of the target signal, whose position may be unknown or 

change during the observation process. This limitation 

can be partially overcome in three-element microphone 

arrays. 

 

Tаblе 4 
Characteristics of differential microphone arrays  

Type of 
micro-

phone ar-

ray (n=2) 

r 
DI  

(f = 0 

Hz) 

FBR RR Zeros 
Cutoff 

frequency 

Micro-

phone 

 0 dB 
1.0 

0 dB 
— — 

Dipole 0 4.7 dB 1.0 0 dB ±90° 1/т0 

Cardioid 1 4.8 dB 8.4 25 dB 180° 0.5/τ0 

Hypercar-
dioid 

0.34 6.0 dB 8.4 6 dB ±110° 0.67/ τ0 

Supercar-

dioid 

0.57 5.7 dB 11.4 12 dB ±126° 0.78/ τ0 

 

The degree of directivity of the microphone array 

(n=2) depends on the distance between the microphones. 

As the distance increased, the directional pattern be-

comes multi-lobed (the spatial response fluctuates from 

zero to one). In this case, the directivity index value in 

DAS algorithms approaches 3 dB. Typically, the distance 

between microphones is limited by the following ratio: 

 

 
 

Fig. 6. Dependence of the directivity coefficient on frequency and the 3D directivity pattern 

(d = 5 cm, sampling frequency 16 kHz) for Uniform Circular Array 
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d ≤
c

2fmax
=

λmin

2
 or 

d

λ
≤

1

2
 .    (35) 

 

The dependence of the directivity index on the ratio 

(d/λ) is shown in Fig. 7. 

It follows from the figure and other similar calcula-

tions that the distance between the microphones, at which 

the maximum value of the directivity index is achieved, 

is minimal for the DIF algorithm and more remarkab le 

for the DAS algorithms. In DAS algorithms, a small dis-

tance between the microphones leads to low directivity in 

the low-frequency range, with a slight phase shift be-

tween the microphone signals. As the distance in the 

high-frequency range increases, the wavelength becomes 

negligible compared to the distance between the micro-

phones, the directional pattern becomes multi-lobed, and 

spatial leakage appears. 

For DIF algorithms, a small distance between mi-

crophones corresponds to the maximum directivity of the 

microphone array (n=2) over the entire frequency range. 

However, small distances become problematic because 

they increase the sensitivity of the microphone array 

(n=2) to microphone placement errors, the spread of their 

characteristics, and noise. 

Thus, when choosing the distance between micro-

phones, it is necessary to ensure a compromise between 

high directivity over a wide frequency range and other 

factors. Table 5 compares the characteristics of the two-

element microphone arrays.  

The directivity pattern becomes more complex as 

the distance between the microphones increases, forming 

multiple lobes as the spatial response fluctuates between 

the minima and maxima. The directivity index (DI) of 

DAS algorithms in a cross array typically approaches 6 

dB under ideal conditions. However, practical designs 

usually limit the spacing of the array elements based on 

formula 35. 

With the same architecture of two-element micro-

phone arrays, different processing algorithms give them 

significantly different properties. Microphone arrays 

with differential algorithms are more compact and pro-

vide excellent noise suppression in the low-frequency 

range than those with delay and summation algorithms. 

 

Tаblе 5  

Comparison of microphone arrays (n=2)  

with transverse and longitudinal architecture 

Array Advantages Disadvantages 

Broad-

side 

DAS 

flat geometry; 

ability to con-

trol beam di-

rection 

less suppression off-axis 

of the array; short dis-

tance between micro-

phones and a large num-

ber of them are necessary 

to prevent spatial leakage 

Endfire 

DAS 

better off-axis 

rejection than 

Broadside; 

smaller overall 

size than 

Broadside 

non-planar (volumetric) 

geometry; the direction 

to the source of the target 

signal must coincide with 

the axis of the array 

DIF better low fre-

quency di-

rectivity; better 

off-axis rejec-

tion; smaller 

overall size 

non-planar (volumetric) 

geometry; direction to 

the source of the useful 

signal must coincide with 

the axis of the array; 

more complex pro-

cessing (equalizer); sup-

pression of the target sig-

nal in the low-frequency 

range 

 

 

 
 

Fig. 7. Directivity index of two-element microphone arrays as a function of the ratio (d/λ)  

and the 3D directivity pattern 
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However, the frequency response of microphone ar-

rays with differential algorithms is significantly more un-

even than that with delay and summation algorithms. Dif-

ferent efficiency criteria and processing algorithms may 

be preferable depending on the scenario of the micro-

phone array application. The properties of two-element  

microphone arrays should be considered when imple-

menting other algorithms for processing the signals of 

microphone arrays, including algorithms for processing 

the signals of microphone arrays with many elements. 

The degree of directivity of a uniform circular array 

(UCA) depends on the radius of the circular arrangement 

of the microphones and the number of elements n. For 

small radii, the array provides a broad, uniform directiv-

ity pattern. As the radius increases, the directivity pattern 

becomes more focused, and the spatial response develops 

into multiple lobes. The directivity index (DI) asymptot-

ically approaches the theoretical maximum for DAS al-

gorithms, which depends on the number of array ele-

ments and their configuration. 

To avoid aliasing and undesirable lobing effects at 

higher frequencies, the spacing between adjacent micro-

phones along the circumference is limited by the ratio 35, 

where d represents the arc distance between adjacent mi-

crophones. 

Cross-microphone arrays are characterized by an 

orthogonal arrangement of microphones, which im-

proves their spatial resolution and ability to distinguish 

sounds from different directions. BS-DAS improves the 

directivity, especially for narrowband signals, but it in-

troduces complexity in real-time applications. 

Differential DIF significantly suppresses low-fre-

quency noise. However, its frequency response is une-

ven, which may lead to problems in applications that re-

quire constant sensitivity over a wide frequency range. 

The uniform circular arrays are designed for 360° 

coverage, making them ideal for omnidirectional appli-

cations. The uniform distribution of microphones around 

the circle ensures uniform sensitivity in all directions. 

The DI remained relatively stable, indicating the reliabil-

ity of the UCA for applications such as conference rooms 

and video surveillance. 

Unlike CMA, UCA has less dependence on d/λ be-

cause its symmetry inherently provides high spatial reso-

lution. The DI is stable at lower frequencies; however, as 

the frequency increases, the spatial resolution improves 

without significant changes in directivity. Therefore, it is 

better to use UCA with DAS or EF DAS algorithms for 

omnidirectional coverage with a balanced frequency re-

sponse (Fig. 8). 

The proposed UCA provides reliable omnidirec-

tional coverage, making it suitable for environments re-

quiring uniform sensitivity. 
 

3. Results and Discussion 
 

In the first stage, the design of the matrix was car-

ried out. To determine the optimal array geometry for 

sound source localization, the physical and acoustic re-

quirements for the microphone array were first deter-

mined based on theoretical analysis. We calculated the 

acoustic characteristics of the arrays and compared them 

with respect to their suitability for use in sound localiza-

tion. We evaluated different methods for calculating the 

characteristics of microphone arrays, as briefly stated in 

the theoretical section, where a comparison of results for 

different microphone array geometries is also given. 
 

 
 

Fig. 8. Directivity index of the cross microphone array and uniform circular array as a function of the ratio (d/λ) 
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The number of microphones was limited by the 

cost, available Raspberry Pi 5 inputs, and processing 

power. The Raspberry Pi board provides I/O ports for 4 

I2S microphones. If you use the PCA9548 expansion 

card, you can connect eight microphones. 

SPH0645LM4H-B omnidirectional microphones were 

used (Fig. 9).  

For a microphone array to work well for sound lo-

calization, the array's beam pattern must have a narrow 

main lobe and several low-level side lobes in the directiv-

ity pattern. These properties depend on the number of mi-

crophones and array size. As mentioned earlier, a planar 

or spherical array with sufficient elements is often used 

for sound localization, as it provides better spatial reso-

lution and 3D localization capability. 

Directivity must have certain minimum values for 

an array of microphones to be used for sound localiza-

tion. The array must have a well-defined and high head 

front for the directional pattern to accurately indicate the 

direction of the sound source. This is achieved by mini-

mizing the width of the main HPBW. Typically, an 

HPBW of 30° or less is desirable for most applications. 

The side lobes should be at a low level on the direc-

tional pattern, ideally not more than -10 dB from the level 

of the prominent forehead. The SLL should be no more  

than -20 dB for high-precision sound localization sys-

tems. In addition, the directional characteristics should 

provide uniform sensitivity to sound in different direc-

tions. 

A uniform planar array (UPA) with a rectangular 

array of microphones can achieve a narrow main lobe and 

low side lobes by increasing the number of elements and 

optimizing their spacing (𝑑≤𝜆/2) can be used to create 

such an array. 

A circular array can also be used because it provides 

a good balance between directionality and complexity . 

The circular array can provide a uniform response regard-

ing the azimuth angle with precise directivity and low 

side lobes. 

For a round array with several microphones, four 

microphones are evenly located around the circle. The 

angle between the microphones is 𝜃=360/4=90°. Eight 

are also evenly spaced around the circle. The angle be-

tween the microphones is 𝜃=360/8=45° (Fig. 10). 

 

 
 

Fig. 9. a) Raspberry Pi 5; b) SPH0645LM4H-B bottom port microphone with an I2S digital output;  

c) Adafruit PCA9548 8-Channel STEMMA QT 

 

 
Fig. 10. Circular array configurations for n = 4 and n = 8 
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Fig. 11. Uniform rectangle array configurations for n = 4 and n = 8 

 

The radius of the array can be changed to control its 

frequency range. A larger radius results in a narrower 

beam (higher directivity) but requires a higher frequency 

for effective operation. Higher frequencies provide better 

sound localization. The radius 𝑟 is related to the wave-

length λ of the sound we need to localize. For example, 

for sound localization of 1 kHz with a wavelength of 

𝜆=𝑐/𝑓, where 𝑐 ≈ 343 m/s is the speed of sound, the wave-

length will be 𝜆=343/1000= 0.343 m. For the central 

petal, the radius 𝑟 will be from 𝜆/2 to 𝜆; we take  

𝑟 ≈ 0.1 m. 

Various geometric microphone array configurations 

were generated using the Sensor Array Analyzer App in 

Matlab.  

We determined and compared the important charac-

teristics of sound localization for different geometric 

configurations of microphone arrays. 

The Array Directivity is the directional characteris-

tic of the microphone array and is determined at certain 

angles. For example, the result of the calculation of the 

array of microphones is 0.84 dBi at 0 Az; 0 El means that 

the gain level in the direction that coincides with the main  

beam of the array (at an angle of 0 degrees in azimuth and 

0 degrees in elevation) is equal to 0.84 dBi, where the 

index "i" in dBi indicates the use of an isotropic micro-

phone as a comparison, i.e. the comparison is made with 

an ideal omnidirectional microphone. 

The angular coordinates that determine the position 

of the sound source in 3D space relative to the centre of 

the microphone array are Az (azimuth) and El (eleva-

tion). The azimuth angle defines the horizontal direction 

of the sound source relative to the 𝑥 axis in the 𝑥𝑦 plane 

and is measured from the positive 𝑥 axis in the 𝑥𝑦 plane 

counterclockwise. The elevation angle defines the verti-

cal direction of the sound source relative to the horizontal 

𝑥𝑦 plane. It was measured from the 𝑥𝑦 plane up or down, 

so the elevation angle is +90∘ directly above the micro-

phone array. A value of 0 El means that the measurement  

takes place at the horizon level. 

The Array Span represents the array dimensions 

along three axes, for example, x = 0 m; y = 1.5 m; and  

z = 0 m. 

Number of Elements – the number of microphones 

in the array. 

HPBW (Half Power Beamwidth) is the angular 

width of an array of microphones or antennas at which 

the power level is reduced to half the maximum value (or 

to -3 dB). For example, if the microphone array has 

HPBW = 10°, the system power will decrease to half the 

maximum value within an angle of 10°. 

FNBW (First Null Beamwidth) is the angular width 

of the beam between the first null in the beam pattern af-

ter the main frontal beam. The distance between two 

points on the graph where the power level drops to zero 

indicates signal loss or a complete lack of signal recep-

tion. This is a rather important characteristic of the "pu-

rity" of the beam, which demonstrates how well the sys-

tem can isolate signals outside the main beam. 

SLL (Side Lobe Level) is the power level of the side 

lobes of the microphone array's directional pattern com-

pared to the main beam. The value is measured in dB rel-

ative to the power level in the main beam. The smaller 

the SLL, the better the system’s ability to concentrate en-

ergy in the main beam and reduce side signals  (Fig. 12). 

Associated with it is the characteristic MSL (Main 

Sidelobe Level) - the level of the main sidelobe, defined 

as the difference in levels between the main beam and the 

most intense sidelobe. Importantly, if the MSL level is 

high (eg -3dB or more), may indicate significant side 

lobes, which can degrade system performance due to re-

dundant signals in other directions. The MSL can be cal-

culated using the main parameters of the array directional 

diagram, in particular, the SLL. First, it is necessary to 

define the main lobe (Main Lobe) as the directional dia-

gram region containing the gain peak (directivity), usu-

ally in the direction of 0° azimuth and 0° elevation . 
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Fig. 12. Azimuth pattern for URA Microphone  

Arrays with n = 8 and d = 23 cm.  

SLL (Side Lobe Level) – the power level of the most 

prominent side lobe is defined as  the difference Array 

Directivity 11.81 - 0.51 = 11.31 dB compared  

to the main beam 

 

MSL can be estimated as  

 

MSL= Peak Gain − SLL, 

 
where Peak Gain – the maximum gain of the main lobe 

of the array in dB (we obtained it using the Sensor Array 

Analyzer); SLL is the level of the first side lobe, dB. 

Matlab scripts were developed to automate calcula-

tions. Here is an example of calculating the Array Di-

rectivity of a planar array of four microphones  (see Fig. 

11): 

 
% Create a  uniform rectangular array 
Array = phased.URA('Size', [2 2], ... 

    'Lattice', 'Rectangular', 'ArrayNormal', 'x'); 
Array.ElementSpacing = [0.23 0.23]; 

% Calculate taper 
rwind = ones(1, 2).'; 
cwind = ones(1, 2).'; 

taper = rwind * cwind.'; 
Array.Taper = taper.'; 

% Create an omnidirectional microphone element 
Elem = phased.OmnidirectionalMicrophoneElement; 
Elem.FrequencyRange = [0 6000]; 

Array.Element = Elem; 
% Propagation Speed 
PropagationSpeed = 343; 

% Frequency range 
freqStart = 500; 
freqEnd = 6000; 
freqStep = 500; 
frequencies = freqStart:freqStep:freqEnd; 
% Loop through frequencies 
for Frequency = frequencies 

    % Calculate weights 
    w = ones(getNumElements(Array), 1); 

    % Compute pattern 
    [response, angles] = pattern(Array, Frequency, -180:180, 0, 
... 

        'PropagationSpeed', PropagationSpeed, ... 
        'Type', 'Directivity', 'CoordinateSystem', 'rectangular'); 

    % Peak Gain (Main Lobe) 
    [PeakGain, peakIdx] = max(response); 
    % Exclude main lobe for ArrayDirectivity computation 

    s ideLobes = response; 
    lowerIdx = max(1, peakIdx-5); % Ensure index is within 
bounds 
    upperIdx = min(length(response), peakIdx+5); 
    s ideLobes(lowerIdx:upperIdx) = -Inf; % Mask main lobe 
    ArrayDirectivity = max(sideLobes); % Side Lobe Level 
    % Display results for current frequency 
    disp(['Frequency: ', num2str(Frequency), ' Hz']); 
    disp(['  ArrayDirectivity: ', num2str(ArrayDirectivi ty), ' dB']); 
    dis p('-----------------------'); 

end 
 

The calculations demonstrate that the geometric 

configurations of the arrays can be improved for sound 

localization problems by increasing the distance between 

the microphones. Therefore, it is necessary to adjust the 

distance between the microphones to increase the dis-

tance between them (reduce the array's radius or the dis-

tance between the elements). This approach reduced the 

beam width; however, limitations due to diffraction at 

low frequencies must be considered. Doubling the dis-

tance for a planar array of 4 microphones resulted in, for 

example, HPBW = 51° for a frequency of 1000 Hz. The 

HPBW must be at least 100° for a frequency of 500 Hz. 

The results of calculations of Array Directivity , 

HPBW, and SLL for each frequency from 500 Hz to 6000 

Hz with a step of 500 Hz for four different geometric con-

figurations of microphone arrays (URA n = 4 and n = 8; 

USA n = 4 and n = 8) are shown in the lower tables. 

The results show that similar geometric configura-

tions of microphone arrays from omnidirectional micro-

phones can be used for sound localization tasks at low 

frequencies because they are characterized by good val-

ues of Array Directivity and HPBW (Table 6, Table 7). 

This means creating a sufficiently narrow main beam, 

where the level of the sidelobe SLL does not differ from 

that of the main lobe at high frequencies. The best con-

figurations were URA Microphone Arrays with n = 8 and 

d = 23 cm (Fig. 13). 

It can be seen that the URA Microphone Arrays 

with n = 8 and d = 23 cm, based on omnidirectional mi-

crophones, can be used for sound localization tasks at low 

frequencies up to 1000 Hz because the level of the side 

lobe is lower than the main lobe by about 11 dB, which, 

if used, can further reduce considered processing algo-

rithms (Table 8, Table 9). At frequencies of 200-300 Hz, 

there was no side lobe at all, but HPBW was too wide. 

Therefore, URA Microphone Arrays were finally  
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chosen for the project. At this stage, it should be noted 

that a prototype installation for sound localization can be 

developed using the selected hardware. 
 

Tаblе 6  

Array Directivity, HPBW and SLL  

for URA Microphone Arrays with n = 4 and d =23 cm 

Frequency 

(Hz) 

Array  

Directivity, 

dBi at 0 Az 

HPBW  

(degrees 

Az) 

SLL  

(dB Az) 

500 3.30 96.24 - 

1000 8.78 43.72 5.84 

1500 5.75 28.74 0.00 

2000 5.42 21.46 0.00 

2500 6.58 17.14 0.00 

3000 6.17 14.26 0.00 

3500 5.40 12.22 0.00 

4000 6.72 10.68 0.00 

4500 5.81 9.50 0.00 

5000 5.84 8.54 0.00 

5500 6.24 7.78 0.00 

6000 6.08 7.12 0.00 

Tаblе 7 

Array Directivity, HPBW and SLL  

for URA Microphone Arrays with n = 8 and d = 23 cm 

Frequency 

(Hz) 

Array  

Directivity, 

dBi at 0 Az 

HPBW  

(degrees 

Az) 

SLL  

(dB Az) 

100 0.38 360 - 

200 1.49 115.90 - 

500 6.70 39.64 11.95 

1000 11.81 19.52 11.30 

1500 8.26 12.98 0.00 

2000 8.46 9.74 0.00 

2500 9.62 7.78 0.00 

3000 9.19 6.48 0.00 

3500 8.20 5.56 0.00 

4000 9.84 4.86 0.00 

4500 8.81 4.32 0.00 

5000 8.94 3.90 0.00 

5500 9.14 3.54 0.00 

6000 9.13 3.24 0.00 

 

 
Fig. 13. URA Microphone Arrays with n = 8, d = 23 cm; 3D directivity pattern  

for 550 Hz. Array Directivity 7.43 dBi at 0 Az; 0 El; HPBW35.92° Az / 86.00° El; SLL 11.30 dB Az / - dB El 

 

Tаblе 8  

Array Directivity, HPBW and SLL  

for UСA Microphone Arrays with n = 4 and r = 23 cm 

Frequency 

(Hz) 

Array  

Directivity 

(dBi) 

HPBW  

(degrees 

Az) 

SLL  

(dB Az) 

500 -15.34 41.34 0.00 

1000 5.94 29.66 0.00 

1500 -6.79 20.80 0.00 

2000 6.29 14.78 0.00 

2500 -2.60 12.31 0.00 

3000 5.34 10.40 0.00 

3500 0.41 8.73 0.00 

4000 4.30 7.31 0.00 

4500 2.18 6.92 0.00 

5000 3.18 5.06 0.00 

5500 3.54 5.54 0.00 

6000 1.22 5.18 0.00 

Tаblе 9 

Array Directivity, HPBW and SLL  

for UСA Microphone Arrays with n = 8 and r = 35 cm 

Frequency 

(Hz) 

Array  

Directivity 

(dBi) 

HPBW  

(degrees 

Az) 

SLL  

(dB Az) 

500 -0.71 360.00 - 

1000 -10.40 18.60 0.00 

1500 6.61 13.12 0.00 

2000 3.57 12.06 0.00 

2500 -4.99 6.97 0.00 

3000 1.92 6.82 0.00 

3500 3.29 4.90 0.00 

4000 0.91 4.94 0.00 

4500 -17.61 5.02 0.00 

5000 0.16 4.22 0.00 

5500 2.60 3.69 0.00 

6000 4.13 3.42 0.00 
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A low main beam width (HPBW) was achieved to 

make the microphone array more effective for sound 

source localization (see Fig. 13). However, the problem 

of low sidelobe level (SLL) at high frequencies (above 

1000 Hz) requires further investigation. This allows for a 

more accurate determination of the direction of the sound 

and avoid localization errors that can occur due to high 

sidelobe levels. 

 

4. Conclusions 

 

Different processing algorithms provide different  

characteristics for the same microphone array architec-

ture. Differential algorithms make grids more compact 

and suppress low-frequency noise better than delay and 

summation algorithms. However, their frequency re-

sponse was less uniform. Depending on the application, 

different algorithms and performance criteria may be pre-

ferred. 

The geometric configuration of microphone arrays 

significantly affects sound localization performance. By 

adjusting the distance between the microphones and 

changing the radius of the array, the directivity of the ar-

ray and the levels of the side lobes in the directivity pat-

tern can be optimized. Calculations showed that increas-

ing the distance between the microphones improved the 

beam width reduction. A comparison of different grating 

configurations, such as uniform rectangular gratings 

(URA) and uniform circular gratings (UCA), revealed 

different results for the directivity, half-power beam 

width (HPBW), and sidelobe levels (SLL). The four-mi-

crophone URA configuration showed increased directiv-

ity with increasing frequency, with a steady decrease in 

HPBW, but low sidelobes only at low frequencies (up to 

1000 Hz). This study demonstrates the need to find a 

compromise between array complexity, directivity, and 

the ability of the system to minimize side lobes on a di-

rectivity diagram. Future work must improve array de-

sign and apply SSL reduction techniques to improve lo-

calization accuracy over a wider frequency range, provid-

ing reliable sound localization in real-world applications. 

The obtained results can be used to develop compact mi-

crophone arrays. 

Reducing the SLL (level of side lobes) is possible 

in future studies; it is possible to try to achieve it in vari-

ous ways, the theoretical bases of which have already 

been partially developed and covered in the unique liter-

ature. In particular, it is possible to single out 1) optimi-

zation of the location of elements—search for more com-

plex configuration of arrays; 2) use of phasing, which 

consists of applying the appropriate phase signal (phas-

ing) to each microphone; 3) use filtering or aperture cor-

rection, for example, amplitude weighting (tapering or 

weighting) allows you to reduce the level of side lobes by 

changing the weighting coefficients of the array  

elements; 4) apply methods to reduce noise. The indi-

cated methods can help reduce the signal intensity in the 

side lobes. 

Future studies should incorporate super-resolution 

methods for determining the angular position of a radia-

tion source, including the Capon method, which mini-

mizes interference through adaptive beamforming, the 

thermal noise method, which estimates the signal direc-

tion based on noise power variations, the MUSIC algo-

rithm, which employs eigenvalue decomposition for 

high-resolution spectral estimation, and the ESPRIT al-

gorithm, which leverages signal subspace properties for 

precise angle estimation. 
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ПОРІВНЯЛЬНИЙ АНАЛІЗ ТА ВИБІР ГЕОМЕТРИЧНОЇ КОНФІГУРАЦІЇ  

МІКРОФОННОГО МАСИВУ НА ОСНОВІ MEMS-МІКРОФОНІВ  

ДЛЯ ЗАДАЧ ЛОКАЛІЗАЦІЇ ЗВУКУ  

А. В. Рябко, Т. А. Вакалюк, О. В. Заіка,  

Р. П. Кухарчук, Ю. Л. Сморжевський  

Предметом вивчення є розробка геометричної конфігурації масиву всенаправлених MEMS-мікрофонів 

для задач локалізації звуку. Метою є створення компактних і високоточних пристроїв для локалізації звуку, 

які забезпечують збалансоване всенаправлене покриття та точність роботи в широкому частотному діапазоні. 

Завдання дослідження включають аналіз просторово-частотних характеристик різних архітектур мікрофон-

них решіток (лінійний масив, плоский масив, коловий масив, концентричний масив) і порівняння алгоритмів 

формування променів для задач локалізації (затримково-сумовий, диференціальний, наднаправлений форму-

вачі променю). Методи дослідження базуються на застосуванні як відомих, так і авторських аналітичних мо-

делей для передатних функцій і коефіцієнтів спрямованості, а також експериментальній перевірці прототипу  

пристрою на основі апаратної платформи Raspberry Pi 5 з платою розширення Adafruit PCA9548 8-Channel 

STEMMA QT та всенаправленими MEMS-мікрофонами SPH0645LM4H-B. Результати дослідження пока-

зали, що диференціальні алгоритми мають перевагу перед алгоритмами затримки та підсумовування при ви-

діленні цільових сигналів в умовах ізотропного шумового поля і когерентних джерел шуму. Оптимальною 

геометрією для збалансованого всенаправленого покриття є UCA з алгоритмами DAS або EF DAS, які забез-

печують хорошу спрямованість і низькі рівні бічних пелюсток. Найпростіша та ефективна чотиримікрофонна 

конфігурація URA покращує спрямованість із збільшенням частоти, але низькі бічні пелюстки досягаються 

лише на частотах до 1000 Гц. Висновки. Геометрична конфігурація мікрофонних масивів та алгоритми фор-

мування променів є критично важливими для ефективної локалізації звуку. Подальші дослідження будуть 

спрямовані на вдосконалення масивів за допомогою методів редукції SSL для покращення точності локаліза-

ції в широкому частотному діапазоні. Отримані результати можуть бути використані для розробки компакт-

них і високоефективних мікрофонних масивів. 

Ключові слова: локалізація джерела звуку; мікрофон MEMS; мікрофонний масив; спрямованість; рівень 

бічних пелюсток. 
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