58 ISSN 1814-4225 (print)
Radioelectronic and Computer Systems, 2025, no. 1(113) ISSN 2663-2012 (online)

UDC 004.4:004.6:519.8 doi: 10.32620/reks.2025.1.04

Anton CACERES, Larysa GLOBA

National Technical University of Ukraine
“Igor Sikorsky Kyiv Polytechnic Institute”, Kyiv, Ukraine

AHP-BASED MULTI-CRITERIA ANALYSIS OF MULTI-CLOUD DATA
MANAGEMENT TECHNIQUES

Today, the multi-cloud concept covers more and more spheres of modern life: tech-related industries, financial
services, healthcare, etc. A multi-cloud environment combines services from different providers through a spe-
cific user-side architecture. The aviation industry has several characteristics: large-scale modeling, testing, and
managing vast data. Running complex simulationsistime-consuming and requires significant high-performance
computing (HPC) resources. This, in turn, makes using multi-cloud very promising in this industry. However,
currently, there are many approachesto multi-cloud interaction, each of which has its own characteristics. The
article researches different approaches to multi-cloud data access and create a model to determine the most
optimal one. The research subject is interaction methods in multi-cloud systems: Multi-cloud data storage gate-
ways using the example of S3Proxy, data management platforms using the example of Apache NiFi, and cloud -
agnostic libraries using the example of Apache Libcloud. Their main advantages, disadvantages, and features
of use are given. The research tasks are formalizing the problem, defining cost, performance, security, and
implementation effort parameters for each approach, and developing a multi-criteria decision analysis (MCDA)
model using the Analytical Hierarchy Process (AHP) method. Thanksto its adaptability, this model allows or-
ganizations to choose the most effective strategy for integrating multi-cloud technologies into their work pro-
cesses, maximizing potential benefits, regardless of the specific context. The following results were obtained.
The MCDA/AHP model was built with the input parameters of performance, security, storage cost, and imple-
mentation effort determined. In this case, performance was found empirically, cost was based on the AWS S3
pricing model, implementation efforts were estimated based on expert opinion, and the security criterion was
determined using the weighted scoring method. It is important to note that the cost, pe rformance, security, and
implementation complexity criteria are ranked in descending order of importance and play a crucial role in
obtaining theinitial values. Cloud-agnostic libraries achieved the best results, followed by multi-cloud storage
gatewaysand data management platforms. Conclusions. The scientific novelty of this work is the development
of a multi-criteria model for determining the most optimal multi-cloud approach. The limitationsand opportu-
nitiesof MCDA/AHP are also described. Thisnot only helpsto determine the best approach for specific require-
ments but also lays a solid foundation for further research and development of strategies for the use of multi-
cloud environmentsin various industries, paving the way for future advancementsin the field.
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scalable and cost-effective solutions that significantly
reduce the need for physical resources [3].

The cloud increases speed and flexibility as
distributed users can easily access powerful high-
performance computing (HPC) resources when they are
needed. Leveraging the flexibility of the cloud also

1. Introduction
1.1. Motivation

Businesses worldwide are increasingly adopting
multiple cloud providers in their operations. According

to a 2023 Gartner survey [1], 81% of public cloud users
work with two or more cloud providers, and the latest
2024 State of the Cloud Report by Flexera [2] shows that
this number increased to 89% (Fig. 1).

Engineering modeling is used in various industries
to accelerate product development. Aviation training and
design is characterized by significant resource
requirements and material and technical difficulties. The
emergence of cloud-based simulations in this area offers

allows companies to adjust their HPC resources on a
daily basis, increasing cost efficiency [4].

In a multi-cloud environment, multiple cloud
providers are pooled together to provide three primary
cloud services: compute, storage, and networking. The
compute service allows customers to create their own
compute nodes independent of their physical server
nodes in different data centers [5].
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Managing data access across several cloud storage
providers and distributing computing resources among
clouds can present significant challenges [6].

By developing standardized APIs, data formats, and
protocols, multi-cloud dining standardization efforts aim
to reduce the complexity of working with multiple cloud
storage providers, making it easier for developers and
organizations to adopt and integrate multi-cloud
solutions.

Some notable standardization efforts in the multi-
cloud data access space include the Cloud Data
Management Interface (CDMI) [7] and the Open Cloud
Computing Interface  (OCCI) [8].  Although
standardization is often seen as the most promising way
to ensure interoperability between multiple clouds,
adopting standards is slow as cloud providers are
interested in promoting their APIs and technologies.
Thus, the lack of universally recognized standards makes
it necessary to study alternative solutions for interaction
[9].

Due to the absence of universally accepted
standards formulti-cloud interaction, organizations must
develop their integration manually [10]. It is critical to
choose a multi-cloud approach that maximizes
operational efficiency. This research focuses on
developing an MCDA model that facilitates the selection
of the best scenario based on the cost, performance,
security, and implementation complexity parameters.

1.2. State of the art in multi-cloud data access

Different studies provide insights into the chal-
lenges of integrating multiple clouds [11]. Each cloud
provider offers unique interfaces and applications, which
can complicate the use of cloud services [12].

Recent studies have highlighted the importance of
addressing interoperability issues. For example, the use
of the Multi-Cloud Interoperability Framework improves
resource utilization, application portability, and security

across different cloud platforms [13].

Security remains a critical issue as responsibility is
shared between users and providers, requiring robust
monitoring systems and security measures to detect and
prevent intrusions and system breaches [14, 15]. Opti-
mizing the efficiency of cloud tasks is also important,
which is the main topic of the following articles [16, 17].

Developing reliable, interoperable frameworks and
focusing on security and efficiency are essential for de-
veloping multi-cloud dataaccess and management.

Therefore, researching approaches for achieving
multi-cloud interoperability is crucial. Let’s consider
some of these.

Multi-cloud storage gateways.

A multi-cloud storage gateway is a piece of hard-
ware or software that provides seamless access to data
stored in multiple cloud providers. It intermediates user
applications and cloud storage services [18].

Multi-cloud storage gateways convert specific
cloud APIs from different cloud providers into a single
API, greatly simplifying data movement and manage-
ment. They allow users to access and manage data from
other cloud providers without implementing and main-
taining multiple APIs.

Accessing cloud storage via a gateway typically has
the following advantages:

- Simplified data management through a single
unified API;

- Avoiding vendor lock-in and enhancing data re-
siliency by distributing data across multiple cloud pro-
viders;

- Potential improvement in data access perfor-
mance through caching and optimization techniques.

At the same time, the disadvantagesinclude:

- Potential introduction of additional costs for us-
ing the gateway service;

- Possibility of reduced performance or increased
latency dueto the extra abstraction layer;

- Dependency on the gateway provider for up-
dates, bug fixes, and support.

Data management platforms.

Data management platforms (DMPs) are software
solutions that, unlike storage gateways, are de-signed to
facilitate the management and access to data in multi-
cloud environments. They also provide data migration,
protection, and management between cloud storage pro-
viders. Such platforms are separated from the underlying
cloud storage services and provide centralized control for
data management. This allows organizations to imple-
ment policies, automate processes, and derive analytics
from data across multiple clouds [19].

Advantages of the data management platforms:

- Optimizes the management and processing of
data across multiple cloud services while offering more
advanced features than storage gateways;
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- Improves data management and provides central-
ized control and visibility of data from various sources,
including multi-cloud storage;

- Supports advanced data processing and analytics
capabilities not typically available in storage gateways.

Disadvantages of the data management platforms:

- Due tothe additional features and functionalities
provided by the platform, it can be more complex to im-
plement and maintain;

- It may introduce higher costs for using the plat-
form;

- Some platforms may not support all cloud pro-
viders or specific storage services, leading to potential
compatibility issues or limitations.

Cloud-agnostic libraries and open-source initia-
tives.

Cloud-agnostic libraries are software tools that pro-
vide a unified interface for interacting with multiple
cloud storage services at the application programming
level, eliminating the need to work with multiple cloud-
specific APIs. These libraries are often developed and
maintained by acommunity of contributors, making them
open-source initiatives and enabling any developerto add
missing features and adjust the tool to their application
needs. However, since these libraries need to be imple-
mented in the end application ata much lower level, they
may require more development effort than the solutions
discussed in the previous two subsections [20].

While abstracting away cloud-specific data access
details, it introduces the need to implement a customAPI,
which is usually more limited and less documented than
the APIs of cloud providers.

The advantagesofcloud-agnostic librariesinclude:

- Cost-effectiveness since most open-source solu-
tions are free to use.

- High customizability, allowing for unlimited ad-
aptation or extension.

- Faster bug fixes due to community-driven de-
velopment.

As disadvantages, we can mention:

- Typically requires more technical expertise and
development effort to implement and maintain;

- Support and documentation can be limited, de-
pending on the project’s popularity and community in-
volvement;

- Potential compatibility issues or limitations with
specific cloud providers or storage services.

1.3. Objectives and approach

Among the existing approaches of multi-cloud in-
teraction, it is important to determine those that will most
effectively perform the tasks. To achieve this goal, it is
necessary to perform the following tasks:

1. Choose a technology that will representeach ap-
proach.

2. Determine the criteria by which the evaluation
will occur.

3. Conduct experiments to determine the values of
these criteria.

4. Create a model that will help determine the opti-
mal approach.

5. Interpret the obtained results

The following methods were used during the re-
search. The definition of performance is based on meas-
uring the dataread time and latency. The AWS S3 pricing
model is used to estimate the cost. Security is evaluated
based on its components in the form of weighting factors.
Implementation Efforts are determined on the basis ofthe
expert assessment of consulting companies. Having such
heterogeneous parameters, Multi-Criteria Decision Anal-
ysis (MCDA) with an Analytical Hierarchy Process
(AHP) was used to determine the optimal approach.

The article is structured to provide practical in-
sights. Section 2 “Statement of the research problem”
formalizes thetask, defining the input and output datain
a way that is directly applicable to real-world scenarios.
Section 3 “Experiment design” describes the experiment,
providing a blueprint for similar studies. Representative
technologies are defined, and the criteria necessary for
the construction of the MSDA model are described, of-
fering a practical guide for future research. Section 4
“Experimental outcomes” presents the experimental re-
sults for each multi-cloud approach, providing actionable
insights. Section 5 “Comparative evaluation model” de-
scribes the construction of the MCDA model and high-
lights the obtained result, offering a practical tool for de-
cision-making. The Discussion section presents the pos-
sible limitations and opportunities of the model, guiding
future research. The Conclusions section summarizes the
key findings of the study and their contributions, high-
lighting their practical relevance.

2. Statement of the research problem

We have three approaches to multi-cloud access:
multi-cloud storage gateways, data management plat-
forms, and cloud-agnostic libraries. For each scenario,
several parameters will be defined: price, performance,
implementation effort, and security. It is necessary to
choose the most optimal approach.

Input:

Approaches:

- SG — multi-cloud storage gateways;

- DMP - data management platforms;

- CAL - cloud-agnostic libraries.

Ai— each of the described approaches,

where 1 <i<N and N — number of approaches.

Parameters:
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- C-—thecost;

- P —theperformance;

- S —thesecurity;

- |E —the implementation effort.

Output:

The optimal approach is determined using the ob-
jective function F, which considers all the parameters.

F(A) = F(C;. R, S IE;), @)

where Ci, Pi, Si, IEi — the values of the parameters for
approach Ai.

The optimal approach OPT is the one that mini-
mizes (or maximizes) the objective function F. F, de-
pending on the nature of the parameters (e.g., cost is min-
imized, performance is maximized):

OPT =arg minF(A,;) . 2

3. Materials and research methods

To explore the practical approaches to multi-cloud
data access interoperability, we designed an experiment
to compare a set of representative solutions associated
with each method outlined in the previous sections. The
solutions selected for analysis are as follows:

- S3Proxy [21] - representative of multi-cloud
storage gateways;

- Apache NiFi [22] - representative of data man-
agement platforms;

- Apache Libcloud [23] —representative of cloud-
agnostic libraries and open-source initiatives.

We chose multi-criteria decision analysis (MCDA)
and the analytical hierarchy process (AHP) for our task.
This method allows for the evaluation of different man-
agement alternatives and uses a transparent and struc-
tured approach to decision-making by considering multi-
ple criteria [24].

For this purpose, the experiment takes into account
several factors described in the following subsections.

3.1. Performance

The performance analysis intends to assess the data
access capabilities offered by each solution. It is specifi-
cally focused on measuring data read times and latency.
To evaluate performance, files of different sizes will be
used to testaccess times:

- 100 Kilobytes;

- 1 Megabyte;

- 10 Megabytes.

Each file will be retrieved 20 times for each sce-

nario to generate a robust average. A stable cable connec-
tion with a speed of 100 mbps will be used for con-
sistency. The following steps delineate the performance
measurement process:

Conduct a benchmarking exercise for each solution
to measure the time taken to read data from various cloud
storage providers:

1@
Tread = Hztreadj ' ©)
i=1

where
Tread — the average time to read data;
n —the number of read operations performed;
tread,i — the time taken for i read operation.
Assess the latency for each solution, evaluating the
time taken to process and return requests:

1
L= Hztret,j - treq,j ’ O

i=1
where

L — the average latency;

n — the number of requests evaluated;

tret— the time the j requestis completed,;

treq— the time the j requestis made.

Analyze the throughput of each solution, measuring

the volume of data that can be accessed and transferred
within a unit of time:

OA;) = w, ©)
T

where
O(Ai) — the throughput ofapproach Aj;
V — the volume of data;
T — the unit of time.

3.2. Cost

The cost factor in our experiment evaluates the fi-
nancial implications associated with implementing and
operating each solution: S3Proxy, Apache NiFi, and
Apache Libcloud. All cost calculations in this experiment
are based on the pricing models of AWS S3 [25] as of
February 1, 2024. For this experiment, we focused on the
following key areas:

- Storage Costs. These costs are calculated based
onthe volume of datastored in the cloud. We considered
different volumes of data (100 GB, 1 TB, and 10 TB);

- Instance (Virtual Machine) Costs. These costs
are associated with running instances on cloud platforms,
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specifically AWS EC2, for ourexperiment. We select in-
stances of minimal sizes that can still handle tasks in our
tests;

- Request Costs. These costs estimate the finan-
cial impact of the number of PUT, GET, and LIST re-
quests made during the data access operations. These
costs are usually dependent on the number of requests
made per month.

The total cost can be represented by the following
formula:

Ctor=SC+IC+RC, 6)

where
SC —the storage cost;
IC — the instance cost;
RC — the request cost.

3.3. Implementation Effort

The implementation effort factor attempts to esti-
mate the resources required to develop, deploy, and man-
age each solution, considering factors such as time, com-
plexity, and required expertise. The baseline for this esti-
mate is the average time needed to develop an integration
based on each approach. Estimates will be procured from
three leading cloud development consultancies: Crayon
[26], Nordcloud [27], and Tech5 [28]. An expert from
each consultancy will provide an estimation, and an av-
erage value will be calculated to represent the implemen -
tation effort.

The next formula represents the comprehensive es-
timate of the implementation effort:

|E:TiCiEi, (7)

where

Ti—thetime estimate from the i consultancy;

Ci —the complexity factor from the i consultancy;

Ei — the expertise factor from thei consultancy.

The experiment intends to analyze the collected
data and, consequently, develop a model that can effec-
tively rank the distinct approaches to multi-cloud data ac-
cess interoperability based on the aforementioned fac-
tors. This model will help users identify the most suitable
approach for their specific use case and requirements.

3.4. Security

Security is crucial when using even a single pro-
vider, and the complexity increases significantly when
multiple providers are involved. The overall security
level of a multi-cloud systemdepends notonly on the se-

curity measures of each vendor but also on the interac-
tions between various system components. This com-
plexity complicates the deployment process, as develop-
ers must consider numerous parameters [29].

Generally, cloud security is influenced by the fol-
lowing factors:

- Thedivision of responsibilities between the pro-
vider and the client;

- Data and access management;

- Adherence to security standards [30].

To evaluate the security of the approaches we have
selected, we will use the weighted scoring method and
consider the following parameters:

- ldentity and access management;

- Encryption;

- Logging and monitoring.

4. Experimental outcomes

The following conditions can be identified for con-
ducting the experiments.

The programs were installed in isolated Docker
containers with a further resource limitation:

- 2 Virtual CPU;

- 2GB RAM;

- 2GB SWAP;

- 16 GB Virtual disk.

To conduct the experiment with S3 Proxy, we used
the official Docker image [31] and for Apache NiFi ap-
proach was used the Docker image [32]. Since Apache
Libcloud is a library that integrates directly into the end-
application code, this approach does not require an inter-
mediate step of requesting an open container. Accord-
ingly, the library code was taken from its official reposi-
tory [33].

Assumptions:

- Same network conditions for all tests;

- ldentical components of each criterion for dif-
ferent approaches.

Among the limitations, the following can be high-
lighted.

All cost calculations are based on AWS pricing
models. VM, storage, and query costs are included.
Bandwidth fluctuations or provider outages are not con-
sidered.

4.1. Findings of S3Proxy Experiment

The experiment using the S3Proxy approach offers
invaluable insights into its multi-cloud data access solu-
tion capabilities. S3Proxy is an open-source toolthat sim-
ulates the S3 API, allowing for consistent data access
across multiple cloud providers. The findings are based
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on evaluating S3Proxy’s performance, cost, implementa-
tion effort, and security, which are the factors identified
as critical for our analysis.

Performance. The performance of S3Proxy was
evaluated by measuring the mean access times for files
of different sizes (Table 1).

Table 1
Performance of S3Proxy

File size Mean access time (s)
100 KB 0.0732

1 MB 0.1055

10 MB 0.3652

Cost. In our examination of the S3Proxy solution,
the cost factor was evaluated based on the components
detailed in the experimental design. The costs primarily
comprise storage costs, instance costs, and request costs.
Table 2 presents a detailed breakdown of these costs for
data sizes of 100GB, 1TB, and 10TB.

Table 2
Cost Breakdown of S3Proxy Implementation

Data |Storage [VM cost, | Request Total
volume cost, usD cost, cost,
UsSD USD UsSD

100 GB 2.45 7.2 7.2674 16.92
1TB 24.5 14.4 89.254 128.15
10 TB 245 72 889.18 1206.18

Implementation Effort. To assess the implementa-
tion effort for integrating cloud data management took
into a typical ETL system, we developed a generic yet
practical task. The context considered for this evaluation
was aserverless ETL ingestion pipeline developed in Py-
thon, primarily tasked with downloading data from cloud
storage using cloud-specific APIs. The core objective
was to estimate the human-hour effort required to imple-
ment this approach (Table 3).

Table 3
Evaluation of S3Proxy Implementation Effort

Development consultan- Implementation effort
cies (human-hours)
Nordcloud 40 - 60
Crayon 50 - 60
Tech-5 30 -40

Security. We have identified the following parame-
ters for assessing security:

- Identity and Access Management (IAM). This
systemperforms authentication and authorization, allow-
ing S3Proxy to control who can access the managed stor-
age services. It can be integrated with existing 1AM sys-
tems to authenticate users based on S3 API standards;;

- Encryption. Supports HTTPS for encrypting
data in transit. However, the rest of the encryption de-
pends onthe internal storage service’s capabilities;

- Logging and Monitoring. S3Proxy can log ac-
cess and operational events, which is crucial for monitor-
ing usage, tracking activities, and detecting potential se-
curity incidents. The extent and depth of the logging will
depend on how S3Proxy is configured and its integration
with other logging or monitoring systems.

Let’s formalize these parameters. To do this, we
propose to evaluate each of them in points from 1 to 3
(1 — basic, 2— medium, 3 —advanced)for each approach
(Table 4).

Table 4
Evaluation of S3Proxy security parameters
Parameter Weight
Identity and Access 1
Management
Encryption 1
Logging and Monitoring 1

4.2. Findings of Apache NiFi Experiment

Apache NiFi, a data routing and transformation
server developed by the Apache Software Foundation,
was also tested. This software’s versatility provides a
unique multi-cloud data interoperability solution. The
findings are segregated into performance, cost, imple-
mentation effort, and security.

Performance. The Apache NiFi solution was also
analyzed based on the mean access times for files of dif-
ferent sizes (Table 5).

Table 5
Performance of Apache NiFi
File size Mean access time (s)
100 KB 7.2302
1 MB 7.2502
10 MB 7.2402

Cost. The cost evaluation for the Apache NiFi solu-
tion follows the same pattern as our S3Proxy analysis,
considering storage, instance, and request costs (Table 6).

Table 6
Cost Breakdown of Apache NiFi
Data Storage VM Request Total
volume cost, cost, |cost,USD cost,
usD usD uUsD
100 GB 2.45 12.6 7.28 22.33
1TB 24.5 25.2 89.27 138.97
10 TB 245 126 867.88 1238.88
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Implementation Effort. Table 7 presents an estimate
of the human-hour effort required to implement this ap-
proach.

Table 7
Evaluation of Apache NiFi Implementation Effort

Cost. Finally, we again assess the storage, instance,
and request costs forthe Apache Libcloud solution. Table
10 provides a comprehensive cost breakdown for imple-
menting Libcloud.

Development Implementation effort
consultancies (human-hours)
Nordcloud 40 - 60
Crayon 50 - 60
Tech-5 30 -40

Security. Similarly, tothe previous approach, we re-
ceived Table 8 with the following security parameters:

Table 10
Cost Breakdown of Apache Libcloud

Data |[Storage [VM cost, | Request Total
volume cost, usD cost, cost,
UsD USD UsD

100 GB 2.45 0 9.06 1151
1TB 24.5 0 92.84 117.34
10 TB 245 0 928.48 1173.48

- IAM. Apache NiFi has a comprehensive IAM.

- Encryption. This technology offers advanced
data encryption capabilities. It supports strong encryption
for both storage and transmission. However, it may not
be as extensive or sophisticated as dedicated security so-
lutions focusing exclusively on encryption technologies.

- Logging and Monitoring. Apache NiFi offers
extensive logging and monitoring capabilities.

Table 8
Evaluation of Apache NiFi security parameters
Parameter Weight
Identity and Access Manage- 3
ment
Encryption 2
Logging and Monitoring 3

4.3. Findings of Apache Libcloud Experiment

Our experiment with Apache Libcloud, a Python li-
brary built to interact with many popular cloud service
providers using a unified API, has revealed interesting
results. As a cloud-agnostic solution, Libcloud promises
to bridge the gap between multiple cloud platforms. Sim-
ilar to the previous experiments, the evaluation of Lib-
cloud’s effectiveness is based on performance, cost, im-
plementation effort, and security, which are further ex-
plained in the subsections below (Table 9-12).

Performance. For the Apache Libcloud solution,
the mean access times for files of different sizes were
slightly longer than those for S3Proxy but considerably

Implementation Effort. Table 11 presents an esti-
mate of the human-hour effort required to implement this
approach.

Table 11

Evaluation of Apache Libcloud
Implementation Effort

Development Implementation effort
consultancies (human-hours)
Nordcloud 30 -50
Crayon 40 -50
Tech-5 50 -70

Security. We will presentthe security parameters in
Table 12

- IAM. Apache Libcloud supports the basic au-
thentication mechanisms needed to establish secure con-
nections to cloud services. Still, as a library, its focus is
on abstracting API interactions rather than managing
IAM itself;

- Encryption. Apache Libcloud’s role in data en-
cryption is moderate. It mainly facilitates encrypted con-
nections (SSL/TLS) to cloud services for secure data
transfer. However, as a library that abstracts cloud ser-
vice APIs, it does not manage encryption at rest;

- Logging and Monitoring. This library has lim-
ited native logging and monitoring capabilities

After examining each solution in isolation, it is es-
sential to compare the three approaches: S3Proxy,
Apache NiFi, and Apache Libcloud.

- Table 12
shorterthan those for Apache NiFi. Evaluation of Apache Libcloud security
Table 9 parameters -
Performance of Apache Libcloud Parameter Weight
— - Identity and Access 1
File size Mean access time (s) Management
100 KB 0.0919 Encryption 1
1 MB 0.1059 Logging and Monitoring 1
10 MB 0.2927
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5. Comparative evaluation model

5.1. Explanation of the MCDA/AHP model

Given the complexity of cloud interoperability and
the diversity of different approaches, MCDA allows for
a comprehensive analysis that combines objective and
subjective assessments of various parameters. We chose
the Analytic Hierarchical Process (AHP) for our model
because it can handle complex decision-making scenar-
ios. Developed by Thomas L. Saaty, AHP can integrate
both qualitative and quantitative data [34].

To create the MCDA/AHP model, we define the
following structure:

- Level 1. The goal is to determine the most ap-
propriate solution among the multi-cloud access ap-
proaches;

- Level 2. Criteria: performance, cost,implemen-
tation efforts, and security;

- Level 3. Alternatives: S3Proxy, Apache NiFi,
Apache Libcloud.

The alternatives represent specific approaches
(multi-cloud storage gateways, data management plat-
forms, cloud-agnostic libraries) that we will use for fur-
ther model development.

Because the experiment was conducted with vari-
ous file sizes and dataamounts, we cannot derive a single
criterion value for use in the MCDA/AHP model. There-
fore, adopting asingle representative indicator for further
usein the pairwise comparison matrices is necessary.

In developing our MCDA/AHP model for evaluat-
ing cloud data management approaches,a crucial aspect
is integrating diverse experimental data sets. Given that
our experiment encompasses a general and broad scope,
it does not adhere to any specific area where certain file
sizes or storage volumes may be more prevalent. Thus,to
ensure a fair and unbiased analysis, we have opted to use
uniformly weighted averages.

The rationale behind this decision stems from the
principle of equal representation. Without a targeted ap-
plication domain or defined use case parameters, it is rea-
sonable that each experimental data point — whether
storage capacity (100 GB, 1 TB, 10 TB) or file size —
should be given equalweight. This approach ensures that
no single scenario disproportionately influences the
model’s outcome, thereby maintaining the generalizabil-
ity of the results.

The weighted average [35] calculates an average
where some data points have more influence than others.
If all data point weights are equal, the weighted average
equals the arithmetic mean.

Future researchers who wish to apply this model to
a specific use case or domain should consider adjusting
the weightings of the data volume groups according to

their relevance and frequency in their specific field of
study. This ability to tailor the model to specific require-
ments enhances its applicability across different domains
and yields more detailed and contextually relevant out-
comes.

Let us present the criteria for each approach in the
form of a general table (Table 13).

Table 13
The general table of criteria
Perfor- Cost | Implementa- | Securi-
Agg:o— mance, | 1TB,| tion Effort, ty,
sec USD | human-hours | weight
Multi- 0.34 121.7 47 3
cloud
storage
gate-
ways
DMPs 7.24 126.1 87 8
Cloud- 0.27 117.3 48 3
agnos-
tic li-
braries
Multi-cloud storage gateways
DMPs
Cloud-agnostic libraries
140,00
120,00
100,00
80,00
60,00
40,00
20,00
0,00
%Q& (Joé ’2;00(\ \)&*
0‘6\ & &
QQ/ Q\Q/((\
&

Fig. 2. Visualization of the general criteria table

Figure 2 shows that DMPs have the highest scores
across all criteria. However, only the security parameter
is the best with the highest score. At the same time, cloud-
agnostic libraries and multi-cloud storage gateways have
much closer values to each other. This does not allow us
to determine the bestapproach across all criteria at once.

5.2. Application of the MCDA/AHP Model
to the Experimental Results

Mathematically, the MCDA/AHP model can be
represented as follows:
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Aj Table 16
Bj=—" @) Pairwise comparison matrix
ZA” for the implementation effort
= Multi-
1 . vloud Cloud-
W. = _ZB" , 9) Alternatives storage DMPs | agnostic
' om =L ! libraries
j gateways
m Multi-cloud storage 1 5 1/3
S(Aj) = Z WE;;, (10) gateways
=l DMPs 1/5 1 1/6
Cloud-agnostic li- 3 6 1
where braries

m — set of criteria;
A — the comparison matrix;
Bij — the normalized matrix;
Wi — the weight vectorfor each alternative;
Eij — the efficiency assessment of alternative Ai with
respect to criterion j;
S(Ai) — the overall score for each alternative.
It is necessary to create comparative matrices for

each criterion. For this, we will use a scale from 1 to 9,
which is the one usually used in this method. The better
the alternative, the more weight it gets. Equal alternatives
get 1.

Next, the comparative matrices are presented. Table
14 contains the weights for performance.

It should be noted that two alternatives for security
have the same weight in multi-cloud storage gateways
and cloud-agnostic libraries, so in the Table 17 it will be
1

Table 17
Pairwise comparison matrix for security
Mt Cloud-
Alternatives DMPs | agnostic
storage 0
libraries
gateways
Multi-cloud storage 1 15 1
gateways
DMPs 5 1 5
Cloud-agnostic li- 1 1/5 1
braries

Table 14
Pairwise comparison matrix for performance
Multi- Cloud-
Alternatives cloud Dmps | 29105
storage tic li-
gateways braries
Multi-cloud storage 1 8 1/2
gateways
DMPs 1/8 1 1/9
Cloud-agnostic li- 2 9 1
braries

Table 15 presents the weights for cost. There is a
slight advantage of one alternative over the other.

Now, it is necessary to determine the priority of
each criteria. Based on thereport [2] costis the most im-
portant criteria for different organization. Other parame-
ters are suggested to be placed in this order:

Cost-Performance-Security-Imp lementation Effort.

By the indicated priorities, we will getthe following
table (Table 18):

Table 18
Matrix of criteria
Imple-
Criteria I:rt‘earrf]c():re- Cost | mentation Sreitc;-
Effort
Performance 1 1/2 3 2
Cost 2 1 4 3
Implementa- 1/3 14 1 12
tion Effort
Security 1/2 1/3 2 1

Table 15
Pairwise comparison matrix for the cost
'?:/:glljté Cloud-
Alternatives DMPs | agnostic
storage =
libraries
gateways
Multi-cloud storage 1 2 1/2
gateways
DMPs 1/2 1 1/3
Cloud-agnostic li- 2 3 1
braries

Finally, we calculate the priority vectors (Table 19).

Table 19
Priority vectors

Table 16 has comparison matrix for implementation
effort.

Approach Priority vectors
Multi-cloud storage gateways 0.3323
DMPs 0.3104
Cloud-agnostic libraries 0.3573
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Once the priority vectoris calculated, a consistency
check should be performed to ensure that the pairwise
comparisons are reasonable and not arbitrary [36].

1. Calculate the Consistency Index (CI) which
measures the degree of consistency in the pairwise com-
parison matrix:

Cl=-max__ | (11)
n-1
where
Amax is the principal eigenvalue of the pairwise com-
parison matrix;
n is the number of criteria or alternatives being com-
pared (we have n=4).
2. Obtain the Random Consistency Index (RCI),
which varies depending on the matrix size.
RCI =0.9 (table value for n=4).
3. Compute the Consistency Ratio (CR). It is cal-
culated by comparing the CI with the RCI:

Cl
CR=——. (12)
RCI

4. Interpret the Consistency Ratio. A CR value of
0.1 or less is generally considered acceptable. If the CR
is greater than 0.1, the pairwise comparisons might be in-
consistent, and the matrix should be reviewed and re-
vised.

We got CR =0.011. The resulting values were be-
low 0.1, signifying that the results were within acceptable
limits. Therefore, the derived priority vectors are reliable
for concluding the best solution among the chosen ap-
proaches.

Based on the AHP analysis, the option with the
highest score was considered preferable (Fig. 3). Accord-
ing to our estimates, the priority vector is [0.3323,
0.3104, 0.3573], which indicates that cloud-agnostic li-
braries are the best option for such environments, fol-
lowed by multi-cloud storage gateways, and the last place
is occupied by DMPs.

Priority vector

0,38
0,36
0,34
0,32
0,3 .
0,28
Multi-cloud DMPs Cloud-agnostic
storage libraries
gateways

Fig. 3. Visualization of the priority vector

6. Discussion

Regardless of the very wide range of application of
the method, it is also necessary to discuss its advantages
and disadvantages.

Opportunities:

- provides a structured framework to evaluate
multiple criteria simultaneously;

- allows fora comprehensive evaluation of differ-
ent multi-cloud approaches;

- parameters can be weighted according to the
specific needs and priorities of the organization;

- each step can be documented and justified.

Limitations:

- implementing MCDA can be complex and time -
consuming;

- theprocess ofassigning weights to different cri-
teria can be subjective and may introduce bias;

- Incomplete or poor-quality data can lead to in-
correct conclusions;

- MCDA models must be regularly updated to re-
flect these changes, which can be resource-intensive.

7. Conclusions

In this article, we review and discuss common
methods of multi-cloud data access using the examples
of Apache Libcloud, Apache NiFi, and S3Proxy technol-
ogies. Using MCDA/AHP, we developed a model that al-
lows comparing different strategies and their implemen-
tation, identifying the most effective options. The model
is flexible enough to combine the objective and subjec-
tive criteria.

The analysis performed the efficiency, cost, secu-
rity, and implementation efforts for the selected multi-
cloud access methods. The prioritization of criteria also
plays an important role in creating the model. For our
study, we chose the following ranking: cost, security,
performance, and implementation complexity. Where
cost has the highest priority. As a result, we found that
cloud-agnostic libraries have the best score, while data
management platforms have the lowest value of applica-
tion priority. However, changing the importance of the
criteria will affect the modeling results.

Further research could increase the number of crite-
ria and prioritize them to narrower tasks. In addition,
othermethods of multi-criteria modeling and comparison
of results can be used. As mentioned earlier, this model
has certain limitations: labor-intensive implementation
and certain subjectivity in determining the weighting co-
efficients. Perhaps another method would help to resolve
theseissues.

In summary, the results offer information to help
you choose a multi-cloud dataaccess strategy.
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Given the widespread use of cloud computing
across sectors, this model is an important resource for
computing and data professionals. It helps determine the
best approach for specific requirements and lays the
groundwork for further research and development of
strategies for using multi-cloud environments across in-
dustries.
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BOCTEH: MMPOKOMACIITaOHE MOJIETIOBAHHS, TECTYyBaHHS Ta KEPYBaHHS BEJIMKOIO KUIBKICTIO JaHWX. BUKOHaHHS ckima-
JHUX CHMYJMLIN 3aiiMae Oarato 4yacy Ta moTpeOye 3HAUYHUX BHCOKONPOJIYKTHMBHHX OOYHCIIOBAIbHUX peECypciB
(HPC). Ile, y cBOIO 4epry, poOUTh BUKOPUCTAHHS MYJIbTHXMApH Jly>Ke HEPCIEKTHBHUM Y 1Iiif ramysi. OnHak Ha JaHUI
MOMEHT iCHY€ 6arato MiJXodiB J0 MYJbTHXMAPHOI B3a€MO/Iii, KOXKEH 3 SKUX Ma€ CBOi 0COOMMBOCTI. MeTOI0 CTaTTi €
JOCHIPKCHHS PI3HMX IIIXOAIB [0 MYJIBTUXMAPHOTO JOCTYIy O JaHUX Ta CTBOPEHHS MOJENI I BH3HAYCHHS Haii-
Oinpmr omrmManbHOTO. IIpeAMeToM HOCIKEHHS € METOIM B3a€MOJl B OaraToXMapHHX CHCTEMax MYJIbTHXMAapHI
numo3n 30epiraHHs MaHuX Ha npukmam S3Proxy, mmathopmu ynpasmiHHS TaHUME Ha npukmam Apache NiFi ta xma-
pHO-He3aexHi 0i0moTexn Ha mpukiani Apache Libcloud. HaBeneHo ix 0oCHOBHI mepeBary, HEOMKHA Ta 0COOIMBOCTI
BUKOPHUCTaHHA. 3aBAAHHAMH JOCIIMKEHHS € (opmamisamis mpobieMu, BU3HAYCHHS MTapaMeTpiB BapTOCTi, IPOIyK-
THBHOCTI, OC3MEKH Ta 3yCWIJIb BOPOBAIDKEHHS JUISI KOXKHOTO TiAXOAy Ha OCHOBI WX MapameTpiB, po3poOka Moneri
OaratokputepianbHoTO aHamizy pimeasr (MCDA) 3a J0mOMOTOI0 METOJAy aHAJITHYHOTO I€papXidHOTO MpPOIeCy
(AHP). 3aBmsixu cBOil aganTUBHOCTI IIs1 MOJETb O3BOJISIE OpTaHi3allisM BHOMpaTH Halie(EeKTHBHIITY CTpATeTiio iH-
Terparii 6araToxMapHHX TEXHOJOTiH y CBOi po0odi MpoIecH, MaKCUMI3yIOUH MOTCHIIIHI BHTOM, HE3aJCKHO Bif
KOHKPETHOTO KOHTeKcTy. OTpuMaHO HacTymHi pe3yJbTaTH. byino moOGymosano momems MCDA/AHP. V skocti Bxi-
JIHUX TapaMeTpiB MOJeJIi BU3HAUEHO XapaKTePUCTUKH IIPOIyKTUBHOCTI, Oe3NeKku, BApTOCTi 30epiraHHs i 3yCHib BOpO-
Ba/pkeHHA. [Ipy bOMY EMIIPUYHUM IUIIXOM 3HAHICHO NPOAYKTUBHICTh, BAPTICTh — HA OCHOBI MOJENi LIHOYTBO -
penHs AWS S3, 3ycuiuist BOPOBaLKEHHS OI[IHEHO Ha OCHOBI [yMKHU e€KCIEpTiB, a 0e3MeKoBUil KpuTepilt BU3HaAUEHO Ha
OCHOBI METOy 3BaXKCHOI OIIHKU. Ba)kimMBO 3a3HauMTH, IO KPUTEPii BapTOCTi, MPOAYKTUBHOCTI, OE3MeKH Ta CKIak-
HOCTI peaizalii po3TaioBaHi B OPSAKY 3MEHIIEHHS 3HAYUMOCTI 1 BiflirpaloTh BajKIUBY POJIb y OTPUMAaHHI BUXITHU X
3Ha4eHb. Halikpamux pesyipTaTiB JOCSIIM XMapHO-He3alexkHi 0ibmoTtexu. [lemio ripmi pesyibTaTH MOKa3aad My-
IbTUXMApHI IUTO3W U1 30epiranus gaHux. [lnatrdpopmu ynpapiiHHA JaHUMH OIMHWINCS HA OCTAHHBOMY MicIli. Bu-
cHoBkHi. HaykoBa HOBHM3Ha po0OTH mojsirac B po3poOii OaraTokpurepianbHOI MOJENi JUIsi BU3HAYEHHS HaiOiIh I
ONTUMANIBHOTO MYJIbTHXMApPHOTO mimxody. Takoxx ommcaHi oomexeHHs i moxxmBocti MCDA/AHP. Lle He TimbkKu
JoTiomMarae BU3HAYUTH HaWKpaIlWi MiAXig st KOHKPETHUX BHMOT, ajle i 3aKiajae OCHOBY VISl IOJAJBIIHMX JIOCII-
JDKEHb 1 pO3pOOKH cTpaTerid yii BUKOPHUCTaHHA 0araToXMapHHUX CEpelOBHUI Y PI3HUX rajy3siX MPOMHCIOBOCTI

KmiouoBi cioBa: xMapHi 00YHCIICHHS; MY IbTUXMAPHICTh; OaraTOKpUTEpIiaJbHAN aHaJi3 pillleHb; aHATITAYH U i
iEpapxidHUA MpoIiec.
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