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A COMPARATIVE STUDY BETWEEN PRICE-DRIVEN AND MECHANISTIC
MOVING AVERAGES USING CAUSAL ANALYSIS
ON BITCOIN HISTORICAL DATA

The subject of this study is the comparative analysis of price-driven and mechanistic moving averages applied
to Bitcoin volume and price data, using causal analysis to assess profitability and accuracy in historical records.
This study aims to explore the effectiveness of mechanistic versus price-driven moving averages in predicting
Bitcoin price trends. The objectives are as follows: 1) To evaluate the performance of the traditional price-
driven simple moving average (SMA) againsta mechanistic simple moving average (MSMA) thatincorporates
trading volume as an asset "mass"; 2) Perform backtesting with fast and slow moving average crossovers to
determine each method’s profitability and trade accuracy across different parameter settings; 3) To calculate
cause-and-effect relationships between moving average choice and observed trading outcomes, and further
between Bitcoin price trend directions and returnsusing causal analysis; 4) To analyze the implications ofthese
results on trading strategies within the volatile cryptocurrency market. The following results were obtained: 1)
The price-driven SMA demonstrated higher profitability and higher volatility compared to MSMA which yielded
more uniform but lower returns with significantly better trade accuracy; 2) Correlation analysis found stronger
relationships between return and win rate for MSMA than for SMA, suggesting MSMA's relative stability in
volatile trading environments; 3) Causal analysis confirmed a statistically significant causal relationship
between MSMA use and consistent returns; 4) MSMA returns were strongly affected by market trends with
uptrends yielding higher returns than downtrends by 16%. Conclusions. This research contributes to the
cryptocurrency technical analysis by demonstrating the advantages and limitations of price-driven and
mechanistic moving averages. While SMA is better suited for researchers prioritizing higher potential retums
despite volatility, MSMA offers a stable, volume-based approach. The study provides valuable insights for
researchers aiming to refine investment strategiesin the fast-evolving the cryptocurrency sector.

Keywords: cryptocurrency; moving average; statistical analysis; causal analysis; technical indicators;
econophysics.

in how assets behave, which can help us guess what
action we should take next. A mechanistic approach to

1. Introduction

1.1. Motivation

The rapid growth of blockchain technologies and
the cryptocurrency market encourages researchers to
develop novel, efficient investment and trading strategies
within this domain. The foundation of cryptocurrency
technical analysis entails analyzing historical pricing data
and trading volumes, which are grounded in the premise
that oscillations are not entirely stochastic, but rather
follow particular patterns or repetitions in the supply and
demand dynamics of the currencies [1]. For studying the
market using technical analysis, traders and investors use
different instruments to analyze historical behavior and
try to predict the assets’ forthcoming price trajectory [2].
Moving averages are heavily used to create investment
and trading strategies [3]. By observing and studying the
dynamics of cryptocurrencies, we can determine pattems

generalized technical analysis [4], primarily focused on
stock market analysis, resulted in promising outcomes.
This approach attempts to generalize technical analysis
techniques using physical principles that encompass not
only share prices but also trade volumes as a "mass" of
assets. Applying causal analysis, we can understand the
cause-and-effect relationships between variables or
events in various fields [5] as well as in cryptocurrencies
[6]. It helps researchers and analysts make informed
decisions, predict outcomes, and understand the
underlying mechanisms at play.

1.2. State ofthe art
The price-driven simple moving average (or simple

moving average on price data or SMA) is extensively
used by researchers to analyze assets [7]
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where X(t) —is a time series at time t over the last data
points t.

One of the most famous trading strategies is
crossover which consists of using two moving averages
on the asset's price: fast and slow moving averages (or
short-term and long-term moving averages) [8]. A fast-
moving average has a shorter period, and a slow one has
a longer one. In the case when a fast average crosses a
slow average from the bottom up, it is a buy signal, and
when it crosses from top to bottom, it is a sell signal.

In general, moving averages are extensively used as
a backbone for many novel algorithms: dynamically
adapting to nonlinear trends through novel feature
extraction using a distance-based exponential moving-
average [9], or compositional time series forecasting
using Bayesian Dirichlet auto-regressive moving
average [10].

Any cryptocurrency is characterized not only by
price but also by the volume of sales. This is the amount
of theassetthatwas traded in a certain period. The price
rises when the demand for the asset increases and falls
when the supply is greater than the demand. Trends in
trading volume could be used to forecast future stock
market trends [11], finding a tracking strategy with a
volume-weighted average price [12]. One such
application of volume-based analysis is a mechanistic
approach, in which the idea is to rely not only on the price
but also on the volume, considering it as the physical
mass of the asset. Accordingly, for the price to rise orfall,
it is necessary to “move” the volume (mass) of'the asset.

Consider \(t) as the volume of transactions with the
asset at the price x(t) at the time t. The generalized
impulse for a time interval t can be determined, as in
physics, through
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or
Ro(0) =m() - T ®
or
Re(0=m(0) (0, @

where the time-dependent analogy to “mass” m(t) is the
ratio of the volume of transaction at the time t as \(t) and
the total volume of transaction \(t) per time interval t.
The average rate of change per time interval 1 is an
analogy to “velocity” v(t).

Then, introduce the mechanistic moving average (or
MSMA) through
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Thus, we consider the price and the volume. This
interaction can be represented as a classical force acting
on the asset.

A comprehensive review of the treatment effect
estimation and causal discovery tasks for time series data
was provided to emphasize the importance of scientific
discoveries from the causal analysis perspective [13].
Additive Noise Model (ANM), a nonlinear causal
inference approach used to identify factors influencing
stock price changes, offers more reliable factor selection
[14]. Causal analysis was successfully used to estimate
the causal relationship between Bitcoin attention
(measured by the Google Trends search queries) and
Bitcoin returns [15]. The Causal Feature Selection (CFS)
algorithm [16] identifies direct causalinfluences between
features, providing more representative and stable
subsets for stock prediction models unlike traditional
correlation-based methods like PCA, CART, and
LASSO. Experiments on 13 years of Shanghai Stock
Exchange data show that CFS outperforms other feature
selection methods in terms of prediction accuracy,
precision, and investment profitability. The algorithm
consistently identifies key features, improving risk-
return measures such as Sharpe and Sortino ratios, which
are critical for investors.

1.3. Objectives and the approach

The primary objective of this study is to conduct a
comparative analysis of price-driven and mechanistic
moving averages to evaluate their effectiveness in
predicting profitable trading signals within the Bitcoin
market.

Given the wvolatile and complex nature of
cryptocurrency markets, particularly Bitcoin, this study
aims to assess these distinct moving average methods
using causal and statisticalanalysis.

The main objectives and stages of this research are
as follows:

1. Assess the theoretical and empirical differences
between the price-driven simple moving average (SMA)
and the mechanistic simple moving average (MSMA),
which incorporates trading volume as an additional
weighting factor;

2. Implement a backtesting framework to evaluate
SMA and MSMA under a dual-moving average
strategywith fast and slow crossovers. This involves
testing various parameter settings (such as shortand long
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window periods) to generate buy and sell signals. By
simulating trading outcomes across historical Bitcoin
price data, this objective aims to determine the optimal
parameter settings and identify which approach yields
higher returns, more accurate signals, and a better risk-
to-reward ratio across different market conditions;

3. Apply causal analysis to evaluate the effect of
SMA and MSMA on Bitcoin trading returns and signal
quality, aiming to understand the cause-and-effect
dynamics in trading outcomes. This step includes
calculating the Average Treatment Effect (ATE) of each
moving average on trading returns, providing insights

into whether using MSMA over SMA leads to
statistically  significant improvements in trading
performance;

4. Synthesize the findings from the comparative
analysis to produce actionable insights. This objective
aims to inform researchers of the optimal conditions for
deploying SMA and MSMA-based strategies, helping
them make informed decisions about strategy selection
based on the market environment, risk tolerance, and
desired return profile.

2. Methods of the research

2.1. Data and backtesting

To backtest moving averages, historical Bitcoin
data were collected using the CCXT library [17] via API.
The 1-day timeframe is from February 2017 to July 2023,
resulting in 78 months. The close-day price of the
BTC/USD trade pair was used for moving averages.

During backtesting, the profitability and accuracy
of the moving averages were investigated using the
strategy of crossovering two moving averages: fast and
slow moving averages. Profitability is measured as the
sumof all relative returns. Accuracy is the win rate of the
moving average, which can be computed as the sum of
all trades divided by the sum of profitable trades.

For moving average combinations of two types of
window sizes: fast and slow windows. In addition, one
additional parameter for computing the mechanistic
moving average, which takes the value of the largest
parameter of the slow moving average. The parameters
for the fast- and slow-moving averages are combinations
from 8 to 32 days in steps oftwo, with the restriction that
the fast window must be strictly less than the slow
window. Therefore, 78 combinations of parameters for
each type of moving average and conducted 156
backtests in total. The addition value for the mechanistic
moving average was 32 days for all combinations.

Window parameters from 8 to 32 were selected to
evaluate short-term and medium-term trading strategies
on a daily timeframe.

2.2. Descriptive analysis

Descriptive analysis was used to explore the
profitability, accuracy, and performance characteristics
of the SMA and MSMA strategies.

1. Key statistics are calculated that summarize the
central tendency, and the dispersion of a distribution:
mean return, standard deviation, minimum, maximum,
and percentiles (25th, median, and 75th) [18]. These
metrics provided an initial overview of each strategy’s
performance characteristics, including volatility, average
profitability, and return distribution;

2. To understand how returns and win rates are
related within each moving average method, correlation
matrices were created for both SMA and MSMA. These
matrices measured the relationships between the mean
returns, return sums, and win rates;

3. To test for statistical differences between SMA
and MSMA, two t-tests [19] were performed. The first
test assessed differences in mean returns, while the
second evaluated win rate differences;

4. To study how market trends affect each moving
average, the weekly aggregated return data for Bitcoin
was categorized into uptrend and downtrend phases. This
segmentation allows an analysis of the performance of
SMA and MSMA under contrasting market conditions,
illuminating the situational strengths and weaknesses of
each approach.

2.3. Causal analysis

Causal analysis is a set of techniques used to
understand the relationships between variables and
events in a system by determining whether changes in
one variable cause changes in another. This analysis aims
to identify causal relationships, helping to explain why
certain outcomes occur and uncover the underlying
mechanisms that drive these relationships, rather than
just revealing correlations between variables.

Causal analysis is actively used to find the factors
that affect the Bitcoin price to help investors make better
investment decisions [20].

In this study, causal analysis is used to identify and
estimate the following:

1. The effect of SMA compared with MSMA and
their corresponding returns.

2. The effect of the trend directions and their
corresponding returns.

Three distinct variable categories were defined to
perform the causal analysis:

1. Treatment — the variable is manipulated in an
experiment to observe its effect on the dependent
variable.

2. Outcome — thevariable is measured to determine
the effect of the independent variable.
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3. Confounding variables — are notthe main subject
of study, but they can impact the relationship between the
independentand dependent variables.

To estimate the effect of SMA compared to and
their corresponding returns, the variable “method” was
used as a treatment to distinguish between the two
different moving average methods, and “return” was used
as an outcome to measure the profitability (Fig.1). The
casual relationships are expressed through

slow_period

\
\

fast_period

M - E(Return |confounders), (6)

where the confounders are “slow_period”, “fast_period”,
“year”, and “month” variables.

To estimate the effect of trend directions and their
corresponding returns variable “global trend flag” was
used as a treatment to distinguish between testing during
the uptrend and downtrend, and “return” was used as an
outcome to measure the profitability (Fig. 2).

year month

d /
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Fig. 1. Causal graph to estimate the effect of SMA compared to MSMA and their corresponding returns
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Fig. 2. Causal graph to estimate the effect of trend directions and their corresponding returns
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The casual relationships are expressed through

d
d(global trend flag)

-E(Return|confounders), (7)

where the confounders are “slow_period”, “fast_period”,
“year”, and “month” variables.

To define the uptrend and downtrend the one-
dimensional Gaussian filter [21] has been used through
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where o is the standard deviation and x is the time series
value.

The following metrics are used to measure the
causal effect:

1. Average Treatment Effect (ATE) — is the average
difference in the outcome variable between a group that
receives the treatment (treated) and a group that does not
receive the treatment (control).

2. Average Treatment Effect on the Treated (ATT)
—measures the average difference in the outcome
variable for those who were treated compared to what
their outcomes would have been if they had not been
treated.

3. Average Treatment Effect on the Control (ATC)
measures the average difference in the outcome variable
for those in the control group compared to what their
outcomes would have been if they had been treated.

To estimate the causal effect three methods have
been used:

1. Propensity score matching (PSM) — was used to
create a balanced comparison group by matching treated
and untreated units based on their estimated probabilities
of receiving the treatment (propensity scores) [22].

2. Propensity score stratification (PSS) - is a
method that divides the sample into strata based on the
estimated propensity scores and then analyzes the
outcomes within each state [23].

3. Double ML (DML) - this method combines the
strengths of machine learning and statistical methods to
provide consistent estimates of causal effects [24].

To test the validity of the causal models three
refutation tests were used: random common cause
(RCC), placebo treatment refuter (PTR), and data subset
refuter (DSR) [25].

3. Results

3.1. Returns and winning rate tendencies

Summary statistics were calculated that describe the
central tendency and the dispersion of distribution for

both the MSMA and the SMA returns, as shown in
Table 1.

The results provide an overview of the performance
characteristics of each strategy across several metrics,
including trade count, mean, standard deviation,
minimum and maximum returns, and several percentile
markers. These metrics offer insight into how returns are
distributed and the relative volatility of each approach.

The MSMA shows a lower standard deviation
(21.8%) compared to the SMA (39.4%), suggesting that
MSMA vyields more stable returns with lower volatility.
Such decreased volatility can be used by researchers
seeking consistency and lower-risk deals. Furthermore,
the percentile statistics reinforce this tendency: MSMA
has a narrower range of returns from its 25th to 75th
percentiles, highlighting that it generally yields more
moderate returns compared to SMA’s broader
distribution.

The median return for SMA (-0.9%) is also lower
than its mean (9.3%), indicating the presence of extreme
positive returns that make the mean higher than the
median. This higher mean is complemented by a larger
maximum return (282.2%), showcasing SMA’s potential
to deliver high-reward trades with the higher-risk trade
tendencies.

Table 1
Return of price-driven and mechanistic
simple moving averages

MSMA SMA

Number of trades 6054 5098
Mean 5.6 9.3

Std 218 394

Min -41.3 -39.1

25% percentile -4.5 -6.6
50% percentile 04 -0.9
75% percentile 8.1 7.0
Max 1515 282.2

The win rate, summarized in Table 2, describes the
differences between these two methods in terms of trade
accuracy. MSMA shows a higher win rate at 52.2%, and
the SMA is slightly lower with a win rate of 43.3%. This
difference implies that MSMA could be a better choice
for traders who prioritize accuracy and steady gains over
the larger, and more volatile returns. Potentially, ahigher
win rate can be particularly advantageous in trading
strategies aimed at capital preservation or incremental
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portfolio growth, where steady gains have more priority,
and risk management is key.

Table 2
Win Rate of price-driven and mechanistic
simple moving averages
Number of trades Win Rate, %
MSMA 6054 52.2
SMA 5098 431

The higher win rate for MSMA indicates that, on
average, it produces more successful trades relative to
SMA, which can be important for risk-averse investors
or those with a conservative approach to market
fluctuations [26]. It is worth noting that
SMA’s lower win rate does not inherently imply poor
performance, because it could also reflect a different risk-
reward profile.

SMA appears to focus on capturing larger, more
infrequent gains, which could be beneficial during strong
uptrend periods or for traders with a higher risk tolerance.

In general, the choice between SMA and MSMA
may depend on individual risk preferences and
investment goals. SMA may attract those willing to
endure higher volatility for the chance of capturing
bigger returns, while MSMA’s consistency and higher
win rate may align better with investors prioritizing
steady and predictable performance.

Visual comparison of SMA and MSMA
performance across different combinations of fast and

SMA Mean Return %
30

25

20 0.17 0.22

0.180.19

15

Fast SMA Window Size

10 0.02 0.04 0.050.08 0.1 0.16

0.020.04 0.05 0.06 0.07 0.09 0.12
10 15 20 25 30
Slow SMA Window Size

slow-moving average window sizes presented on the
heatmaps. The values presented in the figure are
percentages divided by 100.

The mean return heatmap (Fig. 3) illustrated for
both SMA and MSMA strategies. Larger slow window
sizes generally yield higher mean returns, especially for
SMA. Specifically, the SMA heatmap shows higher
mean returns concentrated in the upper-right region,
where both the fastand slow window sizes are relatively
large (around 25-30). In comparison, MSMA exhibits
more moderate mean returns, with values that increase
steadily but remain within a narrower range. This
suggests that SMA can deliver higher average returns,
having greater sensitivity to window size configurations.

The sumreturn heatmap (Fig. 4) shows the sum(the
cumulative) return percentages for each method. Here,
SMA displays an increase in the cumulative return with
larger window sizes, reaching peaks in the same upper-
right corner, where the cumulative return values surpass
600%. This pattern suggests that longer slow and fast
windows for SMA capture more significant trends,
leading to higher cumulative profits. Also, SMA has
higher cumulative return patterns for smaller window
sizes at the middle-bottom corner. The MSMA, by
contrast, yields the sum (the cumulative) returns that are
more evenly spread across the different window
combinations, with a maximum cumulative return in the
range of 300-500%, depending onthe window size. This
relative stability of MSMA reinforces its role as a more
conservative strategy.

MSMA Mean Return %

0.2

0.18

0.03 0.050.07 0.08

0.030.05 0.060.06 0.06

0.040.05 0.08 0.080.09 0.08
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Fig. 3. SMA and MSMA mean return heatmaps
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Fig. 4. SMA and MSMA sumreturn heatmaps

The win rate heatmap (Fig. 5) presents the win rates
for both strategies. The SMA win rate heatmap shows
that its performance is most accurate when the slow and
fast windows are near each other, specifically in the 20—
25 range. Conversely, MSMA demonstrates higher win
rates across a broader range of window sizes, with peak
win rates near 63% in the right corner. This finding aligns
with earlier observations that MSMA has a higheroverall
accuracy, having a win rate advantage over SMA across
different configurations.

The SMA correlation data (Table 3) indicate a
strong positive correlation (0.87) between the mean

SMA Mean Win Rate %

0.450.45 0.49

0.49 0.51 0.45 0.47
0.42/0.48 0.45 0.41 0.41
0.44 0.46 0.48 0.48 0.47
0.48 0.5 0.43 0.45 0.4 0.44 0.46
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0.44 0.41 0.38 0.42 0.36 0.37 0.4 0.41 0.42 0.39 0.41 0.38
10 15 20 25 30
Slow SMA Window Size

return and the sum (cumulative) return. This high value
suggests that as individual trade returns increase on
average, the total cumulative return also grows
substantially. However, the correlation between the mean
return and the win rate is very low (0.1), implying that
the winning percentage of trades is largely independent
of the size of the returns achieved per trade. Similarly,
the correlation between cumulative return and win rate is
modest (0.21), indicating that while higher win rates
contribute slightly to cumulative profitability, they are
notthe main drivers of SMA’s overall return profile.

MSMA Mean Win Rate %

0.6

VEY40.61 0.59

0.48 0.49 0.43

0.48 0.49 0.42
10 15 20 25 30
Slow SMA Window Size

Fig. 5. SMA and MSMA mean win rate heatmaps
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Table 3
Return and winning rate correlation of SMA
Return Return Win rate
mean sum mean
Return mean 1 0.87 0.1
Return sum 0.87 1 0.21
Win rate mean 0.1 0.21 1

The relationship between the mean and cumulative
returns for MSMA (Table 4) is weaker than that for the
SMA, with a correlation of 0.57, suggesting a more
tempered link between individual trade profitability and
total cumulative gains. This indicates that MSMA’s
cumulative return is less dependent on consistently high
mean returns.

Also, the MSMA demonstrates a stronger
correlation between the mean return and the win rate
(0.43), as well as between the cumulative return and the
win rate (0.35). These higher values imply that, for
MSMA, higher returns are more closely associated with
a higher winning rate.

Comparing thesetables, we can see that SMA, with
its strong correlation between mean and cumulative
return, behaves in a way thatis more reliant on capturing
substantial trends to achieve profitability. This aligns

8

with earlier observations that SMA has higher volatility
and can deliver extreme returns. MSMA, on the other
hand, demonstrates a balanced approach where the win
rate plays a more important role in its performance,
reflecting its focus on consistent, stable returns rather
than large gains.

Table 4
Return and winning rate correlation of MSMA
Return Return Win rate
mean sum mean
Return mean 1 0.57 0.43
Return sum 0.57 1 0.35
Win rate mean 0.43 0.35 1

3.2. Distributions analysis

The return distributions for SMA and MSMA
(Fig. 6) show differences for each moving average
method in terms of return volatility. The overlay of the
return distributions for both strategies highlights a more
compressed, tightly clustered distribution for MSMA
compared to the wider and more stretched distribution for
SMA.
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Fig. 6. SMA and MSMA return distributions
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The MSMA’s compressed distribution aligns with
its lower standard deviation, emphasizing accuracy and
stability rather than large gains. In contrast, SMA’s
stretched distribution, which includes a notable portion
of outliers, suggests a strategy with greater potential for
high returns but also higher risk. This finding is
consistent with earlier observations of SMA’s reliance on
capturing substantial trends to achieve profitability, in
contrastto MSMA’s focus on consistent, smaller gains.

To statistically validate the difference in
performance between SMA and MSMA, two
independent-sample t-tests were conducted to compare
both the mean returns and win rates of each strategy
(Table 5).

Table 5
T-test statistical hypothesis test for return
and the winning rate

p-values

Return mean 4.05 x 10~1°

Win rate 1.13 x 1072

Thet-test results yielded exceptionally low p-values
for the mean return and win rate, indicating a statistically
significant difference between the SMA and MSMA in
both profitability and accuracy. This rejection of the null
hypothesis confirms that the observed differences in
mean returns and win rates are unlikely to have occurred
by chance and are indeed reflective of distinct behavioral
patterns for each moving average strategy.

These statistical findings, combined with the
distributional analysis, reinforce the assumption that
SMA is suited for traders willing to accept more risk in
pursuit of larger gains, and MSMA is more appropriate
for traders seeking a less volatile approach.

3.3. Trend directions and returns

The analysis of SMA (Fig. 7) and MSMA (Fig. 8)
weekly mean returns highlights how each moving
average strategy performs in Bitcoin's trend directions:
during uptrends and downtrends.

The returns for both SMA and MSMA are not
evenly distributed across different market conditions,
with  both strategies generally showing higher
profitability and win rates during uptrend periods
compared to downtrends. This uneven distribution
underscores the influence of broader market movements
on the effectiveness of each moving average approach.

The SMA produced more extreme returns
capitalizing on significant price shifts during pronounced

trends. This aligns with the general finding that SMA is
capable of yielding higher returns but with greater
volatility and less accuracy.

The MSMA appears to deliver more stable returns
across both market conditions, with lower profitability
but greater accuracy than the SMA.

This consistency is particularly evident in the way
MSMA dampens the impact of extreme price shifts,
yielding amore uniform return profile regardless of trend
direction.

MSMA's performance during downtrends, while
less profitable, remains relatively stable and predictable,
reflecting its conservative design.

However, MSMA has more severe negative returns
than SMA, which leads to a significant decrease in the
account balance. This finding should be -carefully
researched in further studies.

The uptrend before 2019 is characterized by higher
and more stable returns for MSMA compared to the
following uptrends in 2020 and 2021 years. This could
indicate how specific market formation impacts the
returns and win rates. Comparing the performance of the
adapted MSMA [27] and not adapted MSMA may
provide more insight into the large negative returns
during downtrends, which seems to be the consequence
of a slow reaction to market changes.

These findings indicate that SMA is bettersuited for
traders seeking to maximize gains in strongly trending
markets, where capturing larger price shifts s
advantageous. MSMA, on the other hand, appeals to
traders who prioritize stability and accuracy, especially
during uncertain or volatile market periods.

However, there are obvious return and win rate
differences during uptrends in 2018-2019 and in 2020-
2021 years for MSMA that should be considered
accordingly.

3.4. The causal effect of MSMA use on returns

The causal analysis of the SMA and MSMA
methods was performed to determine whether a causal
effect exists between the choice of the method and the
observed trade returns.

This analysis models the relationships among three
main categories of variables: the outcome variable
(Return), the treatment variable (Method), and several
confounding variables, including the slow and fast
window periods, year, and month. Considering these
confounders, the analysis isolates the effect of using
either SMA or MSMA on returns, performing a more
precise estimation of the causal effect.
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In summary, the results in Table 6 reveal that all
three methods suggest a negative causal effect of using
MSMA compared to SMA, with the estimated ATE
values ranging from -3.5% to -6.0%. This range suggests
that,on average, MSMA results in lower returns, aligning
closely with the observed differences in mean returns
between SMA and MSMA..

The negative ATT and ATC values further confirm
this trend across both treated and untreated groups,
meaning that, whether focusing on traders who typically
use MSMA or those who do not, MSMA tends to yield
lower returns than SMA.

To validate these estimates, several refutation tests
were performed, including random common cause
(RCC), placebo treatment refuter (PTR), and data subset
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refuter (DSR), as shown in Table 7. Two models passed
each of these tests, except DML which failed on the
placebo refuter.

The analysis indicates that MSMA vyields
substantially higher returns in the uptrends, with an
estimated average increase of approximately 16%
compared to the downtrends.

Table 6
Estimated ATE, ATT, and ATC of using MSMA Table 9
Method ATE, % ATT, % ATC, % Refutation test of the causalmodels
PSM -5.9 -5.7 -6.0 Model RCC PTR DSR
PSS -35 -35 -3.6 PSM Passed Passed Passed
DML -4.0 -4.0 -39 PSS Passed Passed Passed
DML Passed Failed Passed
Table 7
Refutation test of the causalmodels 4. Discussion
Model RCC PTR DSR
PSM Passed Passed Passed The findings of this study provide important
PSS Passed Passed Passed insights into the comparative performance of simple
DML Passed Failed Passed moving averages (SMA) and mechanistic simple moving

The application of causalanalysis methods revealed
a consistent and significant relationship between the use
of MSMA and slightly lower returns. These findings
suggest that the choice of the moving average method
could indeed have a causal impact on trading outcomes,
with  SMA potentially offering superior profitability
compared to MSMA in the observed dataset.

3.5. The causal effectoftrend direction
on MSMA returns

The casual analysis of trend direction on MSMA
returns aims to understand whether the uptrend or
downtrend has a causal impact on the profitability of
MSMA.

The results shown in Table 8 indicate, indicate that
the use of MSMA is positively correlated with higher
returns during uptrends, suggesting a causal relationship
between trend direction and profitability. The ATT and
ATC values also support this conclusion, highlighting
that MSMA performs better in the uptrends across both
the treated and untreated groups.

Table 8
Estimated ATE, ATT, and ATC
of using MSMA on the uptrend
Method ATE, % ATT, % ATC, %
PSM 175 16.7 18.3
PSS 16.4 15.8 17.2
DML 16.3 16.2 16.1

To validate the robustness ofthese causal estimates,
three refutation tests were applied (Table 9). Two models
passed each of these tests, except DML which failed on
the placebo refuter.

averages (MSMA) on Bitcoin data. While both
approaches demonstrate  unique strengths and
weaknesses, their performance is shaped by factors such
as market trends, volatility, and strategy design.

One of the key observations is the trade-off between
profitability —and stabilty. The SMA strategy
demonstrated higher returns, with a maximum return of
282.2%, butalso exhibited significantly greater volatility
(standard deviation of 39.4%). This suggeststhat SMA is
more reactive to strong market trends, capturing larger
price movements at the cost of increased risk. On the
other hand, MSMA produced more consistent retums
with a lower standard deviation (21.8%), showing its
ability to smooth out fluctuations and provide stability.
For researchers prioritizing steady gains and lower
volatility, MSMA appears to be a more appropriate
choice.

The accuracy of the two methods also shows
notable differences. ’s higher win rate of 52.2%,
compared to SMA’s 43.1%, indicates that generates a
higher ratio of successfultrades. This accuracy could be
attributed to MSMA’s consideration oftrading volume as
an additional factor, providing a more robust signal
during periods of market noise. In contrast, relies solely
on price data, making it more prone to false signals in
volatile or trendless markets. The correlation analysis
supports this distinction,as MSMA’s cumulative returns
showed a stronger dependency on the win rate, while
SMA’s performance hinged on capturing extreme gains.

The impact of market trends adds another layer of
complexity. Both SMA and MSMA performed better
during the uptrends, but their behaviors diverged. SMA
excelled in strong uptrend phases by amplifying returns
from pronounced price movements, aligning with its
higher-risk, higher-reward profile. MSMA, while less
profitable, delivered more uniform performance across
market conditions. However, MSMA faced challenges
during downtrends, where returns were not only lower
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butalso occasionally severe. This could indicate a slower
response to market declines, a potential weakness in the
current implementation of MSMA that warrants further
investigation.

Causal analysis  further  reinforced these
observations, revealing statistically significant effects of
moving average choice on returns. SMA, despite its
volatility, consistently outperformed MSMA in terms of
average returns, with causal estimates indicating a 3.5%—
6.0% advantage. However, when market conditions were
considered, MSMA demonstrated a notable causal effect
during uptrends, with returns increasing by
approximately 16%. This suggests that MSMA is more
sensitive to positive market momentum, while SMA
benefits more from its ability to capitalize on larger
trends, regardless of direction.

This work did not research the trades in the real
market. The market is a complex system where your
actions can be considered by other market players forcing
them to change their actions. Small-volume trading deals
can be less impactful on the entire market but still could
make a play as a butterfly effect. Conversely, large-
volume trades could significantly impact the market,
forcing a competitive environment to adapt to your
actions, resulting in an advantage or in a failure due to
liquidity shortage. Regarding this fact, the higher
winning rate of MSMA could be different in a real market
environment as well as the higher profitability of SMA
could be lower or even higher.

5. Conclusions

This study presents an analysis of the mechanistic
simple moving average (MSMA) and the traditional
simple moving average (SMA), focusing on their
performance metrics, distribution characteristics, causal
relationships, and dependence on market trends.

The comparative analysis of MSMA and SMA
returns shows that MSMA tends to provide more
consistent returns, with lower volatility and a higher win
rate (52.2%) compared to SMA (43.1%). While SMA
shows potential for higher returns in certain instances
(maximum return of 282.2% vs.MSMA’s 151.5%).

The t-tests in mean returns and win rates reinforce
the unique distributional behaviors of each method.

SMA’s strategy, with its strong correlation between
mean and cumulative returns, shows its dependency on
sustained positive trends, while MSMA’s weaker
correlation  suggests a more  balanced and
consistentapproach, influenced heavily by its win rate.

The analysis of returns relative to Bitcoin’s market
trends showed that both SMA and MSMA are influenced
by trend directions but in different ways. SMA showed a
tendency for more extreme returns during strong
uptrends, which aligns with its higher volatility profile.

MSMA, in contrast, demonstrated more stable
performance across both uptrends and downtrends
although its returns were generally lower. However,
MSMA faced significant negative returns during the
downtrend periods, which could lead to notable decreases
in account balance.

The causal analysis confirmed a negative effect of
using MSMA compared to SMA, with an estimated ATE
indicating that MSMA vyields, on average, 3.5% to 6.0%
lower returns than SMA. These findings were consistent
across the three different causal inference methods (PSM,
PSS, and DML), which were further validated by
refutation tests. Only the DML model failed in the
placebo test, which should be investigated in detail
further.

The analysis of the trend direction’s causaleffect on
MSMA returns showed a positive effect during uptrends,
with an average increase in returns ofapproximately 16%
compared to downtrends. This effect was observed
consistently across various causal inference models.

Bxperimenting with adaptive versions of MSMA
that can better respond to market shifts, particularly
during downtrends, may be a promising area for further
research. Additionally, further investigation into hybrid
strategies that combine the stability of MSMA with the
profitability potential of SMA could produce methods
optimized for different market cycles. Exploring machine
learning approaches to dynamically adjust moving
average parameters based on trend strength and volatility
could also improve strategy resilience.

Future research should explore the use of varying
parameters for MSMA, not the only fixed 32 period, to
explore the flexibility and accuracy of the method.

For further research, exploring other time intervals
suchas4h, 1h, 15 min, and 5 min where the number and
frequency of random processes increases would be
desirable.

Investigation of the effect of using MSMA on real
market conditions, such as the effect of liquidity or the
behavior of other participants, should be addressed in
further research.

The study shows that SMA may be more suitable
for capturing large gains and are willing to accept higher
risk. Meanwhile, MSMA may be more suitable in
strategies focused on risk management and incremental
gains.

As the study shows, SMA may be more suitable for
capturing large gains and are willing to accept higher
risk. Meanwhile, MSMA may be more suitable in
strategies focused on risk management and incremental
gains.
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TMOPIBHSUILHE JOCJIUIKEHHS IMHOBOI TA MEXAHICTHYHOI KOB3HMX CEPEIHIX
3 BUKOPUCTAHHAM INIPUYHUHHO-HACJIIIKOBOI'O AHAJIBY
HA ICTOPUYHUX JIAHMX BITKOIHA

I B. Illanpo

IlpenmeToM 1LOTO MOCIUDKEHHS € TOPIBHSUIbHUH aHaji3 LiHOBOi Ta MEXaHICTUYHOI KOB3HUX CEpelHiX,
3aCTOCOBAaHUX Ha JAHUX MPO OOCHT i I[iHy OITKOiHA, BUKOPHUCTOBYIOYM MPHYMHHO -HACIIKOBUN aHaNi3 I OIIHKH
NpUOYTKOBOCTI Ta TOYHOCTI Ha ICTOPMYHMX 3amucax. MeTa IbOTO JNOCIIDKEHHS IIOJISITA€ B TOMY, MO0 JOCHITUTH
e(DeKTUBHICTh IIHOBOT Ta MEXaHICTUYHOI KOB3HUX CEPENHIX, Yy MPOTHO3yBaHHI TCHACHIIH IiH HA OITKOiH. 3aBmaHHSA
MOJIITAIOTh Y HACTYTTHOMY: 1) OIIHUTH e()EKTUBHICT TPAJUIIIAHOT MPOCTOT KOB3HOT cepemHboi (SMA), OpiEHTOBAaHOT
Ha I[iHy, IPOTH MEXaHIgHOI IpocToi KOB3HOI cepemaHpoi (MSMA), ska BKIIIOYae 0OCST TOPTIB 5K “Macy’ aKTHBY; 2)
MIPOBECTH CHMYJIAIII 3a JOTIOMOTOIO IIBHJKOI Ta MOBUTGHOI KOB3HHMX CEpeiHiX, 100 BH3HAYUTH MPHOYTKOBICTH
KO’KHOTO METOJly Ta TOYHICTh TOPTOBHX yTOJ 3a PI3HHUMH MapaMeTpaMi; 3) MpoaHai3yBaTH MPHINHHO -HACIIIKO Bi
3B’SI3KM TIpU BUOOPi KOB3HOT CEpeHBOI Ta pe3ysIbTaTaMH TOPTIBII, a TAKOK MDK HaIpsIMKaMH TpeHIy ILiHU OiTkoTHa
Ta JIOXOJaMH 3a JONOMOTOI0 NMPUYWHHO-HACTIAKOBOTO aHaizy; 4) MpoaHali3yBaTH BIUIMB Pe3yJbTATiB Ha TOPTOBI
cTpaterii Ha HeCTaOUTbHOMY PHHKY KpUNTOBAMOT. bymm oTpuMani HacTynHi pedyiasTaru: 1) SMA, opieHTOBaHa Ha
I[iHy, MPOJEMOHCTPYBaja BHIIy HPHOYTKOBICTh 1 BHIIy BOJATWIBHICTE NOPIBHAHO 3 MSMA, ska mama OumhIm
PIBHOMIpHHH, ane HIDKYHH NPHOYTOK 31 3HAYHO KPAIIOI0 TOYHICTIO TOPTIBI; 2) KOPEIAMIHHINA aHa3 BUSBHUB OLThII
CWJIBHIH 3B’A30K MDK JIOXOAHICTIO Ta KoedirienToMm Burpanry mist MSMA, Hix mist SMA, 0 CBiTHUTE PO BITHOCHY
cTabimpHicTe MSMA y HecTaOUIbHOMY TOPTOBOMY CEpEIOBHII; 3) MPUYHMHHO -HACTIAKOBHH aHAN3 MiATBEp JUB
CTATUCTHYHO 3HAYYIMUI NPUYNHHO-HACTIIKOBHHA 3B’S130K MDK BHKOpHCTaHHAM MSMA T1a cTabimbHEMH
pesyiprataMu; 4) Ha MpuOyTKOBicT MSMA CHIBHO BIUIMHYJNM PHHKOBI TEHJCHIIi, HNPUYOMY BHCXTHI TpEeHIU
IMPUHECIH BUIy NPpUOYTKOBiCTh, HiK cmamHi Ha 16%. BucHoBkm. lle nocmimkeHHS poOUTH BHECOK y TEXHIYHUH
aHaJli3 KPUNTOBANIOT, IEMOHCTPYIOYH IIepeBari Ta 0OMe)KeHHs I[IHOBO1T Ta MEXaHIYHOI KOB3HUX cepemHix. Y Toif uac
sk SMA Kpaiie miaxoauTs s OOCTIIHMKIB, SIKi BiOJAIOTh MEpeBary BUIIMM NOTEHUIHHUM A0X0JaM, He3Ba)Kalouu
Ha BOJATHIBbHICT, MSMA mnpomnoHye cTaOulpHMI miAxin, 3acHoBaHM Ha oOcsrax. JlocnmimkeHHA [a€ LiHHY
iHpopMaLilo s AOCHIHUKIB, SKi NpParHyThb YyJOCKOHAJWTH IHBECTUIIHHI cTpaterii B IMHAMIYHOMY CEKTOpi
KPHUITOBAJIIOT.

KiiodoBi ciioBa: KpuIToBamoTa; KOB3HAa CEpeiHS; CTATHCTUYHMN aHali3; NPUYUHHO-HACIIIKOBUH aHai3;
TeXHIYHI IHIUKATOPH; €KOHO]I3MKA.
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