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TOWARDS THE IMPROVEMENT OF PROJECT TEAM PERFORMANCE BASED  

ON LARGE LANGUAGE MODELS  
 
The subject of the study is a method for identifying poor quality project sprint task descriptions to improve 

team performance and reduce project risks. The purpose of the study is to improve the quality of textual de-

scriptions of sprint tasks in tracking systems by implementing models for identifying and improving potentially 
poor task descriptions. Research Questions: 1. Can poor quality project sprint task descriptions be identified 

using clustering? 2. How to utilize the power of large language models (LLMs) to identify and improve textua l  

descriptions of tasks? Objectives: to analyze research on approaches to improving descriptions using cluster-

ing and visualization techniques for project tasks, to collect and prepare textual descriptions of sprint tasks, to  

identify potentially poor task descriptions based on clustering their vector representations, to study the effect 

of prompts on obtaining vector representations of tasks, to improve task descriptions using LLMs, and to de-
velop a technique for improving project team effectiveness based on LLMs. Methods of vector representation 

of texts, methods of dimensionality reduction of PCA and t -SNE data space, methods of agglomerative cluster-

ing, methods of prompting were used. The following results were obtained. An approach to improving the per-

formance of the project team based on the use of LLM was proposed. Answering the first research question, it 

was found that there are no linguistic features affecting the perception of textual descriptions of project sprint 

tasks. In response to the second research question, a model for identifying potentially poor task descriptions i s 
proposed to reduce project risks associated with misunderstanding of task context.  Conclusions. The results 

suggest that project sprint task descriptions can be improved by using large-scale language models for pro ject  

team understanding. Future research recommends using project source documentation and project context as 

a vector repository and source of context for LLM. The next step is to integrate the LLM into the project task 

tracking system. 
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large language model. 
 

1. Introduction 
 

1.1. Motivation 
 

In modern times, where the IT market is constantly 

changing and technologies are developing rapidly, pro-

ject teams need approaches that allow them to quickly 

adapt to new conditions and ensure high quality and 

productivity. 7 

Agile approaches contribute to improving the effi-

ciency and effectiveness of a project team’s work, en-

suring flexibility and transparency, high product quality, 

and customer satisfaction. One of the most effective and 

widespread project management approaches is the 

Scrum methodology [1]. When applying it, the work is 

divided into short iterations (sprints). During sprint exe-

cution, priorities and tasks may change. Scrum allows 

for quick delivery of functionality and feedback from 

customers during the early stages of development. Dur-

ing the execution of sprint tasks, errors are detected and 

corrected quickly, and focus is maintained on important 

features. This helps the team better understand the scope 

of work and determine who and how each task will be 

performed. 

The team holds daily short meetings in which the 

progress of task execution, obstacles, and plans for the 

near future are discussed. When planning a project 

sprint, the team discussed the tasks’ contents and per-

formed their descriptions. This procedure does not take 

much time; however, unclear and inaccurate descrip-

tions can lead to misunderstandings by the project team 

about the tasks, which can result in poor-quality results 

when creating the product increment [2, 3]. Therefore, 

task descriptions that are clearly understood by all 

members of the project team are necessary.  

When tracking the execution of the project tasks, 

their descriptions are recorded using task management 

systems (tracking systems). Tracking systems [4] pro-

vide convenient tools for creating, organizing, and 

tracking all tasks, allowing all project participants  to see 

who is working on which tasks, their status, and the 

progress achieved. Thanks to tracking systems, project 
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managers can easily assign and control task deadlines. 

This helps to avoid delays in project execution and to 

plan resources more effectively. Tracking systems pro-

vide the ability to comment, discuss, and collaborate on 

tasks, which improves communication and teamwork. 

Assessment of the quality and clarity of task de-

scription formulations plays a key role in the project 

management process for software development. Accu-

rate and clear task formulations allow the project man-

ager and team to better understand the scope of work 

and evaluate resources and risks for each task, which 

impacts the achievement of the overall project goals. 

A popular method for developing project tasks 

used by IT companies is the 3C method (clear, concrete, 

concise) [5]. It is a widely accepted standard for project 

task formulation that is intended to enhance the clarity, 

concreteness, and conciseness of descriptions. This 

method is used to ensure the quality and success of p ro-

jects because it promotes clarity, agreement, and re-

sponsibility among project team members. The rules of 

this method stipulate that each task must be [5]: 

1. Clear: The task description should be under-

standable for all participants. It should be written to 

avoid misunderstandings about what exactly needs to be 

done. 

2. Concrete: The task should include all the nec-

essary information required for its completion, includ-

ing the scope of work, requirements, success conditions, 

and other important details. 

3. Concise: The task description should be short 

enough to be easily understood and quickly compre-

hended by all team members. 

The 3C method for describing project tasks in 

Scrum helps ensure a systematic and effective approach 

to project management, makes the development process 

transparent, and promotes rapid adaptation to changes. 

Using these rules helps avoid misunderstandings and 

deficiencies in the task execution process, improves 

communication among project participants, and ensures 

clarity in task execution. 

However, the project team may follow these rules 

at the level of creating user stories; yet, when describing 

sprint tasks, these rules are not always adhered to. 

The project team must understand which tasks  are 

described qualitatively, meaning that they are clear to 

any team member and require additional explanations 

for successful execution. It is necessary to identify and 

cluster poorly developed sprint tasks as early as possible 

to minimize the risk of project task failure.  

Currently, the use of Large Language Models 

(LLMs) is gaining momentum, and they can be useful 

for project management in various fields. LLMs repre-

sent a class of scalable, pre-trained language models 

that are characterized by significant size and training 

data volume, allowing them to perform a wide range of 

natural language processing tasks with high accuracy 

[6]. These models, due to their large size and pre-

training on large volumes of textual data, exhibit special 

capabilities that enable them to achieve excellent results 

without any specific training in many natural language 

processing tasks. 

LLMs can be used to create various types of doc-

umentation, such as project plans, project status reports , 

task descriptions, requirement specifications, and more 

[7, 8, 9]. With LLMs, it is possible to analyze textual 

information, such as emails, reports, comments, and so 

on, to identify key information and issues that require 

the project manager’s attention [7, 9]. 

The use of various LLM capabilities with tracking 

system data helps to avoid misunderstandings, establis h  

priorities, and determine the progress of each task dur-

ing the sprint. Short sprint task entries in natural lan-

guage allow team members to quickly grasp the essence 

of the tasks [10]. These entries include keywords and 

phrases that identify the main aspects of the tasks . 

 

1.2. State of the art 
 

The task distribution process by the team is 

lengthy and complex, performed specifically depending 

on the project stage and team composition, based on the 

skill set of each participant. Sometimes, task names and 

descriptions include specific terminology, which com-

plicates task distribution over a long period and makes 

the automation of this process nearly impossible using 

traditional natural language processing methods. 

This process involves a detailed analysis of exist-

ing experience aimed at evaluating the quality of task 

descriptions in projects that use Scrum. In this section, 

we discuss studies that present approaches to project 

task clustering. 

In the work [11], a method for requirements detec-

tion was developed and empirically tested on numerous 

examples. This study is based on existing evidence re-

garding natural language quality defects in requirement 

artifacts. The evaluation of this approach revealed that 

automatic detection features have an average precision 

of 59%, with an average recall of 82%, and significantly 

vary. The proposed method enhances the identification 

of quality defects but does not always allow clear dif-

ferentiation of some features. Some features require 

more precise definitions; however, overall, the detection 

of features is a useful tool for supporting quality in the 

project requirements development process. 

The approach proposed in [12] combines data vis-

ualization with two natural language processing meth-

ods: conceptual model extraction and semantic similari-

ty assessment. The conducted experiments confirmed 

that identifying terminological ambiguities requires sig-

nificant effort, even with technical tools, and it is chal-
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lenging to determine whether the use of synonyms in 

task formulation can impact the correctness of software 

development. 

The visual analysis method DeepNLPV is [13] is 

aimed at understanding and analyzing model behavior 

in text classification tasks and studying the reasons for 

success or failure in specific cases. This study is based 

on information that provides quantitative explanations 

of how each layer of the model supports the information 

of the words in the sample. The results demonstrate that 

task descriptions and comments can be effectively used 

to predict task success with high accuracy. 

In the work [14], a method for ticket classification 

was presented through clustering and visualization of 

each category's characteristics using a heatmap and 

principal component analysis (PCA). It automatically 

assesses the number of categories and classifies issue 

tickets. This study examines the visualization of the 

request term, showing changes in the time series for 

quick review, while the visualization feature displays 

the relationships between the request categories and 

their key category keywords using a heatmap and PCA. 

The results confirm that the method supports experts 

and project stakeholders in understanding its features by  

studying the lifespan of issue ticket categories and key-

words. 

The language models RoBERTa and CodeBERT-

MLM [15] are used to create embedded source codes 

that capture semantic and contextual features, aiding in 

language understanding tasks such as SDP. The experi-

ments were conducted in a cross-version SDP scenario 

for Apache Calcite, which is an open-source data man-

agement framework. The evaluation results of defect 

classifiers demonstrate statistically significant im-

provement when code representations are learned by 

pre-trained models compared to semantic representa-

tions provided by other natural language-based models, 

such as doc2vec and LSI. 

In [16], a study was conducted on deep learning 

approaches for the task of Software Defect Prediction 

(SDP) using the semantic features of source code to 

predict software defects based on semantic functions. 

This study employed deep learning to create SDP mod-

els based on semantic features. The obtained results will 

help software developers choose deeper learning meth-

ods and code representation techniques for different 

scenarios. This will enable the identification of relation-

ships between project types, code representation meth-

ods, deep learning techniques, and the necessary 

measures for evaluating such situations. 

In [17], a method was proposed to visualize Con-

volutional Neural Networks (ConvNet) for text pro-

cessing, allowing observation of how each word influ-

ences the final classification. The Adam optimizer and 

stochastic gradient descent were used with a learning 

rate of 0.001 for all models. The proposed method can 

be used for defect detection and improving pre-trained 

models and classifiers. 

In the study presented in [18], key quality factors 

of requirements were identified using data from inter-

views with experts, report analysis, and observations of 

the development process. The empirical research results 

confirmed that identifying and implementing defined 

factors, including clarity of formulation, completeness, 

compatibility, and changeability, can significantly im-

prove the quality of requirements in industrial projects. 

This, in turn, positively impacts the overall software 

quality. 

The TABASCO tool [19] detects and resolves am-

biguities in software requirements and other documents. 

The authors applied a K-means clustering algorithm 

with a cosine similarity metric, which allows creating 

multiple clusters for a candidate noun such that each 

cluster contains all instances used in a similar context. 

The experimental results demonstrate that TABASCO 

can be useful for identifying intra-domain ambiguities 

in software requirements and other project-related doc-

uments written in natural language. 

The automated analysis of syntax requirements 

and pattern detection [20] employs natural language 

processing techniques to extract syntactic features of 

requirement formulations and employs a community 

detection algorithm to group them into logical classes 

based on syntactic similarity. The experimental results 

demonstrate that the proposed method effectively rec-

ognizes known standard requirement patterns with 90% 

accuracy. 

In the study [21], a methodology based on machine 

learning (ML) was proposed for classifying and priori-

tizing requirement defects (requirements smells) that 

require attention. The authors accumulated 3100 re-

quirements and obtained expert annotations. Common 

algorithms, such as Logistic Regression (LR), Naive 

Bayes (NB), Support Vector Machine (SVM), Decision 

Tree (DT), and K-Nearest Neighbors (KNN), were used 

to construct classification and prioritization models, and 

their effectiveness was compared. The results demon-

strate that the LR method using Term Frequency-

Inverse Document Frequency (TF-IDF) achieved the 

highest accuracy of 94% in defect classification. For 

prioritizing requirements, the SVM method outper-

formed the other algorithms, achieving an accuracy of 

99%. 

The analysis of studies has shown that there are 

approaches to cluster the descriptions of project tasks 

and requirements. Many approaches focus on clustering 

the descriptions of user stories; however, qualitatively 

describing sprint tasks is insufficiently researched. 

However, poorly developed or unclear sprint task de-

scriptions can lead to misunderstandings and errors in 
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their execution, as well as a risk of disrupting the effec-

tive implementation of the project. Therefore, clustering 

sprint task descriptions are a relevant task. 

Determining an approach to task clustering will al-

low the project team to properly focus on refining and 

improving the descriptions of these tasks, which will 

help reduce the likelihood of errors and misunderstand-

ings. The quality and clarity of the textual descriptions 

of tasks in a sprint are important factors that affect the 

effective execution of tasks, which is a key aspect of the 

project team’s activities . 

 

1.3. Objective and Approach 
 

In a tracking system, the project team describes 

tasks to ensure that their descriptions clearly convey the 

essence of the required actions. It is critically important 

that all team members have a consistent understanding 

of the tasks to minimize the risks of ambiguities and 

misunderstandings. Practice demonstrates that executors  

often supplement task descriptions with comments, vid-

eos, images, etc., enriching the context. Storing this 

information in the tracking system provides the team 

with a convenient tool for collaboration, simplifies 

communication, and helps ensure the accuracy and 

completeness of task understanding by all project partic-

ipants. 

One approach to solving this problem is the use of 

large language models.  

The goal of this study was to improve the quality 

of textual descriptions of sprint tasks in tracking sys-

tems by implementing models to identify and improve 

potentially poor task descriptions. 

To achieve this goal, the following tasks must be 

addressed: 

  analyze research on task description approaches 

using clustering and visualization methods for project 

tasks; 

  to collect and prepare textual descriptions of 

sprint tasks and group vector representations of textual 

descriptions of sprint tasks; 

  the impact of prompting on obtaining vector rep-

resentations of textual tasks and improving task descrip-

tions using LLMs; 

  develop technology to improve the textual de-

scriptions of sprint tasks based on LLMs to increase the 

project team productivity. 

The remainder of this paper is organized as fol-

lows. The next section presents the research methodolo-

gy and describes the datasets used in the experimental 

study. The section 3 is devoted to group vector repre-

sentations of textual descriptions of sprint tasks and 

studies the impact of prompting on obtaining vector 

representations of tasks to improve task descriptions 

using LLM. As a result, we suggest a pipeline to in-

crease the productivity of the project team based on 

LLM. Finally, we discuss the obtained results and con-

clude the study. 

 

2. Materials and methods of research 
 

The following research questions are related to the 

aim of the study.  

RQ1. Can low-quality sprint task descriptions be 

identified using clustering?  

RQ2. How can we use the capabilities of large 

language models to identify and improve textual task 

descriptions?  

We suggest experimental studies to answer the re-

search questions. The first stage involves collecting and 

processing text descriptions of tasks from real projects. 

This study considers open-source projects that are car-

ried out iteratively by the project team. This means that 

agreed-upon and approved overall tasks are broken 

down into clearly defined tasks that need to be complet-

ed during the project sprint.  

The formulation of task descriptions and recording 

of the execution process during the sprint are expressed 

in natural language and stored in text format in the Jira 

task tracking system [22]. Data were collected from 16 

public repositories of the Jira tracking system, which 

contained 1822 projects and 2.7 million releases. The 

data include historical records of 32 million changes, 9 

million comments, and 1 million issue links. The artifact 

repository stores data in the form of MongoDB data-

bases saved on disk, as well as scripts used for loading 

the data, interpreting it, and making the data more ac-

cessible [15]. 

For this study, projects that include over 5,000 

tasks were selected to ensure acceptable representative-

ness of the data for analyzing key elements affecting the 

"understandability" of task descriptions. Each project in 

this dataset was studied separately to preserve its tech-

nological context. 

The methodology used to investigate the linguistic 

features of task texts consisted of several stages, as pre-

sented in Fig. 1. 

Stage 1: Using "The Public Jira Dataset" involves 

selecting its relevant parts. 

Stage 2: Conducting three series of experiments re-

lated to applying natural language processing methods 

and LLM to clustering and ensure the accuracy of re-

sults. 

1. First Experiment: A neural network was trained 

based on the vectorized representation of text, for which 

the pretrained BERT model (bert-base-uncased) was 

chosen. 
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Fig. 1. Methodology for Researching Linguistic Characteristics  

 

2. Second Experiment: We investigated the impact 

of prompting on obtaining vector representations of 

textual tasks using large language models. 

3. Third Experiment: We explored the results of 

using LLMs to assess the quality of task descriptions 

across different datasets. 

Stage 3: Comparing model evaluations with expert 

assessments. 

Let's consider the implementation of the proposed 

technology for researching linguistic characteristics in 

more detail. In the first stage, the dataset "The Public 

Jira Dataset" was selected for its representativeness of 

various projects in the Jira tracking system [22]. A set 

of text data from real projects was reviewed and de-

scribed (Using "The Public Jira Dataset"), and relevant 

parts of it were selected (Dataset description, Project 

Selection). 

The analysis of "The Public Jira Dataset" allowed 

for a detailed examination of linguistic aspects, includ-

ing morphological and semantic characteristics that in-

fluence developers’ interpretation and clustering of 

tasks.  

The dataset comprises publicly available projects 

in Jira, obtained via Jira API V2, and includes various 

records, including historical changes to comments and 

task links [22]. 

In analyzing the composition of 30 selected open-

source projects (The Public Jira Dataset), their quantita-

tive characteristics were determined as follows : 

  The average number of words in the task title; 

  The average number of words in the task de-

scription; 

  The average number of words with spaces in the 

task title; 

  The average number of characters in the task de-

scription. 

The data selection results are presented in Figures 

2-5. Fig. 2 and Fig. 3 shows the distribution of the aver-

age number of words in the task titles and descriptions, 

respectively. On average, the number of words in the 

task title was 8.27, and the average number of words in 

the task description was 87.38.  

 

 
 

Fig. 2. Distribution of the Number of Words  

in Task Titles 
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Fig.3. Distribution of the Average Number  

of Words in Task Descriptions  
 

 
 

Fig. 4. Distribution of the Number of Characters  

with Spaces in Task Titles  

 

 
 

Fig. 5. Distribution of the Number of Characters  

with Spaces in Task Descriptions  
 

The distribution of the average number of charac-

ters in the titles and descriptions of the project tasks is 

illustrated in Fig. 4 and Fig. 5. The average number of 

characters in the title and description of each project 

task was 59.56 and 1051.27, respectively. 

Two additional characteristics were identified as 

essential for each project: task types and priorities. The 

priority distribution is presented in Fig. 6. It can be ob-

served that most tasks have Major and Minor priorities, 

and a significant number of tasks also have Critical and 

Blocker priorities. This step is crucial for accurately 

estimating task completion times. In Fig. 7, it can be 

seen that the absolute majority of tasks are of the Bug 

type, indicating that the projects have already undergone 

the testing phase, meaning that the tasks have been ef-

fectively allocated and completed. 

After completing the analysis and preparation 

stage of the input data for sprint task descriptions, we 

proceed to the second stage of the study-conducting 

experiments. 

 

3. Experiments and results 

 

The first experiment was related to training a neu-

ral network based on the vectorized representation of 

text. In this experiment, the pre-trained BERT model 

(bert-base-uncased) from the Python package for trans-

former models was selected [23].  

The results of the first series of experiments 

demonstrate that developing a classification model to 

identify the quality of sprint task descriptions requires 

the involvement of experts who are familiar with the 

project's content. Including the formulation of evalua-

tions during the sprint retrospective for training the clas-

sifier model and involving project team members as 

experts is entirely justified. This approach can help col-

lect data for regular model training and improve the 

consistency of evaluations provided by different experts 

[24]. According to the proposed methodology described 

in [24], tasks were transformed into vector representa-

tions, which allowed for the identification of clusters 

and the analysis of their linguistic features. 

Using the agglomerative clustering algorithm, 

which is based on hierarchical merging of data to detect 

natural groupings in text data, we group vector repre-

sentations of tasks. This allowed us to identify natural 

categories and patterns in the data, revealing potential 

linguistic patterns and structures that characterize dif-

ferent types of tasks.  

For clarity, task representations were transformed 

into a two-dimensional space, allowing visualization of 

the distribution and connections between task catego-

ries. These representations and clusters, visualized in 

different colors, demonstrate the distribution and inter-

connections between tasks, as shown in Fig. 8 and Fig. 

9. 

For clarity, we divided the tasks into two and three 

clusters. 
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Fig. 6. Distribution of Project Tasks by Priority 

 

 

Fig. 7. Distribution of Tasks by Task Type 
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Fig. 8. Project Task Clustering Using BERT Method (Two-Dimensional) 

 

The two clusters represent idealistic separation in-

to good and bad tasks. However, in practice, there is 

often several data elements that are outliers and do not 

belong to either of the two clusters based on their char-

acteristics. Therefore, these elements were grouped into 

a third cluster (unknown). 

By clustering the tasks and analyzing the visual 

and linguistic representation of the results, we found 

that it is not always possible to compactly separate tasks 

into clear, understandable clusters. The only aspect by 

which some projects were clearly divided, considering 

their linguistic features, was indicating their belonging 

to specific types (e.g., 'Bug' or 'Feature/Improvement'). 

The analysis of the obtained representations and corre-

sponding clusters revealed several possible reasons for 

this clustering. 
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Fig. 9. Project Task Clustering Using BERT Method (Three-Dimensional) 

 

It was found that tasks of different types, such as 

Bug (a problem in existing code) and Fea-

ture/Improvement (tasks for improving the project 

product), fell into different classes. This finding was 

confirmed by experts during manual analysis [23]. 

The experimental results did not allow for clear 

clustering of sprint task descriptions. We conclude that 

linguistic features cannot be identified in task quality 

contexts. Therefore, we conducted a second series of 

experiments to investigate the impact of prompting us-

ing LLMs on obtaining vector representations of textual 

tasks. 

From project management experience, additional 

files, images, links, code snippets, etc., significantly 

affect task understanding. For the second stage of the 

experiments, the same data used in the first experiment 

were used. Each task in this dataset was pre-processed. 

The title and description of each task were used. All 

data were checked for parameter relevance, and special 

notes in the task descriptions were identified, such as 

the presence of images, links, code snippets, files, piec-
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es of XML and JSON, phone numbers, emails, and IP 

addresses. Thus, each task received a binary indicator of 

each category. 

Since standard language models do not have suffi-

cient internal information, and simply adding a small 

number of binary attributes usually does not provide 

enough understanding for algorithms or even give a 

chance to choose just one for clustering, in this experi-

ment, binary attributes were added as the context for the 

LLM. To obtain vector representations, LLM phi-1.5 

[25] was used. During the experiment, the model and 

tokenizer were fixed, and only the input text was 

changed. (Fig. 10).  

 

 
 

Fig. 10. Prompt for a large language model phi-1.5 

 

In the first case, the input consisted of only the title  

and description, separated by a period and a space. In  

the second case, the neural network was given the task 

by the following prompt (Fig. 10). This setup allowed 

us to compare the impact of adding contextual binary 

attributes on the quality and clarity of task descriptions 

when processed by the LLM. 

For vector representation, tasks presented in two 

text formats were analyzed. Each format was converted 

into a set of tokens using a specialized tokenizer, after 

which the tokens were processed by the phi-1.5 neural 

network.  

The tensors obtained from the last layer of the 

network ('hidden states' of size 2048 elements) served as 

vector representations of the tasks. Based on these rep-

resentations, they were clustered into 2 or 3 groups to 

classify “good”, “bad”, and “unknown” task types using  

agglomerative clustering [26]. 

The number of clusters was selected based on the 

logic of “good” and “bad” tasks, and “unknown”. The 

number of each attributes in the 30 projects is given in 

Table 1.  

The results demonstrate that file paths and images 

are the most frequently encountered attributes in tasks. 

Thus, class indices were obtained for each project. 

For clear visualization 2048-dimensional vector repre-

sentations can be transformed into a two-dimensional 

space using PCA [27] and t-SNE [28] methods, which 

allows them to be represented visually. 

 

Table 1  

Main Attributes of the Project Tasks Under Consideration 

Project 

Attributes 

has images has links 
has xml  

snippets 
has emails 

has phone 

numbers 

has file 

paths 

has ip 

addresses 

LUCENE 6 679 86 89 16 1992 15 

JBPAPP 11 1432 304 12 20 2580 272 

JBAS 5 1110 664 75 35 3458 307 

HBASE 7 823 100 69 264 3061 399 

CASSANDRA 8 581 29 90 140 2071 307 

HADOOP 7 609 93 29 47 2720 159 

GERONIMO 7 887 352 74 13 2533 225 

HIVE 0 517 40 45 50 1672 40 

AXIS2 11 1519 1073 113 26 2719 154 

HHH 10 1319 843 61 10 2887 89 

HDFS 2 364 46 53 77 1436 185 

DACCO 6 76 99 0 13 1483 0 

OFBIZ 35 869 313 31 13 2002 130 

HARMONY 24 838 70 74 50 2308 63 
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Continuation of Table 1 

Main Attributes of the Project Tasks Under Consideration 

Project 

Attributes 

has images has links 
has xml  

snippets 
has emails 

has phone 

numbers 

has file 

paths 

has ip 

addresses 

GEOS 80 1508 589 39 74 2449 101 

WICKET 47 1026 410 56 17 2031 31 

SPR 17 2032 1891 45 14 5080 163 

QPID 1 337 41 38 20 1629 148 

GROOVY 11 769 184 38 21 1843 27 

SOLR 12 1183 571 80 19 2433 80 

DERBY 9 1126 69 91 26 2831 550 

JRUBY 19 1184 76 75 73 3717 204 

CAMEL 3 1960 477 49 6 3038 89 

JBIDE 584 2874 893 50 37 5697 95 

FLEX 394 16296 4711 10763 66 21202 237 

MAPREDUCE 2 319 50 18 30 1600 91 

RF 284 1904 1972 18 12 4130 107 

INFRA 74 3380 46 1861 21 4122 250 

GRAILS 19 1478 661 58 11 3292 89 

CLOUDSTACK 13 944 121 78 533 2602 1387 

We consider the principal component analysis 

(PCA) method. PCA is a statistical technique used for 

dimensionality reduction by transforming many varia-

bles into a smaller number of uncorrelated variables, 

known as principal components. This method helps 

highlight the main structure of the data while minimiz-

ing information loss. 

Mathematically, if X  – original dataset with di-

mensions m n  (where m  – the number of observa-

tions and n  is the number of variables),  

PCA seeks a new orthogonal basis for X , where 

the first principal component has the maximum vari-

ance, the second principal component has the maximum 

variance among those orthogonal to the first, and so on. 

The first principal component (PC1) can be found 

by maximizing the variance as follows: 

 

  
T T

T

w X Xw
max var Xw max

w w

  
  

  

,            (1) 

 

where w  –  weight vector. 

The results of vector representation using PCA and 

t-SNE methods are presented in Fig. 11. The t-SNE (t-

distributed Stochastic Neighbor Embedding) method is 

a machine learning technique for visualization based on 

dimensionality reduction, which is particularly effective 

for visualizing large datasets in two- or three-

dimensional space. The t-SNE method first computes 

the pairwise similarity probabilities between objects in 

high-dimensional space such that closer objects have 

higher probabilities and distant objects have lower 

probabilities. Then, the t-SNE algorithm seeks a low-

dimensional representation of the data that best reflects 

these probabilities. 

Mathematically, the probability j|ip , which indi-

cates that object j  is a neighbor of object i  in the high-

dimensional space, is defined as: 

 

 

2 2
i j i

j|i 2 2
i k ik i

exp x x / 2

p

exp x x / 2


 
   
 



  
,            (2) 

 

where ix , jx  are the high-dimensional vectors of ob-

jects and i   is the variance of the Gaussian distribution 

centered on the i-th element. 

The t-SNE (t-distributed Stochastic Neighbor Em-

bedding) method is a machine learning technique for 

visualization based on dimensionality reduction, which 

is particularly effective for visualizing large datasets in 

two- or three-dimensional space. The t-SNE method 

first computes the pairwise similarity probabilities be-

tween objects in high-dimensional space such that clos-

er objects have higher probabilities and  distant  objects 
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Fig. 11. Clustering of project tasks by the PCA and t-SNE method, part 1 
 

have lower probabilities. Then, the t-SNE algorithm 

seeks a low-dimensional representation of the data that 

best reflects these probabilities . 

In low-dimensional space, the probabilities j|iq  are 

determined similarly, but using the t-distribution with 

one degree of freedom instead of the normal distribution 

to prevent the clumping of objects in the center of the 

map. The optimization involves minimizing the differ-

ence between j|ip  and j|iq  using the Kullback-Leibler 

method: 
 

 
j|i

j|i
j|ii j

p
C KL P || Q p ln

q
  .                (3) 

The results of vector representation using PCA and 

t-SNE methods are presented in Fig. 12. 

Different clusters are colored depending on their 

number (2 or 3). 

After analyzing the obtained clustering results, we 

found no linguistic patterns were found, similar to the 

results obtained with BERT. However, the vector repre-

sentations obtained through the prompts have a more 

consistent form, which indicates the potential use of 

targeted queries in LLM to analyze project tasks. 

In the next series of experiments, we explored the 

use of LLMs to evaluate task quality on various datasets 

was explored. The experiment identified and cluster 

factors affecting the quality of textual task descriptions 

and to test the effectiveness of using LLMs for their 

evaluation. 
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Fig. 12. Clustering of project tasks using the PCA and t-SNE method, part 2 

 

The results obtained using different LLMs were 

compared. In this experiment, in addition to the public 

dataset, data from a private project [29] were used. The 

same search for relevant attributes in task descriptions 

and the same prompt were performed for these tasks. 

The query was sent to OpenAI GPT LLM using differ-

ent versions of this model (3.5-turbo and 4). 

During the analysis of 1000 tasks from the private 

dataset using GPT-3.5-turbo, a distribution of probabili-

ties for timely and accurate task completion was ob-

tained, as shown in Fig. 13.  

It can be seen that using the selected threshold val-

ue, a task classifier based on their description can be 

created. However, in the end, there was no correspond-

ence between probability and actual task during the 

analysis. From this dataset, 100 examples were selected, 

with 50 from each class marked by experts  [29]. 

These 100 examples were processed in the same 

manner as in all previous experiments and were ana-

lyzed using GPT-3.5-turbo and GPT-4. In Fig. 14, it can 

be seen that the distributions of these two models do not  

match at all, which indicates the inconsistency of the 

models when performing the task. 

Similarly, 100 random elements were selected 

from a single public dataset project, for which the prob-

ability distribution is presented in Fig. 15. In  this  case,  
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Fig. 13. Probability distribution of tasks  
 

the visual similarity of the data distributions, but after 

analyzing the correlation between them, a result of 16% 

was obtained, which confirms the hypothesis about the 

possibility of using LLM for classification. 

The experimental results emphasize the critical ne-

cessity of involving experts with a deep understanding 

of the project to develop an effective classification 

model that evaluates the quality of sprint task descrip-

tions.  

The effectiveness of such a model largely depends 

on the correct choice of the vectorization method and 

the adaptation of the classification model to the specif-

ics of the data obtained from the project tracking sys-

tem. 

 

 
 

Fig. 14. Probability distribution of tasks  

using GPT3.5-turbo and GPT4 

 

In the third phase of the research technology, a 

comparative analysis of the quality of model assess-

ments was conducted with expert assessments. At this 

stage of the research, according to the proposed tech-

nology, attempts were made to evaluate and adjust tasks 

to assist the project manager.  

For this purpose, 274 tasks from a private project 

were selected based on the uniform distribution of posi-

tively and negatively marked tasks by experts .  

 

 
 

Fig. 15. Comparison of probability values  

distribution of timely task completion  

for different GPT models  
 

The GPT-4 model was selected using OpenAI API 

to accomplish this task. Each task was processed to 

identify relevant indicators, as in previous experiments. 

A prompt was created to implement this task, which is 

presented in Fig. 16. 

 

 
 

Fig. 16. Prompt for GPT-4 model  

via OpenAI API 

 

The results of the experiment are given in Table 2. 

Private project tasks are submitted sequentially to 

the model to obtain the probability of task clarity and to 

improve possible task titles and descriptions. 
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Table 2 

Results of an experiment using the GPT-4 model via the OpenAI API 

Input Output Probability 

Title: Magic wand error on 

thermal images 

 

Title: “Detailed Error report on magic wand tool for thermal imag-

es” 

Description: “Detailed bug report including error message codes, 

screen-shots, and steps to reproduce Magic Wand error on thermal 

images”. 

0.6 

Title: Research depth map to 3D Title: “In-depth Research on 3D Mapping”. 

Description: “Conduct extensive research on 3D mapping tech-

niques and technologies, focusing on latest models, accuracy, effi-

ciency, and operational requirements. The research should include 

both open-source and commercial solutions available in the mar-

ket. The research output should involve a well-compiled, compre-

hensive document presenting comparisons, pros, cons, and practi-

cal applications of each technology”.  

0.7 

 

Title: FE error on upload image 

without geo data 

Description: Error in console in 

Asset page in image details 

when image without geo data 

Title: “Correct Front-End Error During Uploading Images Lacking 

Geo-Data 

Description: “An error is being experienced on the Asset page on 

the console. This error specifically occurs during the upload of 

image details that do not contain geo-data. A high level of priority 

has been assigned to this task. To expedite the resolution of this 

issue and for accurate diagnosis, please include any unique error 

messages, steps leading up to the error, screenshots, and any rele-

vant links or snippets of code”. 

0.65 

Title: Reidentification doesn't 

work 

Title: “Resolve Reidentification Functionality Issues 

Description: Carefully trace the issue with the reidentification 

functionality, identify the root cause, and develop an effective so-

lution to fix it. This task must be rigorously tested before being 

considered complete to ensure that the issue has been fully re-

solved and no new issues have been created in the process”. 

0.6 

Title: Icon colors on the map 

 

Description: In the map view of 

the inspection page, asset and 

image icon colors should be the 

following: 

 

Asset: 

We should be able to differenti-

ate on the map between assets 

that are 1. inspected with no 

defects (green), 2. assets with 

defects (Red) 3. Assets with 

images associated but not in-

spected. (Dark Gray) 4.  

Assets without images (Light 

Gray) 

 

Images" 

For images 1. Inspected with 

defects (Red) 2. Inspected with-

out defects (Green) 3. Not in-

spected (Dark Gray) 

Title: “Enhanced Asset and Image Icon Color Coordination in Map 

Inspection” 

Description: “For the mapping interface of the inspection page, we 

improve the color-coding scheme. This involves using distinct 

colors to distinguish various asset and image statuses. The color 

indications for the following situations shall be:  

 

For Assets, we use: 

1. A “green” to denote assets inspected and found without defects. 

2. A “red' for assets with detected defects. 

3. Assets with associated images but yet to be inspected should be 

distinguished with dark gray. 

4. “Light gray” denote assets without any images attached. 

 

For images, the color identification scheme should be: 

1. Red for inspected images containing defects. 

2. Green for inspected images that are found to be defect-free. 

3. Images yet to be inspected can be distinguished using dark 

gray”. 

0.8 
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Continuation of Table 2 

Results of an experiment using the GPT-4 model via the OpenAI API 

Input Output Probability 

Title: Add waiting spinner on 

sign-up request process 

Title: “Add waiting spinner on sign-up request process” 0.9 

Title: Create report about regen-

erated models on Prod 

Title: Produce Report on Regenerated Models in the Production 

Environment 

 

Description: Create a comprehensive report detailing the regener-

ated models in the production environment. This report should 

include information about the model regeneration process and the 

impact of these changes. This task is considered medium priority. 

0.85 

Title: Delete images from rap-

tormaps on demo account 

Title: Delete images from RaptorMaps on Demo account  

 

Description: This task involves deleting images which are no long-

er needed or relevant from the Demo account. As this task will 

involve some computing skills and knowledge of the RaptorMaps 

platform; it's assumed that the team is familiar with it and has ac-

cess to this account. 

0.9 

 

 

Based on the obtained results, we conclude that 

understanding some tasks can be improved significantly 

with the help of large language models. Thus, LLMs 

can be integrated as an aid to project managers in devel-

oping sprint tasks and improving team efficiency by 

enhancing the linguistic quality of tasks. 

 

4. Discussion 
 

This study focuses on improving the quality of 

sprint task descriptions to mitigate the risk of project 

delays or failures. Our experiments revealed that textual 

data in project tracking systems often include specific 

abbreviations, slang, and unclear expressions, which 

complicate the understanding and processing of such 

descriptions without contextual project information. 

Despite efforts to use advanced language models like 

BERT for task clustering, these methods did not yield 

consistent results in terms of task understandability. 

This proved that the approach was ineffective. 

In answer to the first research question, we deter-

mined that there are no linguistic features that affect the 

perception of text descriptions of project sprint tasks. In 

response to the second research question, a model for 

identifying potentially poor task descriptions is pro-

posed, which reduces the project risks associated with 

misunderstanding the task context.  

It is crucial that incorporating expert assessments 

from the project team during sprint retrospectives is 

effective for improving task descriptions and training 

the model. The team members' expertise increases the 

accuracy of highlighting potentially risk descriptions 

because of their deep understanding of the project con-

text.  

Future research plans to use the project’s initial 

documentation and context as vector storage and source 

of context for LLMs, as well as to integrate contextual 

LLMs into the task tracking system as a copilot for the 

project manager. 

It is possible to use the context of already well-

formulated tasks and the initial project documentation 

or requirements combined with the use of LLMs for a 

better understanding of the project’s essence, which, in 

turn, will improve the formulation of sprint tasks. 

 

5. Conclusions 

 

As a result, we propose an innovative pipeline to 

leverage LLMs for task management: 

1. The project manager (PM) creates a task. 

2. The LLM, equipped with the context of all 

tasks, the overall project objectives, and information 

about team members, evaluates the task and assigns a 

score based on its clarity and comprehensibility. 

3. If the task received a low score, an alert was 

triggered for the PM, accompanied by suggestions to 

improve the task description. 

This approach ensures that tasks are created with 

greater clarity, leading to better team understanding and 

project execution. In addition, it emphasizes the poten-

tial of LLMs to assist in continuously improving task 

descriptions. 

In future research, we recommend incorporating 

project source documentation and contextual infor-
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mation as a vector repository to provide a richer context 

for LLM. This integration can enhance the model’s abil-

ity to evaluate and suggest improvements to task de-

scriptions. Expanding the dataset from other tracking 

systems and involving more experts to assess task de-

scription quality may also be beneficial. Furthermore, 

developing a model for task distribution within the pro-

ject team and exploring options for task and resource 

allocation could minimize potential risks. 

By incorporating LLM into the project manage-

ment workflow, we can create a more efficient and ef-

fective task management process that improves the per-

formance of the project team. The results of this study 

highlight the importance of clear and quality textual 

descriptions for the successful completion of project 

tasks and the need for improved tools for clustering and 

analyzing textual data in project management. 
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НА ШЛЯХУ ДО ПІДВИЩЕННЯ ПРОДУКТИВНОСТІ ПРОЄКТНОЇ КОМАНДИ  

НА ОСНОВІ ВЕЛИКИХ МОВНИХ МОДЕЛЕЙ 

М. А. Роговий, М. А. Гринченко 

Предметом вивчення є метод визначення неякісних описів задач спринту проєкту для зменшення ри-

зику проєкту. Метою роботи є зменшення ризиків проєкту, які повязані з якістю опису задач роботи коман-

ди проєкту в трекингових системах за допомогою впровадження моделей кластерізації текстових описів 

https://arxiv.org/search/cs?searchtype=author&query=Wang,+X
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спринту проєкту. Питання дослідження: 1. Чи можно за допоомгою кластерзаці визначити неякісні описи 

задач спринту проєкту? 2. Як використовувати можливоості великих мовних моделей (ВММ) для визначен-

ня та покращення текстових описів задач? Завдання: аналіз досліджень підходів до опису задач за допомо-

гою методів кластеризації та візуалізації задач проєкту, збір та підготовка текстових описів задач спринту, 

групування векторних репрезентацій текстових описів задач спринту, дослідження впливу промптінгу на 

отримання векторних репрезентацій текстових задач, покращення опису задачі за допомогою використання 

великих мовних моделей, розробка технології підвищення продуктивності проєктної команди на осн ові 

ВММ. Використовуваними методами є: методи векторної репрезентації текстів, методи зменшення розмір-

ності простору даних PCA та t-SNE, методи агломеративної кластеризації, методи промт інжиніринга. От-

римані такі результати. Запропоновано підхід до підвищення ефективності проєктної команди на основі 

використання великих мовних моделей. У відповідь на перше питання дослідження визначено, що немає 

лингвистичних особливостей, що впливають на сприйняття тестових описів задач спринту проєкту. У 

відповідь на друге питання дослідження, запропоновано модель визначення потенційно неякісних описів 

задач, що дозволяє зменшити ризики проєкту, які пов’язані з нерозумінням контексту задачі. Висновки. 

Отримані результати свідчать про те, що описи задач спринту проєкту можна покращити за допомогою ве-

ликих мовних моделей для розуміння командою проєкту. У подальших дослідженнях рекомендується вико-

ристовувати вихідну документацію проєкту та контекст проєкту, як векторне сховище та джерело контексту 

для ВММ. Наступним етапом планується інтеграція ВММ в систему трекінгу задач проєкту. 

Ключові слова: проєкт; команда проєкту; опис задач; система управління завданнями проєктів; мо-

дель; нейронна мережа; велика мовна модель. 
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