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ANALYSIS OF THE IMPLEMENTATION EFFICIENCY OF DIGITAL SIGNAL

PROCESSING SYSTEMS ON THE TECHNOLOGICAL PLATFORM SOC ZYNQ 7000

The subject of this paper is the analysis of DSP algorithm implementations based on HLS synthesis and SIMD
instructionsacceleration on the SoC hardware platform. The goal of this article is to analyze various FIR filter
software and hardware implementations based on the technological platformSoC ZYNQ 7000 while obtaining
metrics of hardware resource consumption, power efficiency, and execution performance. The tasks are as fol-
lows: determine the ways of implementing algorithms; choose the analysiscriteria for multivariate experiment;
implement algorithms using SIMD instructions onthe ARM part of the given SoC; implement algorithmsusing
High-Level Synthesis for the FPGA part; and measure and obtain the results for each signal topology. The
used methods: High-Level Synthesis, optimization techniques based on vector instructions, and multivariate
experiment analysis. The following results were obtained: for the given criteria and metrics. The FIR filter was
implemented on the ZedBoard development platform with SoC ZYNQ 7000. The data were obtained from post -
synthesis power analysis and dynamic SoC consumption using tools from Xilinx and Analog Devices. The cor-
responding IP blocks were implemented using High-Level Synthesis. The experiment was completed to obtain
execution performance metrics. Conclusions. The scientific novelty of the obtained results is summarized as
follows: the competitoranalysiswas performed for the set of implementations of the given algorithms deployed
on the ZYNQ platform using both SIMD instructions and several HLS-based topologies for the FPGA-offload
execution strategy. The analysis of the multivariate experimentwas also completed for selected criteria, power
consumption, filtering speed (inverse value — delay), and the amount of hardware costs as a percentage of the
used resources.
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1. Introduction
1.1. Motivation

The current development of requirements for audio
and video transmission systems in real-time sets has
created new challenges for developers of embedded
systems where a component related to digital signal
processor (DSP) algorithms and their practical imple-
mentation is present. The capabilities available in mod-
ern System-on-Chip (SoC) architectures allow develop-
ers to choose exactly where to implement the algorithm
and perform all stages of its design, either on the pro-
cessor part (PS) or the programmable logic (PL) side of
the FPGA.

Note that the new trend — high-level synthesis
(HLS) for implementation, using typical programming
languages C/C++/Rust has replaced traditional ap-
proaches to algorithm design and their removal fromthe
hardware part. This approach allows us to perform a
complete cycle of algorithm implementation without
considering the target hardware platform and obtain an

intellectual property (IP) block that can be used in the
design of a SoC-based system. The main advantages of
this approach are the development speed and optimiza-
tion features, which can be applied during the process
settings of speech model transmission.

One of the relevant areas is the choice of the im-
plementation approach of the DCP algorithm on the
hardware platform SoC. In particular, on the ZYNQ
platform, the developer has the option of complete im-
plementation of the algorithm on the processor part of
the SoC, implementation using the FPGA-offload ap-
proach when part of the data processing is carried outon
the FPGA, and complete implementation in the hard-
ware part of the programmable logic.

In this case, special attention should be paid to the
selection of options for interacting PS and PL compo-
nents with each other, considering the criteria of energy
consumption, speed, and hardware costs of the obtained
implementation.

As an option for analyzing the effectiveness of the
DSP algorithms implementation, it is advisable to con-
sider a typical algorithm of digital filter with finite im-
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pulse response (FIR) that can be implemented on the
processor part of an ARM core with an elementary im-
plementation of convolution; on the ARM part using
vector instructions of the NEON coprocessor that is
available in ARM A9 cores; and with FPGA offload
approaches and complete hardware implementation.
Several experiments with different parameters of the
input audio stream are required for various filter imple-
mentations to confirm the analysis results.

Thus, determining the optimal way to implement
the digital signal processing algorithmon the technolog-
ical SoC platform using high-level automated synthesis
is relevant.

1.2. State of the art

Implementing digital signal processing algorithms
and measuring power consumption on hardware
platforms like SoC is currently relevant. In particular, a
specific research area focuses on the effective utilization
of co-processors available on the SoC in the capacity of
specialized calculation accelerators, such as the Neural
Processing Unit (NPU).

In the paper [1], the authors proposed a sound ef-
fects system based on delay elements using the SoC
platform. The proposed project was implemented based
on the ZedBoard debugging board. Signal processing
algorithms were implemented on the Programmable
Logic (PL) part of ZYNQ. An Advanced RISC Machine
(ARM) was used to control the parameters of the host
computer’s effects and interact with the programmable
logic.

The features of interaction with the FFMPEG mul-
timedia processing library were considered and ana-
lyzed in the materials of the ITOEC conference [2]. It
explains that an ARM part is used to decode data in
MP3 format and convert it into pure pulse-code modula-
tion (PCM). Further, audio processing was performed
on the FPGA of the ZYNQ. The AXI-DMA (Direct
Memory Access) interface performs data exchange be-
tween PL and PS parts. This study also covers the de-
bugging process of custom intellectual property (IP)
cores using the built-in ILA Logic Analyzer of the Vi-
vado development environment. In addition, an analysis
of the resource utilization of the target hardware plat-
form is presented.

This study explored the potential of real-time au-
dio signal processing using a high-level synthesis and
compilation model. This involved creating a high-level
specification of the algorithm in the HLS description
and generating the target IP-core for integration into the
target platform [3].

In the paper [4], the authors consider using the
two-dimensional fast Fourier transform (2D-FFT) algo-
rithm in the biometrics and security context. The objec-

tive of this study is to evaluate the impact of co-design
on processing time and resource use. This paper intro-
duces a new architecture for the two-dimensional fast
Fourier transform algorithm, which was then tested on
the SoC ZYNQ. This paper presents an analysis of three
implementations of the algorithm on different parts of
the SoC ZYNQ. The effectiveness of the proposed ar-
chitecture was evaluated through high-resolution imag-
es.

The central methodology for the automated design
of embedded digital signal processing systems based on
the SoC platform is described in [5]. This section pre-
sents approaches that can be used when implementing
FIR and comb filters on the ZYNQ 7000 platform,
along with an analysis of the resulting solution perfor-
mance. In particular, attention was paid to the filter
simulation process and the calculation of the necessary
coefficients.

The study [6] focuses on different measurement
configurations were used to estimate the energy con-
sumption of information processing systems. The pow-
er consumption measurement during several clock cy-
cles is assigned to specific groups of instructions. This
type of energy measurement provides the information
required to determine the energy consumption of partic-
ular software routines. The proposed configuration pro-
vides dynamic power consumption data, especially for
single-chip processing systems, by monitoring the pow-
er consumption during various operational tasks. It also
considers integrating the proposed configuration into the
same chip as a peripheral device, which can be used
independently for self-testing and consumption monitor-
ing by the built-in application.

The basic information and methods for effective
software design considering the features of energy con-
sumption reduction are presented in [7]. The proposed
metrics can be used during the development process to
analyze primary energy consumption, explore profiling
options, and optimize the resulting application.

The paper [8] presents a simplified automatic en-
ergy consumption measurement platform for embedded
systems. This design replaces the intermediate device
with a conventional USB-TTL device, thereby optimiz-
ing communication between the host computer and the
target board. This simplification improves platform reli-
ability and simplifies the software design of the host
computer by eliminating the need for intermediate de-
vice software. Despite this simplification, the proposed
platform retains features similar to those of the original
design and is tested to verify its capabilities and accura-
cy. Compared to the original design, the simplified ver-
sion demonstrates consistent accuracy, ease of deploy-
ment, and reduced device commutation requirements.

The paper [9] investigates the energy efficiency of
various algorithm implementations for arrhythmia de-
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tection. The proposed method uses high-level synthesis
tools and co-design approaches, as well as the study of
implementation based on a pure software version of the
algorithm. Implementations using different sample rates
of the data were compared. A bandpass filter with a
peak detector algorithm and discrete wavelet transfor-
mation was used for an electrocardiogram (ECG) analy-
sis. In addition, a classifier based on a neural network is
employed for further analysis. The power consumption
and performance results were obtained using Linux
PMBus.

The analysis of the hardware accelerator imple-
mentations based on the SoC ZYNQ is conducted in the
study [10]. This study provides information about the
characteristics and possible implementation topologies
based on the AXI bus. It considers several hardware
accelerator implementations, such as the Monte Carlo
Softcore CPU and Telco Softcore CPU, which differ in
their communication methods with the central ARM
core ZYNQ. Additionally, it presents an overview of the
implementation and features of AXI-DMA usage for
communication with the IP cores of the system.

In the paper [11], the potential of single-board
computers (SBCs) in cyber-physical systems (CPS) is
considered. This study emphasizes the ability of a sys-
tem to adapt to various current and future applications,
as well as its scalability through cluster configurations,
which can lead to energy savings. This research focuses
on evaluating the energy efficiency of boards based on
the ZYNQ Ultrascale+, which was developed as part of
the AXIOM project. This study proposes and assesses a
new application of model execution called Data-Flow-
Threads (DF-Threads) on the ZYNQ Ultrascale+ plat-
form to evaluate its energy efficiency. Power consump-
tion metrics were collected during data transfer experi-
ments using message types such as actual message
(RAW) and remote direct memory access (RDMA) over
a “board-to-board” connection. This research focuses on
using DF-Threads in the context of CPS (Click Per Sec-
ond) for energy efficiency, with potential implications
for designing and optimizing energy-efficient system
architectures in the future.

The previous study [12] provides a comprehensive
review and discussion of methods for power consump-
tion analysis developed for FPGA-based designs. This
study aims to optimize the design strategy analysis, fo-
cusing on low-power strategies. Againstthe backdrop of
rapidly evolving technologies such as the Internet of
Things (loT), where energy consumption is paramount,
this paper highlights the importance of developing an
efficient design approach. As thetrend continues toward
using FPGAs, IP (hard and soft cores), and SoCs in the
creation of sophisticated mobile devices capable of per-
forming complex tasks, the need to minimize power
consumption has become increasingly evident. Despite

the inherent advantages of FPGAs over other digital
integrated circuits, their complex architecture often
leads to higher power consumption, necessitating a
unique approach to power optimization. This study ex
amines various low-power methods, covering designs
(architectures) at both system and device levels. The
conclusions of this paper are summarized by summariz-
ing the ideas and results obtained during the study of
these low-power methods that can be applied in FPGA-
based design.

In the paper [13], a method was introduced for ef-
ficiently determining which hardware accelerators
(HWaccs) should be implemented on a processor with a
specialized set of instructions for a specific application
(ASIP) to maximize shared resources between them.
The goal of this study is to implement hardware accel-
erators generated fromunbound behavioral descriptions
during HLS. Although HLS is a synthesis method that
uses a single process, the proposed approach can
achieve resource sharing among HWaccs by combining
their behavioral descriptions into one, considering their
potential for resource sharing. These shared resources
include function units (FUs), such as multipliers, adders,
dividers, and registers. In particular, the proposed ap-
proach leads to area savings of up to 48%, with an aver-
age of 30%. Because an exhaustive enumeration of all
possible combinations can lead to long execution times,
this paper proposes a fast heuristic that yields compara-
ble results (on average, only 6% worse) while running
much faster (500 times on average).

Embedded processors in systems-on-a-chip (SoC)
include hardware accelerators to improve performance
and reduce power consumption. These accelerators are
more efficient at tasks, performing them faster and with
less power. However, they require significant hardware
resources because they heavily use parallelization for
computation distribution. The question addressed in
[14] is whether the processor can reuse these hardware
resources when executing another program. This paper
proposes an integrated methodology that automatically
adapts CPU architecture with a tightly integrated hard-
ware accelerator (or several) so that any program exe-
cuted on the CPU (other than the accelerator) can take
advantage of the additional hardware resources availa-
ble in the accelerator. A backend Very Long Instruction
Word (VLIW) compiler based on shared resources to
regenerate machine code is also proposed to enable new
applications to take advantage of this architecture. The
experimental results demonstrate that the proposed
methodology achieves an average speed of up to 1.7
times. The experimental part of the study was per-
formed using the Cadence design system.

The paper [15] considered the potential for creat-
ing multiple design variations that are functionally
equivalent and based on the same behavior description
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but have unique trade-offs regarding area, performance,
and power. The analysis is based on machine learning
and Pareto spaces using high-level synthesis tools to
obtain optimal designs. In addition, a dedicated multi-
threaded parallel HLS design space explorer (DSE)
based on transfer learning that accelerates HLS DSE for
ASICs was proposed.

The paper [16] provided essential information
about the technical implementation of the coprocessor
ARM NEON to use SIMD instructions effectively. The
list includes technical details about libraries supporting
ARM NEON and features of cross-compilation for vari-
ous operating systems that can run on ARM-based plat-
forms.

In the paper [17], the authors presented an ap-
proach for implementing stencil computations using
ARM NEON and proposed a data transformation model
to enhance the coprocessor loading efficiency. The ob-
tained performance results were analyzed to demon-
strate the effectiveness of the proposed model. The pa-
per also compares the results of all proposed approach-
es.

1.3. Objectives and the approach

The analysis of the influence of implementation
technical aspects on efficiency from the point of speed,
power consumption, and hardware utilization showed
that the problem of optimal implementation on the tech-
nological platform SoC is highly relevant from the point
of view of both hardware utilization and obtained per-
formance results, as well as from the point of appropri-
ate use of available resources for balancing in the case
of focusing on the power consumption of the target sys-
tem.

This study aims to perform a comparative analysis
of different variants of the software-hardware imple-
mentation of a typical DSP algorithm. It is necessary to
implement a low-frequencies FIR filter based on the
ZYNQ 7000 technological platform to determine both
the utilization of the available SoC resources and the
main characteristics of the filter, such as power con-
sumption and speed, for each implementation.

Comparative analysis should be performed by
conducting a multivariate experiment by both changing
the parameters of the audio stream and the characteris-
tics of the filter itself. To obtain the results of the exper-
iments, we use a computer-aided design (CAD) toolkit
based on high-level synthesis that allows rapid prototyp-
ing and verification of the obtained IP-block before its
inclusion into the final systemarchitecture.

Therefore, the main objectives of this study are as
follows:

— investigating possible ways to implement DSP
algorithms using SoC and to design low-frequency FIR

filters using Vivado/Vitis/Vitis HLS CAD tool stack
with the C programming language (Section 2);

— experiments on the energy consumption, speed,
and hardware use of different implementations of the
low-frequency FIR filter (Section 3);

— analysis of the experimental results to identify
the most effective implementation method of the low-
frequency FIR filter for the ZYNQ 7000 on ZedBoard
(Section 4);

— discussion of the results and directions for fur-
ther research (Section 5);

— summarizing the obtained scientific results
(Section 6).

2. Materials and methods of research

In general, the output of most DSP algorithms can
be described as follows:

y[n]=T{x[n]}, @

where y[n] — the value at the output of the system;

T —the processing function;
X[n] —the input value;

For linear discrete systems, the convolution ex
pression (x) is generally used defined to obtain the out-
putvalue of the system[19].

The difference equation for a linear system that
doesn’t depend on time (Linear Time Invariant) is de-
fined as

yInl=T{x[nl}=>"_ h[K]-x[n—K]=hIn]=xIn] (2)

where h[k] - the impulse characteristic of the filter;
h[n]- the impulse response of the filter, which
is convoluted with the input counts x[n].

For the implementation of filters with a finite-
impulse response from the family of DSP algorithms, it
is necessary to implement a one-dimensional convolu-
tion with the filter's impulse response [5].

The Xilinx ZYNQ platform has two parts: PL and
PS. The PS part is implemented as two fully-fledged
ARM Cortex A9 cores with ARM Neon technology to
execute SIMD instructions.

Thus, for the implementation of DSP algorithms, it
is possible to use the ARM part without SIMD instruc-
tions. The PL part is separately allocated on which
hardware specialized IP cores for user needs can be im-
plemented, and interaction with the PS part using the
AXI (Advanced eXtensible Interface) bus can be im-
plemented. The operation with the NEON accelerator in
the ARM is possible either by using the Intrinsic func-
tions of the compiler or by using official libraries. One
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of the options is development based on the NE10 library
from the official manufacturer. NE10 contains both a
software implementation of typical DSP algorithms and
an accelerated version, which uses NEON. Depending
on the presence of NEON on the target core, appropriate
implementations are selected. In addition, the required
available functionality and optimization level must be
specified when compiling the library. In this study, the
maximum optimization level —O3 of the compiler was
specified, and —ffast —math was additionally added for
both the library and the software part of the application.
Separately, the flag of the assembly, which is specific to
the ARM part ZYNQ, was added [5]. The main imple-
mentation options considered in this study are imple-
mentations of the FIR filter based on the available re-
sources of the SoC ZYNQ.

An FIR filter was implemented for comparative
analysis based on vector SIMD instructions of the ARM
part of ZYNQ using the NE10 library (a). The second
implementation (b) is based on the native convolution
implementation without vector instructions. The third
implementation (c) employs the FPGA offloading ap-
proach, which is implemented as a separate IP-core.
This IP-core was developed by HLS and uses an AXI4-
Lite bus to receive and transmit data to the ARM part of
the SoC. The fourth implementation (d) was performed
entirely on the PL part of ZYNQ using the AXI-Stream
bus and the built-in Vitis HLS vectorization tools.

The block diagram of the developed architecture is
shownin Fig. 1.

ZYNQ Processing System

Within the scope of this study, the implementation
power consumption was measured using the available
current monitor on the ZedBoard debugging board. The
Vivado Power Profiler was used to obtain approximate
power consumption data for each implementation.
A 64-bit built-in counter was used to measure the exe-
cution time of each considered approach. It is available
with the xtime-APIl on the hardware abstraction layer
(Vitis HAL) in «bare metal» mode without an operating
system. The execution time of the algorithms in the PL
part was measured with the help of a logic analyzer by
measuring the delay between the input and output sam-
ples of the audio stream. The experimental architecture
design was carried out in the Vivado IDE environment
for the final integration of the developed IP-blocks and
the ARM configuration of the ZYNQ part. The software
was developed using the programming language C in
the Vitis IDE environment. The development of IP-
blocks for the experiment with FPGA-offload and the
full implementation of the algorithm on PL were per-
formed in the Vitis HLS environment.

3. Case study: low-frequency FIR filter
implementation on the SoC ZYNQ 7000

As demonstrated earlier, there are several hard-
ware implementation methods for low-frequency digital
FIR filters on the SoC ZYNQ 7000 technological plat-
form.

N PS
FIR implementation on PS
using NE10
, Nt N oo
FIR implementation on \
PS using native ZYNQ ARM A9 :{FIXED?I@
convolution 3
\ ) IIC_0_0 |
i25_rx_ws [ PL
i2s_rx_sck L i2s_receiver_0 e - s
———— T , N - AXLGPIOJ} (" AC_ADR |
i2s_rx_data |+ AXI4_STREAM - ;
sws_leds8bits |
, . -+ AXI_GPIO_1 —
his_pl_filter_0 leds_8bits |
~igsews AXis_STREAV » AXI_GPIO 2 —{ bins_5bits |
[w . ) ps7_0_axi_periph L.
- e = - . g ™~ — .
:Al|2sftransm|1ter71 AXl Interconnect 7 [—]AC*BCLK
i2s_tx_data  f— | P
zed_audio_ctrl _ MIC.MCLK |
[ AC_LRCLK
N
L ) { MIC_LRCLK
- > —-[fir_hls_process_samp_o |
1 ———{ AC_SDATA_OUT

—% fir_hls_process_samp_1 ]

Fig. 1. Block diagram of the proposed architecture based on ZedBoard hardware platform
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The main difference between the considered implemen-
tations is how the calculations are distributed between
the PL and PS parts of the SoC. This, in turn, affects the
filtration speed and energy consumption, which are es-
sential for embedded systems.

3.1. Conduction methodology and results
of experiments

A full-scale experiment was conducted to analyze
the parameters and verify the effectiveness of the pro-
posed technical implementation of the low-frequency
FIR filter on the SoC ZYNQ 7000 technological plat-
form using the ZedBoard debugging board.

This study focused on examining the parameters of
a low-frequency FIR filter, including its power con-
sumption, speed, and hardware use. The energy con-
sumption was analyzed by measuring the current shunt
of the ZedBoard board. Speed during the implementa-
tion in the PS part of the SoC was measured using an
internal counter of the ARM core and during the im-
plementation in the PL part using an external logic ana-
lyzer. Hardware use was analyzed according to synthe-
sis protocols in the Vivado IDE environment.

This experiment aimed to assess how the audio
stream parameters affect the implementation of a digital
low-frequency FIR filter. The study used a multivariate
experimental method to analyze the complex impact of
various parameters on the effectiveness of technical
realization [18].

Statistical analysis of the experiment results was
not conducted, but the study focused on the direct influ-
ence of a factor's complex on the effectiveness of the
FIR filter implementation.

During the research, the following hardware-
software implementations of the FIR algorithm on the
SoC ZYNQ 7000 were considered:

— implementation of the algorithm on the PS part
using NE10 for SIMD operations (a);

— native implementation without the use of vec-
tor instructions (b);

— partial transfer of algorithm components to the
PL part using AXI (c);

— full transfer of the algorithm to the PL part (d).

The following variables and parameters of the in-
putaudio stream were used as factors in the experiment:

— N (signal/noiseratio: 5dB — 15 dB — 25dB);

— P (resolution, bits per sample: 24/16 bit);

— F (sample rate: 48 kHz).

During the experiment, the following initial pa-
rameters were measured:

— E (energy consumptionin W);

— S (filtering speed,inversevalue — delay in ps);

— A (amount of hardware use as a percentage of
resource use).

Hardware use for the PS part (experiments a and b)
was measured as a percentage of the used RAM out of
512 MB of available memory. Hardware utilization for
the PL part (experiments ¢ and d) was measured as a
percentage of the used synchronous flip-flops (total
106400 FF) and look-up-tables (total 53200 LUTS).
Table 1 lists the results of the five most significant ex-
periments.

Table 1
Results of the multivariate experiments

| EW) | S(us) | A (Resource utilization)

Bxperiment 1: N1(5dB), P1(24 bits), F1(48kHz)

al 1.850 | 1.85 248 bytes, 4.84*10° %
b| 1890 | 351 188 bytes, 3.67*10° %
FF 1187, 1.12%, LUT 1744,
c| 1734 | 265 3.28%
FF 1814, 1.70%, LUT 4741,
d| 1.699 | 0.283 8.91%

Bxperiment 2: N2(15dB), P1(24 bits), F1(48kHz)

al 1.843 | 1.83 248 bytes, 4.84*10° %
b| 1.848 3.61 188 bytes, 3.67%10° %
FF 1187, 1.12%, LUT 1744,
c| 1836 2.68 3.28%
FF 1814, 1.70%, LUT 4741,
dl 1.699 | 0.235 8.91%

Bxperiment 3: N3(25dB), P1(24 bits), F1(48kHz)

a] 1840 | 1.82 248 bytes, 4.84%10° %
b| 1884 | 3.49 188 bytes, 3.67*10° %
FF 1187, 1.12%, LUT 1744,
c| 1731 | 263 3.28%
FF 1814, 1.70%, LUT 4741,
d| 1.699 | 0.28 8.01%
Bxperiment 4: N1(5dB), P2(16 bits), F1(48kHz)
a] 216 | 187 184 bytes, 3.59%10° %
b| 2196 | 3.31 436 bytes, 851%10° 5%
FF 1146, 1.08%, LUT 1472,
c| 1740 | 285 > 7704
FF 1806, 1.7%, LUT 4717,
d| 1699 | 0.22 6.870%

Bxperiment 5: N2(15dB), P2(16 bits), F1(48kHz)

al| 2064 | 1.87 184 bytes, 3.59*10° %
b| 210 3.35 436 bytes,8.51*10° >%
FF 1146, 1.08%, LUT 1472,
c| 1740 | 284 > 77%
FF 1806, 1.7%, LUT 4717,
d| 1.699 | 0.218 8.87%

3.2. Analysis of the obtained results

The experimental results showed that the proposed
low-frequency FIR filter implementation methods are
workable and can be implemented on the SoC ZYNQ
7000 hardware platform.

Based on the fact that the hardware costs of the
FIR filter on the SoC ZYNQ 7000 do not exceed 10%
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for any technical implementation, the hardware costs as
a third measurement parameter can be neglected.

The experimental results can be plotted on the
two-dimensional plane E — S (fig. 2).
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Fig. 2. Distribution of multivariate
experiment results

Upon analyzing the distribution, it can be conclud-
ed that the values of the output measuring quantities (E
and S) don’t depend on the input parameters of the au-
dio stream but rather on the technical implementation
method of the FIR filter onthe SoC ZYNQ 7000.

The best results (in terms of E and S parameters)
were obtained for implementation options d and a. This
proves that using the AXI4-Lite/AXi4HP-bus during the
technical implementation of the FIR filter on the SoC
ZYNQ 7000 is impractical. At the same time, using the
AXI4-Stream interface with Master-Slave topology is
appropriate. It is important to note that if data need to be
collected from the PS part after partial preprocessing on
the PL, then implementations (options a and d) using
AXI-FIFO and AXI Stream are appropriate. Another
option to consider is AXI-DMA with AXI-FIFO+AXI
Stream bus.

The best results (in terms of E and S parameters)
were achieved by implementing the FIR filter exclusive-
ly on the PL part (FPGA) of the SoC ZYNQ 7000. Re-
garding the speed parameter, the NE10-based PS im-
plementation using vector SIMD instructions was the
most effective.

All technical implementations of the FIR filter on
the SoC ZYNQ 7000 had approximately the same pow-
er consumption (ranging from 1.7 to 2.2 W). However,
the proposed PL implementation significantly outper-
forms other methods in terms of filtering speed (almost
10 times faster). This makes PL implementation the
preferred choice when there is no need for data pro-
cessing at the PS part.

4. Discussion and recommendations

Within the framework of this study, an effective-
ness analysis of the digital FIR filter implementation

was performed using the high-level synthesis tool Vitis
HLS and the ARM part. Due to the actual problem of
calculation distribution in SoCs during the implementa-
tion of digital signal processing systems and the power
consumption problem of embedded systems, an analysis
of several possible topologies of the ZYNQ platform
was carried out. During the effectiveness analysis of the
implementation of digital signal processing systems on
the technological platform SoC ZYNQ 7000, we inves-
tigated two aspects: the effective implementation of
digital filtering algorithms using the NEON coproces-
sor, as well as the technical characteristics of different
options for distributing calculations between the PS and
PL parts of the SoC ZYNQ 7000 using the AXI inter-
face for data transfer.

FIR filters are widely used in digital signal pro-
cessing. The main advantages and capabilities of such
systems make them critical elements for various tasks in
digital systems. The main benefits of this method are
accuracy and stability because they do not require feed-
back. This is important for real-time computing at the
hardware level, such as in SoC, where instability in sig-
nal processing must be avoided. FIR filters allow fine-
tuning of frequency characteristics, such as bandwidth
or attenuation, in specific frequency ranges. We can use
them to construct high-precision filters (e.g., low-pass,
high-pass, or band-pass). In modern processor cores,
which often use accelerators for signal processing or
embedded digital signal processors, FIR filters can be
implemented using hardware blocks to accelerate calcu-
lations.

The topology with the implementation of the FIR
filter based on NE10, which is optimized for ARM Cor-
tex-A processors, such as those used in the ZYNQ (Cor-
tex-A9) platforms, showed its advantage due to the need
to implement the filter on the PS part and higher speed
compared to the topology with partial export to the PL
part and native implementation. The topology's main
disadvantage is its limited support for algorithms im-
plemented in NE10, which can be accelerated by SIMD
instructions for NEON.

The most straightforward option from the devel-
opment side is topology with a native implementation of
the FIR filter without vector instructions; however, it is
the slowest among the considered options.

The topology with partial removal of the FIR filter
components to the PL part and the use of AXI4-Lite
offers a balance between performance and power con-
sumption. Using the AXI4-Lite allows us to reload the
filter coefficients into the PL part, if necessary.

The topology with a complete implementation of
the FIR filter in the PL part of the SoC is the best solu-
tion for speed and power consumption. The disad-
vantages of this topology include higher hardware costs
for implementation and limited options for interaction
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with the PS part using only the AXI FIFO or AXI
DMA.

We need to conduct further research on algorith-
mic optimizations of filtering algorithms and their im-
plementation in the programming language C consider-
ing the capabilities of the high-level synthesis environ-
ment Vitis HLS on the platform ZYNQ 7000 SoC, in-
cluding the distribution of calculations between PS and
PL parts.

5. Conclusion

The main contribution of this study is to analyze
the effectiveness of different implementation methods
for digital FIR low-pass filters on the technological plat-
form SoC ZYNQ 7000 in terms of calculation distribu-
tion between the PL and PS parts of the SoC. FIR low-
pass filter models were created and implemented based
on the stack of CAD tools Vivado/Vitis/Vitis HLS using
the C programming language.

The models were implemented based on the Zed-
Board hardware platform using the Xilinx Vivado
toolkit to design and integrate IP blocks. The IP blocks
in the PS/PL and PL parts were designed using Vitis
HLS. Depending on the type of AXI bus, an appropriate
set of pragma operators was used to determine the inter-
face type that should be between PL-PL blocks and PL-
PS parts.

A multivariate analysis experiment was conducted
to verify the effectiveness of the proposed models by
examining both the audio stream parameters and filter
characteristics. The parameters of the low-pass FIR fil-
ter, including power consumption, speed, and hardware
costs, were investigated.

The performance of the PL implementation was
measured using a logic analyzer, and the audio frame
delay was analyzed through the I2S interface. During
the measurement, the 12S-bypass was implemented, and
the IP core of the FIR filter was added. Data exchange
between blocks in the PL part was built based on the
AXI Stream bus with a master-slave topology. The
analysis of the multivariate experiment results showed
that implementing the FIR low-pass filter on the PL part
of the SoC ZYNQ 7000 is optimal in terms of speed
with approximately the same power consumption and
hardware costs.

Further research may include several relevant
options for future research.

Specifically, this study investigates a more com-
plex object that uses multiple algorithms during pro-
cessing, such as RNNoise, for adaptive noise reduction.

Another research direction involves manipulating
the software-hardware implementation code and balanc-
ing the distribution of data processing between hard-
ware and software parts.

Further research into power consumption includes
studying and using the power profiling tools available in
the Embedded Linux user space/kernel space part.

The current research directions should also consid-
er open direction-of-arrival (DOA) algorithms and their
potential implementation using the FPGA-offload ap-
proach.
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AHAJII3 EPEKTUBHOCTI PFA.JIBAI.[UIi CHUCTEM OBPOBKH IM®POBOI'O CHUI'HAJIY
HA TEXHOJIOT'TYHIN IUVTIAT®OPMI SOC ZYNQ 7000

0. C. HIkine, O. 1. @ininenko, /1. 10. Paxaic,
1. B. ®ininenko, B. P. Kopnicuko

IIpenmMeToM BHBYCHHS B CTATTi € aHaAM3 ¢(pEKTHMBHOCTI peaizallii anropuT™iB UPPOBOI 0OPOOKH CHUTHAIIB 3
BUKOPHUCTaHHAM IHCTPYMCHTIB BHCOKODIBHEBOTO CHHTE3y Ta BEKTOPHHUX IHCTPYKIili 0OpOOKHM Ha TeXHOJOTIUHIN
miathopmi SoC. MeTolw € aHami3 Pi3HOBHIIB TporpaMmHo-anapatHoi peamzaiii KIX-GpibTpy Ha TeXHOJIOTIUHIH
mmatpopmi SoC ZYNQ 7000 3 MeToro BH3HAaYeHHS allapaTHUX BUTPAT, CHEPTOCIIOKHUBAHHS Ta MIBHAKOJIL. 3aBaaH-
HfI: BU3HAYMTH OCHOBHI BapiaHTH peai3ailii anropuT™MiB; oOpaTd KpuTepii OMIHKH g 0aratoakTopHOTO EKCIIe-
PUMEHTY; BHKOHATH pealli3allifo 3 BUKOPHUCTAHHAM BEKTOPHHX iHCTpYKHiii ARM smpa; HaBecTH pea3amiio 3 BHKO-
PUCTaHHAM BHCOKOpiBHEBOTO cHHTe3y mii FPGA dWacTwHH; OTpHMaTH pe3yJbTATH BHKOHAHHS KOJKHOI 3 TOII OJIOTIH.
BukoprcTaHi MeTOmM: BHCOKOPIBHEBHH CHHTE3, ONTHMI3allifiHi TeXHIKM Ha 0a3i BEKTOPHHUX IHCTPYKIIHA, aHai3
maHux OaratodakTopHOTO ekcrnepuMeHTy. OTpuMaHi Taki pe3yabTaTH: 3TiOHO 1O OOpaHMX KPUTEPiiB Ta METPHK
BUKOHAHO peallizamiio anroputMy OudpoBoi oOpoOku curHamy Ha 6asi TexHonorigHoi mmatgopmu ZYNQ 7000 ta
mwmati HamaromkeHHs ZedBoard. [Ims peamisanii BuxopuctaHo Habip iHcTpyMentiB Bix Xilinx mmt cimefictBa SoC
ZYNQ 7000. BpaxoBano maHi, OTpEMaHi B X0oAi aHai3y synthesis power report Ta BUMIpIOBaHHS CHOX HBAaHHS 3a
JIOOMOTOI0 IHCTpyMeHTapiro Big Analog Devices. broxu 06po6ku Ha FPGA wactuHI po3po6ieHo 32 JOMOMOTO0
BHUCOKOPIBHEBOTO CHHTE3y. BUKOHAaHO eKclepHMeHTalIbHe AOCTIDKEHHS Ta aHaJi3 MIBUAKOMIl KOKHOI 3 peamnizariil 3
HigpaXyHKOM BIIOBINHMX amapaTHUX BHTpaT. BucHoBkHM. HaykoBa HOBH3HAa OTPHUMAHHX PE3yJbTATIB IMOJISITa€ B
HACTYNTHOMY: OyJ0 BHKOHAHO MOPIBHSUIBHUI aHani3 e(eKTUBHOCTI PI3HMX BapiaHTIB peanizalii anroputMy mudp o-
BOi 00pOOKM cHUrHaJiB Ha TexHOJOTUHIA matdpopmi ZYNQ 3 ypaxyBaHHSIM BUKOPHCTAHHS BEKTOPHUX IHCTPYKLIH
ARM NEON Ha uvactuni PS 1a 3 Bukopuctranuam migxony FPGA-offload mis mBox tomonorii. Takox Oyrno mpo-
aHAI30BaHO pe3yJbTaTh 0araTo()akTOpHOTO EKCHEPUMEHTY 3 YpaxyBaHHSIM OOpaHMX KpUTEpiiB, TAaKUX SIK CIIOXKH-
BaHHS CHEpTii, MBUAKOAIS (GiTbTparii (3BOPOTHA BEJIMYHMHA — 3aTPUMKA) Ta KUIBKICTh amapaTHUX BHTPAT B BIICOT-
KaX BUKOPHUCTaHUX PECypCiB.

KmiouoBi ciaoBa: 1udposi Ginbtpu; amroput™Mu 1udpoBoi 00poOKH CUTHAMIB, aymioCUTHAIM, BOYJOBaHI CHC-
Temu; cucteMu Ha kpuctanm; FPGA; moBa nporpamyBanHs C; BUCOKOPIBHEBHH CHHTES.
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