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The health of the spine is an integral part of human health because the spine itself plays one of the key roles in 

human health, and diseases such as osteoporosis, vertebral injuries, herniated intervertebral discs, and other 

diseases can not only complicate a person's life but also have serious consequences. The use of X-ray images 

to diagnose spinal diseases plays a key role in diagnosis. Diagnosis of diseases with the help of X-rays is the 

most popular and cheapest option for patients to detect pathologies and diseases. The subjects of this article 

are algorithms for the segmentation of X-ray images of various qualities. The aim is to research the possibility 

of improving segmentation of vertebrae:  Th8, Th9, Th10, Th11 using a multi-stage method of segmentation of 

the spine using machine learning to improve the accuracy of automation of vertebrae segmentation. Task: 

train a neural network that will segment the incoming X-ray image and produce a mask of the area of four ver-

tebrae at the output; train a neural network that will segment each vertebra in the area found at the previous 

stage; cut out a section with one vertebra and train a neural network that will segment it; create an algorithm 

that, based on three previously trained neural networks, will segment vertebrae on an X-ray image. The follow-

ing methods were used: a multi-stage approach using machine learning. The following results were obtained: 

thanks to segmentation in several stages, it was possible to reduce the region of interest, thereby removing un-

necessary background when using segmentation. Using this algorithm for 48 vertebrae, an average improve-

ment in segmentation accuracy of 4.83% was obtained. Conclusions. In this research, a multi-stage algorithm 

was proposed, and an improvement in the accuracy of segmentation of X-ray images in the lateral projection, 

namely the accuracy of all four vertebrae: Th8, Th9, Th10, Th11 - was obtained. The results demonstrate that 

the use of this method gives a better result than the usual segmentation of the input image. 
 

Keywords: artificial intelligence; machine learning; image recognition; neural network; image segmentation, 

computer vision. 

 

1. Introduction 
 

1.1. Motivation 
 

 The use of X-rays plays a key role in the diagnosis 

of spine diseases and pathologies. Since the use of this 

technology remains the most popular and cheapest way 

to obtain the necessary information about a patient's 

condition, automatic segmentation can be an important 

part of helping the physician. To reduce the burden on 

the doctor and improve the diagnosis process, an 

automation process is proposed, which makes it possible 

to identify pathologies, perform preoperative analysis, 

etc. However, due to the increasing use of X-ray 

images, there are also problems such as noise, artifacts, 

and incorrect exposure. All these factors can make the 

diagnostic process more difficult. It is for this purpose 

that it is proposed to consider and analyze the multi-

stage method of segmentation of the spine region 

presented in this work, which includes the following 

vertebrae: Th8, Th9, Th10, and Th11. 

This research used segmentation using neural net-

works, which nowadays have become a popular tool for 

solving such problems, however, despite their  

advantages, they have some disadvantages. The main 

problem associated with using a convolutional neural 

network is the need for a large amount of data for train-

ing [1].  
 

1.2. State of the Art 
 

The use of classical segmentation methods prior to 

the advent of machine learning methods were critical to 

tasks related to medical images. A popular threshold 

segmentation method is the Otsu method [2]. Different 

algorithms have been built on this basis, such as the use 

of this method and multiple scaling [3]. The use of mul-

tiple scaling and the Otsu method was created to reduce 

the impact of noise and bad edges, resulting in a stable 

result. In [4], a multi-level approach for determining the 

interval iteration threshold was proposed based on the 

Otsu method. In the article [5], an effective method for 

determining the cancerous area using various types of 

segmentation of medical images was proposed. The 

cancer segmentation method based on fuzzy entropy 

with a threshold value of a set of levels improved the 

accuracy of cancer detection due to each segmentation 

of the medical image. 
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The interactive method, where the segmentation 

algorithm with the average shift is used in the first step, 

and the process of adaptive merging of regions based on 

the maximum similarity between regions takes place in 

the second step, was able to show a successful and ef-

fective method of separating bones from the background 

of the X-ray image due to manual interaction [6]. 

The study of neural networks has made it possible 

to create many algorithms capable of segmenting imag-

es. For example, in the article [7], the use of U-like ar-

chitectures was investigated, and the article also noted 

that U-Net plays an important role in the segmentation 

of medical images due to its ability to scale and improve 

by adding or adjusting the number of layers or structural 

changes.  

New models began to replace U-Net, which were 

created for special tasks. According to the test results, the 

XNet neural network could distinguish bone and soft tissue 

areas well [8]. 

Finally, to improve the existing algorithms, it was 

proposed to use not one neural network, but two or 

more. This method was first called an ensemble of neu-

ral networks [9].  

Considering the search for vertebrae on magnetic 

resonance images, an article [10] developed an algo-

rithm for detecting and determining vertebrae only on 

magnetic resonance imaging. This method uses the idea 

of finding the angles of vertebrae after applying a con-

volutional neural network. The authors of the study [11] 

used random forest classifiers and selection of vertebra 

angles. The use of multiparameter ensemble learning 

based on the super pixels proposed in the article [12] 

was performed on a trained model of only 6 images. 

This study was performed to segment lumbar vertebrae 

on magnetic resonance images. Despite these positive 

results, the use of the super pixel algorithm for X-ray 

images may yield slightly worse results than for mag-

netic resonance images. The reason lies in the nature of 

X-ray images, the presence of noise and artifacts, and 

poor image contrast, which can significantly impair the 

usefulness of this method. A previous study [13] pro-

posed a two-stage method for segmenting lumbar verte-

brae on computed tomography images by cutting out the 

area of interest. Here, U-Net is used in the first stage, 

and XUnet in the second. The experimental results indi-

cate that the method involving cutting out part of the 

spine provides good quality vertebral segmentation.  

In the paper [14], the authors used a single convo-

lutional network to segment all partially or fully visible 

vertebrae, as well as to estimate up to three vertebral 

center locations. The authors claim that their patch-

based approach solves the problem of processing com-

pletely different volumes of computed tomography im-

ages.  

The use of YOLO and 2D-U-Net was proposed in 

a previous study [15]. The authors propose a two-stage  

algorithm for individual vertebral labeling and object 

detection followed by segmentation for computed to-

mography scan images. They used the YOLO algorithm 

to detect the vertebra, which was then cut out and used 

to train the 2D-U-Net.  

A previous study [16] proposed an automatic seg-

mentation algorithm that identifies anatomical structures 

using magnetic resonance imaging of the lumbar spine. 

The authors used the Residual U-Net network and de-

veloped a new rotation matrix approach for detecting 

disc protrusions. 

A previous study [17] proposed segmentation of 

five lumbar vertebrae using a three-step approach. The 

main stages of which are: localization of the spine, seg-

mentation of the lumbar region and fine-tuning of the 

segmentation.  

 

1.3. Objectives and approach 
 

In the conditions of the existence of a large num-

ber of X-ray machines and different experiences of a 

radiologist, it became possible to encounter significant 

difficulties in the diagnosis of diseases, as well as in 

treatment. Noises of various origins, artifacts, incorrect 

exposure, low-quality equipment, and unsatisfactory 

patient positioning can significantly affect the quality of 

the final result. It was for this that the main goal was set 

aside-to develop an algorithm that can segment X-ray 

images regardless of their quality. For this purpose, it is 

proposed to consider the following tasks: 

1. Develop an algorithm for vertebrae segmenta-

tion on X-ray images to improve the accuracy of the 

segmentation itself. 

2. Prove the sense of using an approach with sev-

eral regions of interest and multiple neural networks. 

3. Analyze the causes of unsatisfactory cases. 

To solve these tasks, it is necessary to develop a 

complex approach that consists of several stages. Based 

on the tasks, the following approaches were proposed: 

1. Do not use preprocessing of images. Using 

such methods as a Gaussian filter or median filter can-

not always improve image quality and remove noise, 

but, on the contrary, makes segmentation more difficult. 

2. Use the modified Fcn8Resnet50 network to 

segment images of different qualities. Three such neural 

networks were implemented for image segmentation in 

three stages. 

 

2. Materials and methods of research 
 

2.1. Three-stage segmentation algorithm 
 

The proposed method comprises three steps. To 

perform which we need to use a neural network. 
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Fcn8Resnet50, which is a fully convolutional network 

and has a good architecture for image segmentation 

tasks, was chosen as the neural network. Thanks to the 

use of a fully convolutional network with the idea of 

end-to-end learning, it is possible to directly match in-

put images with masks, which provides more accurate 

segmentation [18]. Images from open sources were used 

for training [19]. Three samples of 182 images with a 

size of 512 by 512 pixels in grayscale were created. 

Each training sample consisted of 170 images, and the 

test sample consisted of 12. Augmentation was applied 

to all three trainings:  

1) random rotation in degrees [-15, 15];  

2) random shift in percentage vertically and hori-

zontally [-10, 10];  

3) random scaling in percent [0.8, 1.2];  

4) random change in brightness [0.8, 1.2];  

5) random change in contrast [0.75, 1.5]. 

To compare two segmentation masks, the Jaccard 

coefficient was calculated as follows: 

 

A B
J(A,B) .

A B





                           (1) 

 

In the first stage, a neural network was trained for 

spine segmentation, which consists of four vertebrae. 

This is visually indicated in Figure 1 as Step 1. The re-

sult of the first step is represented as a mask of the first 

step in Figure 1.  

 

 
 

Fig. 1. Example image and mask  

for each training step 

 

In the second stage, the prediction mask obtained 

in the previous stage must be taken, applied to the input 

image, and cut out. Because of this operation, only the 

region of the four vertebrae and a black background 

remain in the image. Figure 1 illustrates this in the sec-

ond step. After the necessary part of the image is ex-

tracted using the second neural network, the four verte-

brae are segmented as follows: Th8, Th9, Th10, and 

Th11. The result of segmentation is shown in Figure 1, 

where it corresponds to the mask of the second step.  

In the last - third step, the necessary vertebra ob-

tained in the second step is selected, after which a 

bounding rectangle is drawn around the prediction mask 

of this vertebra. This rectangle is superimposed on the 

input image and cuts out only the part that is included in 

this rectangle. Everything outside the rectangle becomes 

black. Visually, the vertebra from the last stage is drawn 

as step 3 in Figure 1, with only one nuance-scaling per-

formed for better understanding. Without scaling, the 

prediction mask from the third stage in Figure 2 can be 

visually observed. 

 

 
 

Fig. 2. Using a bounding rectangle  

in the third step 

 

Figure 2 shows a bounding rectangle that was later 

cut out of the input image and on which segmentation 

occurred. 

The main task of the third step was to determine 

the required size of the rectangle to be cut. The accuracy 

of vertebral segmentation and the number of positive 

results of improving vertebral segmentation depend on 

the dimensions of width and height. 

First, the largest dimensions of the bounding rec-

tangles were chosen for all four vertebrae. The largest 

width of one of the four bounding rectangles has the 

following form: 

 

b th8 th9 th10 th11W max(W ,W ,W ,W ),            (2) 

 

where bW  – the greatest width.     

The largest height of one of the four bounding rec-

tangles has the following form: 

 

b th8 th9 th10 th11H max(H ,H ,H ,H ),            (3) 

 

where bH  – the highest height.  

The following formula was used to obtain the re-

quired width of the rectangle for cutting: 

 

c b wW W K ,                          (4) 

 

where cW  – width of the rectangle to cut out; 
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wK – width coefficient of the rectangle. 

The following formula was used to obtain the 

height of the cutting rectangle: 
 

c b hH H K ,                            (5) 
 

where 
cH  – height of the rectangle to cut; 

hK  – height coefficient of the rectangle. 

After obtaining the cutting dimensions, it became 

possible to obtain an image where the size of the cut 

rectangle is 
c cW H . After obtaining a rectangle of the 

required size at the third stage, the rectangle can be cut 

out, and the next step is to segment the small vertebra. 

Using this image, we obtain the prediction mask 
cPr ed  

for it. At the final stage, when the prediction mask for 

the second stage (vertebra mask from the input image) 

and the prediction mask for the third stage (vertebra 

mask from the cut rectangle), it remains to determine 

whether it is possible to improve accuracy using this 

approach or not. For this purpose, both prediction masks 

are compared with a manually created mask.  

The next step is to obtain the Jaccard coefficient 

for the third-stage prediction and the ground truth mask 

of the second stage using formula (1): 
 

 
c cJ J(Pred ,Label).                      (6) 

 

The Jaccard coefficient for the second stage pre-

diction was also obtained as follows: 
 

reg regJ J(Pr ed ,Label).                   (7) 

 

The indicated coefficients of height Kh and width 

Kwwere obtained from an experimental method. The 

final values of the coefficients were selected as follows 

– by enumerating all values in the specified range where 

Tmin =1 and Tmax =2 with a step =0.01, for each case 

the number of positive results was calculated and those 

coefficients thanks to which it was possible to achieve 

the maximum number of positive results and became the 

resulting values. Obtain the number of positive results 

for test images where the Jaccard coefficient Jc more 

than Jreg: 
 

12 4
c reg

n

j 1 i 1

1,  J J ;
Pos

0,  otherwise. 


  


                 (8) 

 

As a result, it was obtained Kw=1.32, Kh=1.76, the 

maximum number of positive vertebral accuracy im-

provement results for these coefficients was 43 out 

of 48. 

For greater visibility of the comparison of masks, 

we did not use the pure Jaccard coefficient, but we used 

its percentage version, which has the following form: 
 

pJ J 100,                             (9) 

 

where Jp – Jaccard coefficient in percentage; 

J – Jaccard coefficient. 

 

2.2. Analysis of unsatisfactory cases 
 

It is not always possible to obtain excellent results 

in all cases. Then, we must analyze the failed results and 

understand the reason for this. In this case, two options 

were considered, one of which would allow us to under-

stand the reason for undesirable results. 

The contrast of the X-ray image is the main char-

acteristic of the segmentation quality analysis. Depend-

ing on the difference in its values, a good or bad result 

can be obtained. In the first case, the image contrast was 

analyzed, which served as a measure of the standard 

deviation of the brightness of pixels near the average 

value of the brightness of the entire image. The formula 

for the average value of brightness looks like this: 
 

N

i

i 1

1
x ,

N 

                            (10) 

 

where N – the total number of pixels in the image; 

ix  – brightness i-th pixel. 

 

Using formula (11), we obtain the standard devia-

tion: 

 

N
2

i

i 1

1
(x ) .

N 

                        (11) 

 

With large values of this characteristic, the objects 

in the image are clearer and easier to identify. 

Using the brightness range allows us to determine 

the difference between the maximum and minimum 

brightness values of the image. A large value of this 

characteristic indicates a large number of pixels with 

different brightness values, which, in turn, indicates a 

good image. Conversely, a small value indicates a low 

contrast value, which may be caused by poor exposure. 

Brightness range formula: 

 

B=max(I) – min(I),                  (12) 

 

where max(I) – the maximum brightness value of a pix-

el in the image; 

min(I) – the minimum brightness value of a pixel in 

the image. 

 

3. Results  
 

Applying the idea of using multiple regions of in-

terest to segment a single object significantly improved 
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the Jaccard coefficient for the prediction mask. The use 

of the approach with the selection of the region from the 

four vertebrae made it possible to single out only the 

necessary part of the image, thereby all unnecessary 

information that was placed outside the zone of this part 

was painted in black. Thus, the removal of redundant 

information allowed the neural network to focus on only 

the necessary parameters, which made it impossible to 

obtain false predictions. Table 1 lists the similarities 

between the prediction and hand-drawn masks. 

 
Table 1 

Jaccard’s percentage coefficient for the second stage 

No. 
Vertebrae 

Th8 Th9 Th10 Th11 

1 83.38 77.83 79.26 75.14 

2 84.86 87.60 88.03 76.07 

3 77.18 74.38 83.49 84.99 

4 87.31 84.41 87.78 83.03 

5 87.24 88.81 85.30 87.26 

6 79.52 90.77 86.00 87.02 

7 86.47 82.51 86.97 85.14 

8 87.93 83.88 83.29 87.63 

9 81.10 86.20 88.29 83.53 

10 71.60 76.94 84.35 78.35 

11 82.79 91.68 89.59 74.41 

12 87.92 74.86 85.37 77.29 

 

The average value of the Jaccard percentage coef-

ficient for all vertebrae in Table 1 was 83.43%. 

To improve the accuracy of segmentation of indi-

vidual vertebra, a third stage was used, and the similari-

ty of this stage with the original mask of the second 

stage is shown in Table 2. 

 

Table 2 

Jaccard percentage coefficient for the third stage 

No. 
Vertebrae 

Th8 Th9 Th10 Th11 

1 81.76 79.55 89.50 82.27 

2 85.08 92.96 91.40 83.84 

3 81.76 85.04 89.62 83.05 

4 89.51 90.56 89.90 85.28 

5 92.46 90.74 89.78 82.97 

6 91.67 90.80 88.94 89.17 

7 87.22 88.36 91.68 85.87 

8 88.88 90.81 87.38 91.31 

9 86.86 94.17 89.52 86.32 

10 88.89 90.60 91.60 87.68 

11 89.26 93.59 88.17 88.52 

12 82.63 82.65 88.45 84.50 

 

For the data presented in Table 2, the average val-

ue was 87.96%. However, if we analyze all 48 vertebrae 

listed in the tables, we can see that thanks to the use of 

this algorithm, only 43 vertebrae were improved. The 

other five vertebrae showed no improvement in match-

ing accuracy. The following cases: No. 1 Th8; No. 3 

Th11; No. 5 Th11; No. 11 Th10; No. 12 Th8. In order to 

obtain improvement using this algorithm for 43 verte-

brae, it was sufficient to use universal coefficients of 

width and height. However, universal coefficients are 

not suitable for five cases. The coefficients for five un-

satisfactory cases were determined experimentally, and 

all of them are listed in Table 3. 

 

Table 3 

Separate coefficients for unsatisfactory cases 

No. Vertebra Kw Kh Jp 

1 Th8 1.62 1.9 85.73 

3 Th11 1.6 1.7 88.54 

5 Th11 1 1.9 87.28 

11 Th10 1.9 1.5 91.27 

12 Th8 1.8 1.7 89.54 

 

If we calculate the average accuracy for the data in 

Table 2, replacing the five negative results with those 

obtained in Table 3, and selecting coefficients for each 

case, then the value for all 48 cases is 88.26%. This is a 

good result that made it possible to improve the seg-

mentation of each vertebra by reducing the influence of 

artifacts and noise on the segmentation process. 

The use of universal coefficients of height and 

width to cut the region of interest helped obtain 89.58% 

of positive cases. However, failed cases must be ana-

lyzed to understand poor segmentation. To perform this 

task, it was suggested to analyze image characteristics: 

image contrast, brightness range, and visual inspection. 

The values for these properties are given in Table 4. 

 

Table 4 

Comparison of image characteristics  

in unsatisfactory cases 

No. Properties 
Vertebrae 

Th8 Th9 Th10 Th11 

1 

Contrast 19.73 19.32 18.36 25.79 

Brightness 

range 
105 115 133 161 

3 

Contrast 24.58 27.54 25.47 25.28 

Brightness 

range 
120 140 131 147 

5 

Contrast 12.53 13.18 12.70 19.26 

Brightness 

range 
80 85 86 116 

11 

Contrast 10.98 12.23 15.67 13.29 

Brightness 

range 
81 81 104 88 

12 

Contrast 13.25 14.49 14.46 16.70 

Brightness 

range 
78 94 87 100 
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4. Discussion 
 

In the article [20], it was indicated that the trained 

neural network with the indication of the required re-

gion of interest showed higher productivity and sur-

passed traditional convolutional neural networks and 

even regression models taking into account clinical pa-

rameters. The use of the method proposed in this article 

included two regions of interest: the spine and vertebra. 

This made it possible to use two neural networks in par-

allel to improve the final segmentation results of the 

vertebra. 

Using the first region of interest, which cut out the 

area with four vertebrae, made it possible to segment the 

vertebrae in a small area without redundant data. In this 

area, there were only vertebrae. The second region of 

interest made it possible to search for a vertebra in an 

area where there is only one vertebra. This approach, 

using three stages instead of two, improved the Jaccard 

percentage by 4.54% and improved 89.58% over the 

time. Undoubtedly, this approach unequivocally guaran-

tees improvement due to its use because it focuses only 

on the necessary information. 

This study and the research conducted in [17] 

should be compared in more detail due to the partial 

similarity of some aspects. The first difference is the use 

of preprocessing methods in that article when no pre-

processing is used. The reason for not including prepro-

cessing in this paper was its experimental instability, 

which showed that the Gaussian method and median 

filter only worsened the quality. The next difference is 

the input image. The image used by Kim et al. (2021) 

[17] is immediately a cropped X-ray image, most of 

which is the desired part. In this study, a full image is 

used in a lateral projection. The proposed method is 

closer to practical application due to the use of the re-

sulting images from an X-ray machine without pro-

cessing. The method of cutting out the spine of the au-

thors of the article with which the comparison is being 

made assumes a square, when in this research it was 

proven that using a rectangle where the width is greater 

than the height is the best option.  

In this case, training was performed using the 

Fcn8Resnet50 network, which was not designed specif-

ically to segment medical images. The network used in 

this study [17] was developed specifically for medical 

cases. This finding emphasizes the successful use of the 

Fcn8Resnet50 network for solving multidisciplinary 

problems and guarantees that not only networks devel-

oped specifically for the medical field can provide ex-

cellent results. 

Using universal coefficients of width and height, it 

was possible to obtain an improvement not for all verte-

brae, but only for 43 out of 48. To achieve the maxi-

mum number of positive cases, we must separately de-

termine the coefficients for bad images. The segmenta-

tion accuracy was improved only after assigning an ei-

genvalue to each of the five cases. Analyzing the cause 

of the five unsatisfactory cases, the key characteristics 

of any X-ray image were used: the brightness and con-

trast range of the image. By studying the data in Table 

4, we can understand that the contrast of the image, 

which is given in the form of a standard deviation of 

brightness, is within the norm, which in turn indicates a 

normal exposure. In this case, the accuracy of the seg-

mentation depends on the quality of the image, where it 

should have the following features: not blurred bounda-

ries of the object over which the segmentation is per-

formed, and low noise (quantum and structural). The 

size of the object over which segmentation is performed 

in relation to the size of the entire image.  

The improvement for the five negative cases was 

obtained by separately defining the width and height 

coefficients. In these cases, the negative results could be 

caused by a non-ideal coincidence of the contours of the 

vertebrae and the size of the rectangle for cutting. In 

addition, in some cases, the presence of noise at the 

boundaries of the contour and rectangle can lead to un-

satisfactory results. As shown in Table 3, the increase in 

the width coefficient in four out of five cases made it 

possible to transfer them to the positive class.  
 

5. Conclusions 
 

The comparison of the prediction masks at several 

stages made it possible to understand that the segmenta-

tion of vertebrae using a multi-stage algorithm is associ-

ated with better segmentation accuracy. Due to the use 

of several regions of interest, it was possible to mini-

mize the influence of redundant and low-quality infor-

mation on segmentation. Segmentation of vertebrae in 

several stages significantly improves the accuracy of 

finding the desired vertebra.  

Due to the analysis of negative cases, it became 

clear that the use of universal coefficients of width and 

height for cutting a rectangle at the third stage of the 

algorithm is not sufficient to satisfy the requirement of 

100% positive results. Separate coefficients were ob-

tained for the negative cases, which improved the accu-

racy for the negative cases and improved the overall 

vertebral function. 

In general, the algorithm was developed to perform 

segmentation of the X-ray image in three steps to  

improve the segmentation of the vertebrae. The imple-

mentation of this algorithm made it possible to obtain a 

positive result in 89.58% of cases, which is a good re-

sult. Further research on this approach and its applica-

tion together with an ensemble of neural networks can 

lead to an increase in the number of positive cases that 

already use only universal coefficients of width and 

height. 
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ПОКРАЩЕННЯ СЕГМЕНТАЦІЇ ХРЕБЦІВ ЗА ДОПОМОГОЮ  

БАГАТОЕТАПНОГО АЛГОРИТМУ МАШИННОГО НАВЧАННЯ 

В. Д. Конюхов 

Здоров’я хребта є невід’ємною складовою здоров’я людини тому що саме хребет відіграє одну із клю-

чових ролей у здоров’ї людини, а такі хвороби як – остеопороз, травми хребців, грижі міжхребцевих дисків 

та інші захворювання можуть не тільки ускладнювати життя людини, а й мати серйозні наслідки. Викорис-
тання рентгенівських знімків для діагностування захворювань в області хребта відіграє ключову роль в діаг-

ностиці. Діагностування захворювань за допомогою рентгену є найпопулярнішою та найдешевшою можли-

вістю для пацієнтів виявити патології та захворювання. Предметом вивчення в статті є алгоритми сегмента-

ції рентгенівських зображень різної якості. Метою є дослідження можливості покращення сегментації хреб-

ців: Th8, Th9, Th10, Th11 за допомогою багатоетапного методу сегментації хребта використовуючи машин-

не навчання з метою покращення точності автоматизації сегментації хребців. Завдання: провести навчання 

нейронної мережі, яка буде проводити сегментацію вхідного рентгенівського знімка і на виході видавати 

маску ділянки з чотирьох хребців; провести навчання нейронної мережі яка буде проводити сегментацію 

кожного хребця в знайденій ділянці на попередньому етапі; вирізати ділянку з одним хребцем та виконати 

навчання нейронної мережі яка буде проводити його сегментування; створити алгоритм який на основі по-

передньо навчених трьох нейронних мереж буде робити сегментацію хребців на рентгенівському знімку. 

Використовувались наступні методи: багатоетапний підхід з використанням машинного навчання. Було 
отримано такі результати: завдяки сегментації в декілька етапів стало можливим зменшити регіон інтересу, 

тим самим видалити непотрібний фон при використанні сегментації. Використовуючи даний алгоритм для 

48 хребців було отримано середнє покращення точності сегментації на 4,83 %. Висновки. В цьому дослі-

дженні було запропоновано багатоетапний алгоритм, завдяки якому було отримано покращення точності 

сегментації рентгенівських зображень в боковій проекції, а саме точності усіх чотирьох хребці: Th8, Th9, 

Th10, Th11. Було доведено, що використання даного методу дає кращий результат ніж звичайна сегментація 

на вхідному зображенні. 

Ключові слова: штучний інтелект; машинне навчання; розпізнавання зображень; нейронна мережа; се-

гментація зображень, комп’ютерний зір. 
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