Intelligent information technologies

67

UDC 004.85

doi: 10.32620/reks.2024.3.05

Olesia BARKOVSKA!, Anton HAVRASHENKO?, Vitalii SERDECHNY I,

Vladyslav KHOLIEV?, Patrik RUSNAK?

! Kharkiv National University of Radio Electronics, Kharkiv, Ukraine

2 University of Zilina, Zilina, Slovakia

ANALYSIS OF THE IMPACT OF THE CONTEXTUAL EMBEDDINGS USAGE
ON THE TEXT CLASSIFICATION ACCURACY

This study aims to improve the accuracy of text classification, which is critical in fields such as medical diag-
nostics and law. In addition, accuracy requirements are increasing constantly with the development of infor-
mation technologies and increasing volume of text data. The subject of this paper is to study the impact of text
vectorization methods on the accuracy of text data classification. The goal of this paper is to evaluate the ef-
fectiveness of different word vectorization methods (Word2Vec, GloVe, BERT, and GPT) in the context of text
classification based on different embedding strategies - Word and Contextual Embedding. The primary focus
was on studying the effect of the number of training epochs (by systematically increasing the number of train-
ing epochs) on text classification accuracy. The task of this study was to systematically compare the effective-
ness of each type of embedding following the formed matrix of experiments, which controls the equality of the
conditions of the experiment, and to further evaluate the key metrics of text classification (on the example of
the IMDB dataset) using a neural network classifier (LSTM) with a recurrent architecture. Machine learning
methods, including neural network methods, methods of vector representation of words, and statistical analy-
sis, were used in this study. The results demonstrate that the best Word Embedding model was GloVe, which
demonstrated a final accuracy of 87.73%. In the context of Contextual Embedding, BERT proved to be more
effective than GPT, with a final accuracy of 92.97% compared to 91.65% of GPT. In general, the results
demonstrate the superiority of Contextual Embedding in natural language processing tasks and confirm its po-
tential use in modern applications and text analysis systems. Conclusions. The results demonstrate that no
universal model is suitable for all types of NLP tasks. It is important to choose an embedding method that
matches the specific task, available resources, and specific research goals. The results of this study can be ex-
tended to other NLP tasks, such as tone analysis, named entity detection, and machine translation.
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1. Introduction

Modern requirements for language processing
challenge us to develop more efficient systems that can
analyze and generate natural language. This applies not
only to textual information but also to wvoice
communications. Speech understanding and processing
[1,2] are important components of intelligent systems
that can interact with people in natural language. In this
context, it is important to research and develop methods
and technologies to improve the quality of natural
language recognition and understanding [3]. One such
technology is the use of contextual embeddings, which
allow us to better capture the semantic context of words
in a text. The expression “embedding” comes from the
idea of “embedding” words in a numerical space, where
each word or phrase is represented as a vector of
numbers [4, 5]. These vectors can reflect the semantics
of words, their meanings, and relationships with other

words in the text. The analysis of the impact of these
embeddings on the accuracy of text classification is a
relevant task in the field of language processing and
machine learning.

Paper structure. Section 1, “Introduction”,
provides the background and motivation for the
research, emphasizing the growing importance of
accurate text classification across multiple industries,
such as medical diagnostics, finance, and social media.
This section introduces the core concepts of word and
contextual embeddings, highlighting their relevance to
natural language processing (NLP) tasks, and reviews
existing literature on various text vectorization methods,
including Word Embeddings (Word2Vec, GloVe) and
Contextual Embeddings (BERT, GPT). This section
identifies the gaps in the current research that the study
seeks to address.

Section 2, “Methodology of the experiments”,
outlines the experimental setup, detailing the IMDB
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dataset, the preprocessing steps (such as tokenization
and normalization), and the LSTM neural network
architecture used for text classification. This section
also describes the embedding methods (Word2Vec,
GloVe, BERT, GPT) and explains how the number of
training epochs was adjusted in the experiments.

Section 3, “Results discussion”, presents the
findings from a systematic comparison of Word and
Contextual Embedding techniques. This section presents
a detailed analysis of the impact of different
vectorization methods on classification accuracy,
precision, recall, and Fl-score. It also includes visual
representations of training dynamics (e.g., validation
loss) for each method. This section also interprets the
results and compares the advantages and disadvantages
of Word2Vec, GloVe, BERT, and GPT. It discusses the
practical implications of using these models for NLP
tasks and identifies which methods perform best under
specific circumstances.

The paper ends with the “Conclusion”
section, which summarizes the key findings and
reinforces the superiority of Contextual Embeddings
over Word Embeddings for complex NLP tasks. It also
offers suggestions for future research, including
potential improvements to the LSTM model and
exploration of other neural network architectures.

1.1. Motivation

Text classification plays an important role in the
field of natural language processing (NLP) and is
central to other NLP tasks [6]. Text is an important
medium of information, and its classification allows
solving various tasks, ranging from automatic spam
filtering to improving search engine results and
analyzing large volumes of documents [7].

Accurate classification helps improve search
engines, allowing users to find the information they
require faster and more efficiently. Accordingly,

improving the accuracy of text classification contributes
to improving search results and the quality of
information available on the web.

Second, accurate text classification is important in
areas where security and filtering play crucial roles. For
example, in email, classification tools help identify
spam and phishing messages and protect users from
fraud and cyberattacks.

Third, the accuracy of text classification is of great
importance in industries related to the analysis of public
opinion and sentiment. For example, in social networks
and media companies, accurate text classification allows
them to analyze public reactions to events, resolve
reputation issues, and predict trends.

For some industries, such as medicine and law, the
accuracy of text classification is critical. For example, in
medical diagnostics, automatic text classification helps
users quickly find and analyze scientific articles and
medical information to improve diagnosis and treat-
ment.

The accuracy of text classification is tangible in
various aspects of life and different industries, and its
importance is constantly growing with the development
of information technology and the increase in text data.
Accuracy is a key performance indicator in text classifi-
cation systems and affects the quality of decisions and
user satisfaction.

Text classification using contextual embeddings
has wide application prospects (Fig. 1) [8]:

—text classification with contextual embeddings
can be used to analyze medical documents, articles, and
patient records. This helps in the automatic diagnosis of
diseases and detection of medical anomalies [9, 10];

—in the financial sector, contextual embedding can be
used to analyze news, financial reports, and articles to pre-
dict stock market movements. They are also useful for de-
tecting fraud and deception in financial transactions [11];

Text classification methods
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Fig. 1. Areas of application of text classification
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—text classification with contextual embeddings
helps to analyse reviews, comments, and public state-
ments posted on social media. This is important for
business and marketing because it allows us to under-
stand public opinion and reactions to products and ser-
vices [12];

— the use of contextual embeds allows for more accu-
rate personalization of advertising messages and analysis
of consumer responses to advertising campaigns;

—text classification based on contextual embeddings
helps identify spam and fraudulent messages in email,
thereby ensuring user safety and selectivity of users [13];

—in education, text classification based on contex-
tual embeddings is used to evaluate educational texts,
automatically-grade assignments, and even develop in-
dividualized curricula;

—in political studies, text classification with con-
textual embeddings is used to analyze political pro-
grams, election promises, and the public statements of
politicians.

In general, text classification opens up
opportunities for automation and optimization in many
areas and continues to grow in importance with the
development of information technologies.

1.2. Research task rationale. Related works

Working with text has its own peculiarities that are
important to consider when classifying text data [5].
Some of the main characteristics of this model are as
follows:

—heterogeneity of the text. A text can be heteroge-
neous, which includes different writing styles, lexical
diversity, and the use of synonyms. This can create dif-
ficulties in analysis and classification;

—polysemy and homonymy. Words can have mul-
tiple meanings (polysemy) or be identical to spelling but
have different meanings (homonymy); Understanding
the context is important for correct classification;

— language dependency. Different languages
have their own syntactic and semantic features. Text
classification models should be adapted to a specific
language;

— class imbalance. Some text classification tasks
may have an uneven distribution of classes, which re-
quires attention to data balancing methods;

—text patterns. Text can contain various patterns,
such as keywords, structured data (e.g., tables or lists),
or features related to language grammar.

For text classification, various tools are used to
achieve a high level of accuracy, often combining exist-
ing methods that have proven themselves. Machine
learning methods (Naive Bayes, Support Vector Ma-
chine (SVM) [7], Decision Trees, etc.) can be used to

create models that automatically recognize patterns in
text data and perform classification based on a set of
training data. Neural networks are a special type of ma-
chine learning method because they allow automatic
detection of internal patterns in text data.

The basic stages of text array classification, from
their initial input to the final results, are separate pro-
cesses - from preprocessing and data normalization to
their vectorization and further analysis using neural
network algorithms (Fig. 2). The diagram also identifies
the input and output streams, and the resources and tools
involved at each stage.

The choice of a text data analysis method affects
the accuracy and reliability of classification; thus, one
should analyze the most common modern neural net-
work models Convolutional Neural Network (CNN) and
Long Short-Term Memory (LSTM), which represent
two different approaches to text data analysis and have
their own features that can be useful for different types
of texts and classification tasks [5, 14, 15].

The CNN model is unique and specialized for rec-
ognizing patterns in images; however, it can also be
successfully used to process text data, where it recog-
nizes local dependencies and important features of the
textual context. The LSTM model, on the other hand, is
a part of recurrent neural networks and has the ability to
store and use information from previous steps, which
allows it to work effectively with sequential data, espe-
cially text sequences, and to consider the context in
texts (Table 1).

Table 1
Comparative analysis of LSTM and CNN models
for text classification

Feature

LSTM Model

CNN Model

Core
architecture

Recurrent neural
network with LSTM
layer

Convolutional
neural network
with ConvlD
layers

Typical tasks

Sequential data anal-
ysis, text data

Sequential data
analysis, images

Special features

Takes into account
the context of word
dependencies

Identifies local
patterns in data

Learning Backward error Backward error
algorithms propagation, Adam propagation,
optimizer Adam optimizer
Activation Tanh, Sigmoid RelLU
functions
Memory usage | Uses short-term and Does not use
long-term memory memory
Applications Sequential text anal- | Image and video
ysis, language trans- | analysis
lation
Implementation | TensorFlow, Keras TensorFlow,
libraries Keras
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Fig. 2. Basic stages of text data classification

Therefore, an important characteristic of CNNs is
their ability to learn useful features and scalability on
different tasks automatically. To use CNNs in text anal-
ysis, text data are converted into vector form, for exam-
ple, using word embeddings such as Word2Vec or
GloVe. Thus, local features or patterns are extracted in a
sequence of word vectors.

The ability to learn features automatically from da-
ta is especially useful for tasks in which text has an im-
portant context or local features play an important role.
However, for more complex text processing tasks, such
as meaning recognition, the use of recurrent neural net-
works (RNNSs) or transformers may be more effective
because they take into account the sequential context
and relationships between words in the text. However,
CNNs remain a useful tool for text processing in many
cases, particularly when local features play a key role.

A linear recurrent neural network (LSTM, Long
Short-Term Memory) is a type of recurrent neural net-
work proposed by Jirgen Schmidguber and Frederik
Gagerster. LSTMs have special internal structures
called gates that regulate the flow of information
through the network.

An important advantage of LSTMs is their ability
to store and use information over a long time and learn
useful dependencies in the data automatically.

The use of the LSTM model for text processing
has its own peculiarities:

— working with sequences. LSTMs are ideal for
processing sequential data, such as texts, where the con-
text and dependencies between words are important.
They can efficiently model sequences and understand
long-term relationships in the text;

— ability to recurrence. LSTMs have a recurrent
structure that allows them to remember previous states
and take them into account when analyzing new data.
This method is especially useful for text analysis, where
words can have different meanings in the context;

— analysis of long-term dependencies. LSTMs
can understand long-term dependencies in text, which
makes them effective for tasks in which history and
context are important. For example, in language model-
ing, it is important to analyze how previous words influ-
ence the choice of the next word;

— text classification. LSTMs can be used for text
classification, where the category or class to which the
text belongs is determined. For example, we determine
the sentiment (positive, negative, neutral) in user re-
views;

— text generation. LSTMs can be used for text
generation, where the model creates new texts with a
similar style or context to the input data. This can be
useful when creating texts such as news articles;

— Time-series analysis in text. LSTMs can be
used to analyze time series in text, such as predicting
and recognizing events in large texts or news;

— working with neural word vectors. LSTMs can
use vector representations of words, such as Word2Vec
or GloVe, to better understand the semantics of words in
a text.

In general, the use of LSTMs for text processing
makes it possible to effectively analyse word sequences,
consider the context, and understand complex depend-
encies, making LSTMs a powerful tool for many tasks
in the field of text processing and sequence analysis.

When analyzing Word Embedding methods, we
can distinguish three basic types: Word2Vec, GloVe,
and FastText (Fig. 3).

Word2Vec and GloVe are tools to create embed-
dings that capture semantic relations between words by
generating vector representations of them based on
structural relations in large text corpora. While
Word2Vec uses the local context of surrounding words,
GloVe is based on global statistics of word co-
occurrence across the entire corpus.
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Word Embedding Types

Word2Vec GloVe FastText

Fig. 3. Word Embedding Types

When analyzing the Contextual Embedding types,
BERT (Bidirectional Encoder Representations from
Transformers), GPT (Generative Pre-trained Trans-
former) and XLNet were identified, which are charac-
terized by the ability to analyze the context of words
and generate meaningful text (Fig. 4).

Contextual Embedding Types

BERT GPT XT Net

Fig. 4. Contextual Embedding Types

BERT and GPT are evolutions of the concept of
embeddings, and they can generate contextual vectors
for words by considering all relationships within a
whole sentence or even larger text fragments. This pro-
vides a more accurate and deeper understanding of lan-
guage structures, which in turn increases the accuracy of
text classification models.

In this study, we used the open-source generative
language model GPT-3.5 based on deep neural networks
with a transformer architecture.

The advantages of multilayer transformers with a
self-attention mechanism are that they allow a model to
effectively work with long text sequences, which was
used in this study.

In other words, using contextual embeddings to
analyze the impact on text classification accuracy is
justified because of their ability to better consider the
semantic context of words. This can lead to improved
NLP solutions and expanded applications in which clas-
sification accuracy is critical.

1.3. Text corpus selection

There are many different corpora for training text
classification models, which have become an important
resource for research and applications in natural lan-
guage processing [16, 17]. The corpora represent differ-
ent types of text data from different sources and cover a
wide range of topics. To ensure successfully compare
neural network models for text classification, it is im-
portant to carefully select an appropriate corpus that
meets the research goals and task characteristics. Ta-
ble 2 shows the characteristics of the most common

corpora: the IMDB movie review corpus, Reuters news
corpus, PubMed scientific article corpus, and Twitter
sentiment analysis corpus.

Table 2
Text corpora for text classification in NLP tasks
" Classification

Ne | Corpus Description task

1 | IMDB Contains movie | Binary text clas-
corpus reviews  from | sification (posi-

IMDB, divided | tive/negative
into positive and | reviews)
negative catego-

ries.

2 | Reuters Contains news | Categorical text
news articles orga- | classification
corpus nized by topic.

3 | PubMed | Contains scien- | Categorical text
scientific | tific articles | classification
article from medical
corpus sources for clas-

sification by
topic or im-
portance.

4 | Twitter Contains Twitter | Classifying sen-
sentiment | messages cate- | timent in short
analysis | gorized by sen- | texts
corpus timent (positive,

negative, or neu-
tral).

The IMDB corpus was chosen for the paper be-
cause of such advantages as diversity, accessibility, rep-
resentativeness, and the presence of text reviews with
emotional coloring, which is an important feature for
solving the binary classification problem. The variety of
text lengths in the IMDB corpus allows us to test the
ability of the models to work with sequences of varying
complexity and length, which is crucial for a realistic
analysis of neural network performance on a variety of
input data.

The use of the IMDB movie review corpus for
training and testing allows us to determine research po-
tential aimed at improving the accuracy of text data
classification results in the following areas and prob-
lems:

— sentiment analysis of product and service re-
views. This helps companies understand customer satis-
faction, identify problem areas, and improve their prod-
ucts;

— content classification in web services — this will
help organizations and platforms automatically filter
content to ensure safety and positive user experience;

— analysis of emotions in social networks — this
will help marketers understand reactions to news,
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events, and publications, which are important for adver-
tisers and marketers;

— monitoring brands and companies to track and
analyze public opinion and helping managers respond to
changes in the perception of goods and services.

1.4. Aims and tasks of the work

The goal of this study is to analyze the impact of
using Contextual and Word embeddings on the accuracy
of text array classification.

The achievement of the set aim requires solving
the following tasks:

— comparative analysis of text document vectori-
zation methods;

— review of existing text classification pipelines,
including preprocessing and direct analysis;

— the impact of text vectorization methods
(Word2Vec and GloVe) on the accuracy of text classifi-
cation in Word Embedding based on an LSTM neural
network model;

— studying the influence of text vectorization
methods (similar to vectorization in the BERT and GPT
models) on the accuracy of text corpora classification in
Contextual Embedding based on an LSTM neural net-
work model;

— analysis of the accuracy of the obtained results.

The structure of the article is designed to systemat-
ically explore and present the impact of contextual em-
beddings on text classification accuracy. It begins with
an Introduction. Introduction provides the context and
significance of text classification in various fields, the
concept of embeddings, and the goals and scope of the
study. This is followed by the Motivation section, which
underscores the importance of accurate text classifica-
tion across different industries and highlights the chal-
lenges associated with achieving high accuracy.

The Related work section offers a comprehensive
review of the existing literature, summarizing previous
studies on Word Embedding and Contextual Embedding
methods, and identifying the research gaps addressed by
this study. In the Text corpus selection process, existing
text corpora are analyzed and the characteristics of the
selected corpus are described in detail. The Methodolo-
gy section provides a detailed account of the experi-
mental setup, including the data description, prepro-
cessing steps, and embedding methods. This section
also explains the architecture of the LSTM neural net-
work model and the evaluation metrics employed. The
experiments and results section presents the findings
from the comparative analysis of Word2Vec, GloVe,
BERT, and GPT models, and they discuss their perfor-
mance across different epochs. The Discussion inter-
prets these results, providing insights and implications

for future research and practical applications, while also
acknowledging the study’s limitations. Finally, the Con-
clusions summarize the key findings and suggest direc-
tions for future work. The article is supported by a com-
prehensive list of references, ensuring the credibility
and context of the research.

2. Methodology of the experiments

Given the complexity of modern NLP tasks, an ef-
fective functional model is critical to achieve high re-
sults accuracy. The conceptual model for classifying
text corpora visualizes the main processes and their in-
terrelationships and identifies research factors (Fig. 5).

The input data is the publicly available IMDB da-
taset, which is commonly used for natural language pro-
cessing and sentiment analysis tasks. This dataset con-
tains 50,000 reviews evenly distributed between posi-
tive and negative categories. Positive reviews are rated
7 out of 10 or higher, and negative reviews are rated 4
out of 10 or lower. This markup provides a noticeable
sentiment difference, contributing to the classification
accuracy. The dataset contains only the text of the re-
views without any additional meta-information, such as
movie ratings or review data, which allows us to focus
on text analysis. Reviews can vary in size and provide
several data for analysis, from short comments to de-
tailed reviews.

To organize machine learning processes, the
IMDB dataset was divided into three main parts - train-
ings, validation, and test:

— training dataset (70%) to provide sufficient ex-
amples for effective learning and adaptation to a variety
of textual feedback;

— validation dataset (15%) to periodically evalu-
ate the model during training, which allows monitoring
and preventing model overtraining, and helps in fine-
tuning hyperparameters;

— a test dataset (15%) was used to evaluate the
final accuracy of the model after training on data that
were not used during training.

Text pre-processing includes normalization and
tokenization of reviews from the IMDB dataset. Nor-
malization includes converting all text to lowercase let-
ters and removing unnecessary characters and punctua-
tion that do not convey important information. Tokeni-
zation is the process of dividing a text into individual
elements or tokens to create a clear map for vectoriza-
tion. The final preprocessing step is the removal of stop
words, which are the most frequently used words that do
not carry a significant semantic load [18]. This sequence
of preprocessing methods provides a structured, noise-
free dataset for the following stages of analysis and
classification [19, 20].
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Fig. 5. A conceptual model for classifying text corpora

The text vectorization stage is the step in which
text is converted into a format suitable for machine
learning. For this study, we consider Word Embedding
models, such as Word2Vec and GloVe, and Contextual
Embedding models, such as BERT and GPT.

For the task of text classification, the LSTM (Long
Short-Term Memory) model was chosen, which is a
type of recurrent neural network that is effectively used
to analyze sequences of data, such as text.

Using embedding methods, each word in the text
corpus is converted into a fixed-length vector. The re-
sulting embedding matrix is input to the LSTM net-
work. The model structure includes the following lay-
ers:

— the first layer in the architecture is LSTM,
which comprises 100 units. The use of a hyperbolic tan-
gential activation function (tanh) helps support nonline-
arity in internal data structures. This layer provides the
model with the ability to memorise information for
longer periods and to work more efficiently with se-
quences;

— after the LSTM layer, the Dense Layer is used
to derive the final forecast. The sigmoid function is ide-
al for binary classification because it outputs a value
between 0 and 1, which is interpreted as the probability
of belonging to a particular class;

— the model is compiled using the adam optimiz-
er, which is effective for various tasks, and the bina-
ry_crossentropy loss function, which is a standard bina-
ry classification method. As a metric, we used accuracy,
which evaluates classification accuracy.

All these elements form a model for solving the
problem of analyzing the sentiment of large text corpora
(Fig. 6), in our case, for the task of binary classification
(positive, negative) of movie reviews.

The research methodology is based on a matrix of
experiments that includes a systematic comparison of
the effectiveness of each embedding type. Each model
was evaluated based on several key metrics, including
accuracy, confusion matrix, F1 measure, and ROC-
AUC Score. Experimental studies were planned as a
systematic approach to compare four types of vector
word representations: Word2Vec and GloVe for Word
Embedding, and BERT and GPT for Contextual Em-
bedding.

In the matrix of experiments, each embedding
method was tested on a predetermined LSTM architec-
ture, which ensured the equality of the experimental
conditions (see Table 3).

Input data: LSTM Layer Dense Layer Compilation Output data:
Precomputed embeddings Class number
(vectorized text) Y units=100 ’ - units = 1 g - optimizer-adam >
o L . . - loss=binary_crossentropy
- activation=tanh -activation=sigmoid .= i
- Metrics=accuracy

Fig. 6. LSTM model architecture
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Table 3
Planning matrix of a multivariate experiment to
determine the influence of the number of training
epochs for the selected types of text array vectorization
on the accuracy of input data classification
within Word Embedding or Contextual Embedding

Purposes
for which
Factors of influence dependen-
Exper- cies are
iment assessed
num- Method | Method | Train accu-
ber Variable of text of text racy, Test
number of data data accuracy,
training vectori- | vectori- Test loss,
epochs zation # | zation # Training
1 2 time
1 1 + - +
2 1 - + +
3 2 + - +
4 2 - + +
2N-1 N + - +
2N N - + +

The purpose of the experiments was to determine
the method of text corpus vectorization and the number
of training epochs of the neural network model of text
classification for which the following indicators will be
analyzed:

— train accuracy measures the error that the mod-
el makes on the training set but does not guarantee high
prediction accuracy on new data that it has not seen be-
fore;

— test accuracy provides an objective assessment
of the model’s performance, as it indicates the percent-
age of correctly classified samples in the test dataset.
The higher the test accuracy, the better the model was
trained on the training dataset and could make accurate
classifications on new data;

— validation loss is a measure of the error gener-
ated by the machine learning model on the validation
set. The validation loss is used to evaluate the perfor-
mance of a model during training, indicating how well
the model generalises to new data. The lower the valida-
tion loss, the better the model generalises and makes
accurate predictions on data it has not seen before. A
high validation loss indicates overfitting on the training
set. A significant increase in validation loss may indi-
cate that the model has started to overlearn and should
be stopped. Test loss, unlike validation loss, measures
the error that the model makes on the test set, i.e., the
part of the IMDB dataset that is not used to train the

model and is not used to select model hyperparameters.
In other words, the test loss is used only once to obtain a
final estimate of the model's performance;

— training time (shows the total time spent on
model training).

The number of experiments was not predetermined
and depended on the number of epochs N, starting from
which the validation accuracy of the classification be-
gan to decrease.

As part of matrix formation, we first consider a
comparison of Word2Vec and GloVe, determine the
parameters that will vary or remain unchanged, and de-
termine the metrics used to evaluate each embedding.
Then BERT and GPT are analyzed in a similar manner.

3. Results discussion

To analyze the impact of such Word Embedding
models as Word2Vec and GloVe, on the accuracy of
text data classification using a neural network with
LSTM architecture, some experiments were performed
(Experiment 1). The goal is to determine the effect of
the number of training epochs of the neural network on
the accuracy, training speed, validation loss, and valida-
tion accuracy for different wvectorization methods
(Word2Vec and GloVe) within the Word Embedding
approach.

Table 4 provides a detailed overview of the chang-
es in precision, validation accuracy, and validation loss
for each Word Embedding method over 15 training
epochs.

The results in the table show a decrease in accura-
cy for the validation set and an increase in loss of accu-
racy after the 10th training epoch, which may indicate
that the model was over trained. The results for the 15th
epoch demonstrate that further training reduced the
model's ability to generalize to new data and increased
computational costs without improving the results.

After determining the required number of training
epochs to achieve the highest validation accuracy, the
following indicators were evaluated: test accuracy,
ROC-AUC Score, precision, recall, and F1-score for
each text vectorization method (Table 5).

To visualize the dynamics of model training using
the Word2Vec and GloVe methods, we plotted the loss
change during all training epochs (Fig. 7).

The graph shows the losses on the training dataset
(Train Loss) and the validation dataset (Test Loss),
which allows us to assess the overall stability of the
model and is an important indicator for analyzing and
optimizing the training process (see Fig. 7).

The analysis of the results of Experiment 1 re-
vealed that each method had its advantages and disad-
vantages. Word2Vec demonstrated high accuracy, but
with a certain level of loss, especially in later epochs,
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Table 4
Table of metrics for each of the 15 epochs for Word2Vec and GloVe
Epoch Word2Vec Te\g\:OAr\(iiL\;chy Word2Vec GloVe Accu- GloVe Test GloVe Test
Accuracy, % % ' Test Loss racy, % Accuracy, % Loss

1 84.94 88.77 0.3037 76.97 82.33 0.4019
2 94.10 88.19 0.2963 83.79 85.41 0.3406
3 96.82 86.80 0.3543 86.53 86.43 0.3227
4 97.02 87.40 0.4230 87.76 87.06 0.3077
5 98.94 87.13 0.5181 88.77 86.61 0.3308
6 99.22 86.47 0.6262 89.54 87.30 0.3056
7 99.26 83.90 0.7275 90.63 87.98 0.3073
8 98.74 85.93 0.5562 91.23 87.73 0.3033
9 99.37 86.55 0.5966 92.12 86.86 0.3273
10 99.75 88.77 0.7497 93.17 87.72 0.3166
15 99.75 86.03 0.8173 93.00 87.21 0.3392
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Table 5
Table of the experimental results

Embedding Type Word2Vec GloVe
Number of Epochs 10 8
Test Accuracy, % 88.77 87.73
Test Loss 0.7497 0.3033
ROC-AUC Score 0.9333 0.9457
Precision (avg) 0.87 0.88
Recall (avg) 0.87 0.88
F1-Score (avg) 0.87 0.88
Training Time, sec 6340 3830

which may indicate overfitting. GloVe, on the other
hand, performed more consistently on the validation
dataset, although its overall accuracy was slightly lower
than Word2Vec. These differences emphasize the im-
portance of selecting an appropriate vectorization meth-
od for a particular task and dataset.

To analyze the impact of Contextual Embedding
models, such as BERT and GPT, on the accuracy of text
array classification by a neural network with LSTM
architecture, some experiments were performed (Exper-
iment 2). The goal was to determine how the number of

b)
Fig. 7. Loss trends in model training and testing using vectorization methods: a) Word2Vec, b) GloVe

training epochs of the neural network affects the accura-
cy, training speed, validation loss, and validation preci-
sion for different vectorization methods (BERT and
GPT) within the Contextual Embedding approach.

The table provides a detailed overview of the
changes in accuracy, validation accuracy, and validation
loss for each Contextual Embedding method over 10
training epochs (Table 6).

To illustrate the learning progress of the BERT
and GPT models, we constructed graphs that show
changes in the loss rate over all epochs. The graphs pro-
vide a more visual comparison between the performance
of the considered contextualization methods (Fig.8).

The analysis of the results obtained by BERT and
GPT demonstrates different aspects of the effectiveness
of these models in terms of text classification. BERT,
with a final precision of 0.9123 and a relatively low loss
of 0.2919, demonstrated high ability to analyze and un-
derstand the context of the text. The high ROC-AUC
score (0.951) indicates an advanced understanding of
the nuances of language. In contrast, GPT with final
precision of 0.8945 and a loss of 0.3851, proved to be
slightly less accurate but still effective, particularly in
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Table 6
Table of metrics for each of the 10 epochs for BERT and GPT
Epoch BERT Accu- BERT Test BERT Test § GPT Accuracy, GPT Test GPT Test
racy, % Accuracy, % Loss % Accuracy, % Loss

1 87.62 90.14 0.2601 85.50 88.92 0.2987

2 91.53 90.98 0.2427 88.04 89.27 0.2789

3 93.27 91.45 0.2285 89.31 89.84 0.2623

4 94.52 91.82 0.2204 90.28 90.29 0.2507

5 95.58 92.07 0.2153 91.12 90.65 0.2421

6 96.41 92.31 0.2135 91.76 90.97 0.2365

7 97.12 92.56 0.2141 92.39 91.20 0.2320

8 97.65 92.79 0.2168 92.87 91.43 0.2295

9 98.14 92.97 0.2212 93.34 91.65 0.2281

10 98.91 91.23 0.2919 97.79 89.45 0.3851

BERT Model Loss

0.10

0.05 T— BERT Train Loss
2— BERT validation Loss

GPT Model Loss

L— GPT Train Loss
2— GPT validation Loss

Loss.

Epochs

b)

Fig. 8. Loss trends in model training and testing using vectorization methods: a) BERT, b) GPT

the context of text generation and processing more crea-
tive tasks. In general, both models demonstrate signifi-
cant text classification efficiency; however, the choice
between them depends on the specific task.

After comparing the performance estimates of the
models on the test sample based on the test loss, the
final assessment of the classification accuracy of the
selected model was performed based on the test accura-
cy (Table 8).

The GPT-3.5 language model has several speech-
processing capabilities despite the lack of the ability to
train on multimodal data, such as GPT-4. However, the
experiment demonstrated that the BERT language mod-
el outperformed the GPT-3.5 model by 1.42% in test
accuracy over 9 epochs, so conducting an experiment
with the GPT-3 language model for text data classifica-
tion is not advisable.

Although GloVe has lower accuracy than BERT. it
is less complex and requires fewer computational re-
sources. On the other hand, BERT with its high accura-
cy and low loss. has proven to be effective in more
complex NLP tasks where a deeper understanding of the
context and language nuances is required.

Table 7
Table of the experimental results
Embedding Type BERT GPT
Epochs 9 9
Test Accuracy, % 92.97 91.65
Test Loss 0.2212 0.2281
ROC-AUC Score 0.951 0.939
Precision (avg) 0.91 0.89
Recall (avg) 0.91 0.90
F1-Score (avg) 0.91 0.89
Training Time, sec 11340 14030
Table 8
Table of the experimental results
Word Contextual
Embedding Type Embedding Embedding
(GloVe) (BERT)
Test Accuracy, % 87.73 92.97
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Conclusion

This study conducted a comprehensive analysis of
the impact of using contextual and verbal embeddings
on the accuracy of text data classification. The study
managed to achieve the set goals and solve the task set.

We conducted a detailed study and compared
Word2Vec and GloVe. and BERT and GPT vectorization
methods. This allowed us to determine the best techniques
for different types of text data.

Different approaches to preprocessing and text
analysis have been studied and described. which empha-
sizes the importance of each stage in building an effec-
tive classification system.

The application of Word2Vec and GloVe in the
context of LSTM neural network model demonstrated
that both methods effectively vectorize text for classifi-
cation. Word2Vec and GloVe have different approaches
to vectorization. both demonstrate the ability to capture
semantic relationships between words. A comparison of
the accuracy between the two methods showed that
GloVe has a slight advantage in classifying text corpora.
which may be due to its ability to integrate global word
co-occurrence statistics across the entire corpus.

The use of BERT and GPT in the context of the
LSTM neural network model significantly improved the
classification results compared to the Word Embedding
methods. This confirms that they are more effective at
capturing complex language relations and contexts.
Contextual embeddings demonstrated the ability to bet-
ter understand linguistic nuances. which contributed to
improved classification accuracy. especially in complex
cases where the context of the word is crucial. The re-
sults emphasize the importance of using contextual em-
beddings for complex text processing tasks. including
classification tasks.

We compared the results obtained by the best
Word Embedding and Contextual Embedding models.
The best Word Embedding model. based on our evalua-
tion criteria. was GloVe. which demonstrated a final
accuracy of 87.73%. In the context of Contextual Em-
bedding. BERT proved to be more effective than GPT.
with a final accuracy of 92.97% versus 91.65% for
GPT.

Given the results, we recommend BERT and GPT
as the most effective tools for text classification tasks.
especially when adequate computing resources are
available. For situations with limited resources or pro-
cessing speed requirements. Word2Vec and GloVe are
reliable options.

The scientific significance of this study is to deep-
en our understanding of the mechanisms underlying the
vector representation of words and their impact on clas-
sification processes. These findings can serve as a basis
for further research in the field of machine learning and

the development of intelligent systems. which will con-
tribute to advances in the field of artificial intelligence.
To further develop this study and increase its prac-
tical value, several promising areas can be considered.
Experiments with alternative models of contextual em-
bedding. In this paper, we consider an LSTM model
using Word Embedding and Contextual Embedding.
However, other contextual models, such as BERT and
GPT, also deserve attention. The comparison of these
models can expand our understanding of the impact of
their models on text classification accuracy. To improve
the classification accuracy, additional training data can
be considered. The addition of more diverse and large
corpora may have a positive impact on the results.
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AHAJII3 BIIVIMBY BUKOPUCTAHHA KOHTEKCTYAJIBHUX EMBE/IUHI'IB
HA TOYHICTh KJTACA®IKAIIL TEKCTY

O. 10. bapxosecvka, A. O. I'aspawenxo, B. C. Cepoeunuit,
B. O. Xonees, Il. Pycnak

PoGora mpucesiuena mpoOieMi MiJBUIIEHHS TOYHOCTI Kiacugikallii TEKCTOBUX MAacHUBIB. IO Ma€ KPUTHYHE
3HAYEHHS Y TaKUX Taly3siX. K MEIUYHA JIarHOCTHKA. FopHCHpyAeH st Tomo. OKpiM TOro. BUMOTH JI0 TOYHOCTI TO-
CTIHHO 3pOCTAIOTh 3 PO3BUTKOM iH(OpMAaNiiHUX TEXHOJOTiH Ta 30LIbIIEHHIM 00CSTriB TeKcToBUX HaHux. [Ipeame-
TOM CTaTTi € JIOCHI/PKEHHS BIUIMBY METOJIB BEKTOpH3allil TEKCTY Ha TOYHICTh Kiacudikamii TEKCTOBUX MAaCHBIB.
MeTo¥0 1aHOTO JIOCTIKEHHSI € OlliHKa e(DEeKTUBHOCTI pi3HUX MeToiB BekTopu3auii ciiB (Word2Vec. GloVe. BERT
ta GPT) y KOHTeKCTI Kiacugikallii TeKCTy Ha OCHOBI pI3HHMX CTpaTeriii 10 BUKOpUCTaHHS emOeauHriB - Word Ta
Contextual Embedding. OcHoBHa yBara nmpuaiiIsieThcsl BABYEHHIO BIUIMBY KIJIBKOCTI €ITOX HaBYaHHS (IIJISIXOM CHC-
TEMaTUYHOTO 301IbIIEHHS YKCNIa eM0X TPEHYBaHHsI) Ha TOYHICTh Kiacu]ikallii TEKCTOBHUX JaHHUX. 3agaueio podooTn
€ cUCTeMaTH4YHe TOPIBHSIHHS €()EKTHBHOCTI KOYKHOI'0 BUIy eMOEIMHTY Yy BIAMOBIAHOCTI 10 cpopMOBaHOI MaTpuIli
€KCIIEPUMEHTIB. sIKa KOHTPOJIIOE PIBHICTh YMOB BUKOHAHHSI €KCIIEPUMEHTY. Ta MMOJalibIlia OIIHKa KJIFOUYOBUX METPHK
knacudikauii Texcry (Ha npukiani IMDB naracery) HelipomepexeBuM kiacugikaropom (LSTM) i3 pekypeHTHOIO
apxiTekTyporo. B po0i BUKOpUCTaHI MeTOIM MAIIMHHOTO HABYaHHS. 30KpeMa HelipoMepexeBl METOAN. METOM BEK-
TOPOT'O TPEJICTABICHHS CIiB. METOJM CTATUCTUYHOIO aHaji3y. 3a pe3yabTaTaMM JOCIiKEeHHs OyJI0 BCTAHOBJIEHO.
o Haiikpamor mozaemtro Word Embedding € GloVe. sika npogeMoHCcTpyBalia KiHIIEBY TOUHICTH Ha piBHI 87.73%.
VY konrekcri Contextual Embedding. BERT BusiBuBcsi edexruBHimmM nopiBHsHO 3 GPT. 3 KiHIIEBOIO TOYHICTIO
92.97% npotu 91.65% B GPT. B mijiomy. oTpumaHi pe3ynbTaté cBiguats mpo nepesary Contextual Embedding y
3aBJIaHHIX OOPOOKH MPUPOHOT MOBH 1 MiJTBEP/UKYIOTh IXHIO MEPCIEKTUBHICTD IS CY4aCHUX JIOAATKIB Ta CUCTEM
TEKCTOBOT'O aHalizy. Pe3ynbTaTi 1eMOHCTPYIOTh. 1110 HEMA€E YHIBEpCaIbHOI MOJIENI. sIKa MiJiiae Ui BCiX TUIIIB 3a-
nad NLP. BaxxiuBo BuOupaT MeTo]] eMOeIMHTY. OPIEHTYIOUUCh Ha crielugiky 3a1adi. JOCTYIHI PECYPCH Ta KOHK-
PETHI ITiT1 JOCITiPKESHHSL.

KunrouoBi cioBa: xnmacudikamis; NLP; anami3; KoHTeKCT, Mojenb, HeliponHa mepexa; Word2Vec; GloVe;
embedding; BERT; GPT.
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