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LOGICAL-SEMANTIC MODELS AND METHODS OF KNOWLEDGE
REPRESENTATION: CASES FOR ENERGY MANAGEMENT SYSTEMS
AND SMR DIGITAL INFRASTRUCTURES

The subject of this article is the development of information technologies at the end of the 20th and the
beginning of the 21st century for the Fourth Industrial Revolution in the form of Industry 4.0, i.e., Internet of
Things (loT) technologies. Successes in the implementation of this technology have led to the development of
new applications in the energy sector, such as energy management systems, small modular reactor (SMR)
management systems, and alternative power supply systems based on renewable energy sources. The digital
infrastructure of these management systems is characterized by a high "density of knowledge™, which requires
clarification of fundamental concepts in information theory, namely the content of the concepts "data”,
"information”, "knowledge" and "meaning of knowledge". Special attention was given to defining the role of
knowledge. The aim of this study is to further develop methods and models of semiotic theory by determining
the role and place of logical as well as eight- and four-factor logical-semantic models of knowledge bases in
semiotic space. The tasks: comparing existing knowledge representation methods and models. Research
results: We found that the logical models used in the development of knowledge bases are based on the
principlesofartificial intelligence theory, which relies on sign system hypothesesand formal logic theory. The
main drawback is the complexity of practical implementation in the form of expert systems. For logical -
semantic models in the form of eight-vector graphic models, it was found that there is currently no theoretical
justification for defining the vectors that form the coordinate axes, making these models unique to specific
subject areas. It was determined that the advantage of using these methods is that an expert can independently
form such a knowledge model. For logical-semantic models in the form of four-factor graphic models, there is
a theoretical justification for defining the factors of the model that form the coordinate axes, making these
models universal for specific subject areas. It was established that the advantage of these models is that they
can be developed by experts without the involvement of a knowledge engineer. Therefore, it is proposed to use
four-factor logical-semantic knowledge representation models for further application. It is also proposed to
split the element "logical-semantic models" into two elements in the semiotic spatial model in vector K8
"Knowledge Representation Models", namely: "logical-semantic eight-vector models" and "logical-semantic
four-factor models"”. Additionally, it is proposed to add the element "post-Cartesian representation of meta-
knowledge" to the element “geometric” in vector K5 "ldeal Models". Conclusions: The theoretical basis for
developing eight-factor logical-semantic knowledge representation modelsisthe form of connectionsbetween
adjacentvectors in the form of Cartesian products on elements of the corresponding inter-coordinate matrices.
The theoretical basisfor the methodology of developing four-factor logical-semantic knowledge representation
models is the form of connections between adjacent vectors in the form of Cartesian products for elements of
the corresponding inter-coordinate matrices, as well as for diametrically opposite pairs of factors in the form
of dialectical unity ofthe concepts "general™ and "particular.” The application oflogical -semantic knowledge
representation models for alternative energy-source management systems will ensure increased energy
efficiency. Other cases related to the development of databases for SMR digital infrastructure are discussed.

Keywords: knowledge bases; logical models; logical and semantic models; four-factor graphical models,
eight-factor graphical models, small modular reactor.

1. Introduction These sources include wind farms, solar power plants,
and small hydropower plants. In modern times, the task
1.1. Motivation of developing and implementing small modular nuclear

reactors (SMR) is particularly relevant. According to the

According to the Law of Ukraine on Energy |nternational Atomic Energy Agency, approximately 80
Efficiency, priority is being given to distributed power  SMR concepts are currently being developed,
supply systems based on alternative energy sources.  representing 40% more than in 2018. SMR is a new and
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potentially more sustainable paradigm for developing
nuclear energy. SMR will play an important role in
society’s transition to low-carbon energy. The main
drivers of SMR development are the need to switch to
low-carbon sources of electricity; reducing greenhouse
gas emissions, combating negative climate change;
finding new opportunities for remote deployment,
cogeneration, hydrogen production, and other
applications, creating new jobs in nuclear power, among
others.

Further development of these technologies requires
the creation of new approaches to the informational
support of these systems' activities. This is due to the
large volumes of data and corresponding knowledge
that require the development of knowledge
representation methods and models that are accessible
to ordinary users. Note that alongside the concept of
Industry 4.0, the next technological revolution, Industry
5.0, is actively developing, which is defined as the
Internet of Knowledge. Based on the above, it is
necessary to perform a comparative analysis of existing
knowledge representation models and methods. As a
result of this analysis, alternative methods and models
for representing knowledge from traditional expert
systems can be identified and proposed for further
application. Special attention is expected to be given to
the logical-semantic ~ models of  knowledge
representation used in educational practice, and the
models proposed in economic theory.

1.2. State ofthe Art

The parallel development of SMRs’ projects [1]
and the digital technologies (loT, big data, cloud, etc.)
technologies (IT) has necessitated a reevaluation of the
initial concepts underlying the concept of SMR
digitalization. Mindfulness has been reinterpreted in
energy facilities to enhance operational efficiency and
safety by cultivating heightened awareness and
attentiveness among employees, reducing human error,
and improving decision-making processes [2]. The most
significant changes required clarification of the content
of fundamental concepts in information theory, namely,
the definitions of "data"”, "information", "knowledge™
and "meaning of knowledge". Defining the role of
knowledge has required the most attention. In the 2020s,
research results in the fields of knowledge theory and
knowledge management theory have established
knowledge as an independent primary resource for
enterprises and organizations. This led to the formation
of the Internet of Knowledge concept. Therefore, there
arises a problem in analyzing existing methods [3] and
models to form knowledge bases with the aim of further
development.

The general theoretical foundation of all theories
related to methods and models of knowledge
representation is semiotics. The object of semiotic
theory research is sign systems [4]. The fundamental
concept in this theory is the concept of a "sign™ [5].
Practically, methods and models for knowledge
representation based on sign systems have been
implemented in intelligent information technologies for
knowledge manipulation [6]. The result of applying
intelligent information technologies is the creation of
artificial  intelligence  systems  (expert systems,
knowledge bases) [7] for specific subject areas based on
logical models. However, the development of
knowledge bases using these technologies requires the
inclusion of a global database to which production rules
can be applied. These rules are formed in a
corresponding knowledge base and management system
that controls the application of these rules [8, p. 23].
The formation of such a knowledge base involves
experts in the subject area, a knowledge engineer
capable of "extracting" knowledge from experts, and a
programmer to write the corresponding code. Typically,
such artificial intelligence systems (expert systems) are
unique to the subject area. In addition, the extracted
knowledge must be rigorously interpreted and
formalized to ensure its accurate representation and
applicability in the system [9].

The theoretical foundation of knowledge base
formation in the form of expert systems based on
artificial intelligence theory was established by A.
Newell and H. Simon [10]. They identified two main
concepts: symbolic systems and search. They defined a
symbolic system as a set of symbols that formsymbolic
structures and a set of processes. These processes can
produce, destroy,and modify symbolic structures.

A symbol is a primary concept. Symbolic
structures can be viewed as data types in certain
languages. They have two main properties:

They denote objects, processes, and other symbolic
structures.

If they denote processes, they can be interpreted.

In this context, a symbolic structure denotes a
certain entity (object, process, or another symbolic
structure) if the symbolic system can exhibit behaviour
defined by that entity or influence that entity. The
system can interpret a symbolic structure if the structure
denotes a specific process, and the system can execute
that process.

They also substantiated two hypotheses that form
the basis of artificial intelligence theory [10]:

- the first hypothesis asserts that symbolic
systems have the necessary and sufficient conditions to
perform intelligent actions;
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- the second hypothesis proposes that symbolic
systems solve tasks through search; that is, they
generate potential solutions and progressively modify
them until they satisfy the specified conditions of the
solution.

These hypotheses are supported by many experts
in the field of artificial intelligence.

There are also logical-semantic models based on
graphical four-coordinate models, which are founded on
Cartesian systems. In the work [11], 50 models of
strategic thinking were considered. Eleven of these
models are based on [11, p. 168]:

«Four-field matrices ... <which> help their users
peer into the world, point the way to understanding and
organizationy.

Unfortunately, the authors refer to these models as
«stone-age methods». Should they be abandoned? They
provided the following answer [11]:

«Does this mean you can forget all the models you
have been introduced to in this book? No. The
applicability of stone-age models cannot be
underestimated. They help us in a world that is difficult
to survey, reduce risks, systematize, and prioritize. For
those who realize that models are merely a simplified
slice of reality, they can be very usefuly.

The 10 models considered in [11] have a four-
matrix structure based on the Cartesian coordinate
system. The same structure is used in the generalized
model [11, title page].as you can see in Fig. 1.
lllustrative example of a rectangle-method algorithm
with multiple execution steps

|

Thoughts Actions

They
Fig. 1. Four-Factor Model

These models are classified as logical-semantic
models of knowledge representation and are also
studied in semiotics. In these models, the coordinate
axes are denoted as factors, and the form of each factor
is unique.

Unfortunately, in all these models, the nature of
the relationships between diametrically opposite and
adjacent factors that form these models is not clarified.
In addition, the dynamics of the relationship between
dead factors remain unexplored [12].

Four-factor logical-semantic models are also used
in economics. An example of such a model is the BSC

(Balanced Scorecard) methodology [13], as illustrated
in Fig. 2.

/

Finances

Vision and Learning and Career
Strategy Growth
\ Internal Business /
Processes

Fig. 2. Adjusted Modelof the Relationship Forms
Between Factors in the BSC Methodology

Their formation principle is analogous to the
principle of forming logical-semantic strategic thinking
models.

A common characteristic of all four logical-
semantic models is that the definitions determining the
axes are not presented in the form of sets with
corresponding elements. There is no clear division of
each matrix into individual cells.

Four-factor logic-semantic models of knowledge
bases have been developed based on the factor process -
resource representation of organizational activities. This
development is based on the central regularity of
integrative brain activity, as described in the theory of
functional systems [14]. The theory of functional
systems serves as a foundation for developing
intelligent computer decision support systems for
process management [15]. The formulation of
multifactor logical models of knowledge representation
is directed towards the development of the Industry 5.0
concept [16]. The theory of functional systems is a
specific form of the theory of physiological cybernetics
[17].

Based on the analysis of research results on
methods and logical and logical-semantic models of
knowledge representation [18], sign systems that are
objects of semiotics, there is a need for further
investigation of four-factor logical-semantic models of
knowledge representation. This investigation aims to
determine their place and role in semiotics and to find
ways to theoretically justify the principles of their
formation.

The aim of this research is to further develop the
theory of semiotics by determining the role and place of
four-factor logical-semantic models of knowledge bases
within the semiotic space.

1.3. Objective and structure

This study aims to develop logical-semantic
models and methods for forming knowledge bases,
particularly in the context of energy management and
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the digital infrastructure of Small Modular Reactors
(SMRs). The main objectives of this study are to
compare logical and logical-semantic multifactor
models of knowledge representation in semiotics,
identify their strengths and weaknesses, and propose
ways to develop them for practical application in expert
systems and other intelligent information technologies.

The main objectives and stages of this research are
as follows:

— stage 1. Analyze the problem of knowledge
representation in SMR digital infrastructure and other
subjectareas. (Section 1);

— stage 2. Define the research methodology.
(Section 2);

— stage 3: Analyze methods and models for
forming logical and logical-semantic models of
knowledge representation, considering theoretical and
practical limitations. (Section 3);

— stage 4: Case study: Practical implementation
of a four-factor logical-semantic model of knowledge
representation for SMR digital infrastructure. (Section
4);

— stage 5: Summarize the research results and
outline future directions for development in the field of
knowledge representation and semiotics (Section 5).

2. Methodology

The research approach involves identifying general
patterns and hypotheses that form the basis of logical
models and knowledge bases. It is proposed to use a
logical-semantic semiotics model as the theoretical
foundation for comparison. The basis for this decision is
all known logical models of semiotic knowledge
representational objects.

3. Materials and research methods

Historically, logical models were the first to be
developed as a foundation for developing knowledge
bases in the form of expert systems [19]. In these
knowledge bases, all information necessary to solve
applied problems is considered a set of facts and
statements represented as formulas in a certain logic
[20]. Knowledge is reflected as a collection of such
formulas, and the acquisition of new knowledge is
reduced to the implementation of logical inference
procedures. At the core of logical models of knowledge
representation is the concept of formal theory, which is
defined as thetuple

S=(BF.AR),

where B is a countable set of basic symbols (alphabet);
F is a setwhose elements are called formulas;

A is adistinguished subset of a priori true formulas
(axioms);

R is a countable set of relationships between
formulas, which is referred to as an inference rule.

As a "foundation,” the classical apparatus of
mathematical logic is used here, whose methods are
well-studied and formally justified. The formation of
knowledge bases (expert systems) based on artificial
intelligence is grounded on the following
principles [19]:

1. Power of an expert system: The strength of an
expert system is determined primarily by the robustness
of its knowledge base and capacity for expansion, and
only secondarily by the methods (procedures) it
employs. Power of an expert system: The strength of an
expert system is determined primarily by the robustness
of its knowledge base and capacity for expansion.
However, experience has shown that it is more
important to have a variety of specialized knowledge
rather than general inference procedures.

2. Nature of Bxpert Knowledge: The knowledge
that allows an expert (or expert system) to derive high-
quality and effective solutions to problems is mainly
heuristic, experimental, uncertain, and plausible. This is
because the problems being solved are either non-
formal or weakly formalized.

3. User Interaction: Given the non-formalized
nature of the problems being solved and the heuristic,
personal nature of the knowledge used, the user (expert)
must have the capability to directly interact with the
expert systemin the form of a dialogue.

These principles are implemented as follows.

The formation of an artificial intelligence system
involves organizing declarative (global database),
procedural (productions), and control components of the
entire production systembased on knowledge about the
tasks the system aims to solve [19]. This approach
indicates that the primary knowledge about the subject
area is transformed into data in the declarative
component (global database, working memory).

Figure 3 illustrates a generalized schema of an
expert system[19, p. 12].

The architecture of an expert system corresponds
to the structure of the knowledge used in its operation
(Figure 4) [19, p. 12].

Analyzing this structure reveals that the actual
knowledge about the subject area comprises only a
small portion of the used knowledge (domain
knowledge). Most knowledge pertains to the processes
of manipulating knowledge within the expert system,
which are handled by the knowledge engineer and the
programmer.

In an expert system, only domain-specific
knowledge elements that can be formalized using
methods of mathematical logic are used.
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From this, we conclude that the focus in uncertain knowledge in various respects, common
developing artificial intelligence systems is on the reasoning about cause and effect, knowledge about
processes of manipulating dataand knowledge. The data  plans and processes, predictions, goals of oneself and
related to the subject area are viewed as a tool for  others, and knowledge about knowledge™ that describe
solving problems in the subject area. the activity of objects in the subject area. With this

As noted by N. Nilsson [8, p. 128]: approach, each developed expert system is unique

«The general strategy is to represent specialized  becausethe subjectarea under which it is developed and
knowledge about the target area as predicate calculus  the problems it addresses are unique. Therefore, primary

expressions, and the problemor query is atheoremto be  attention is given to developing

knowledge

proved. Then, the systemattempts to prove the theorem  representation models for the working memory,

based on the given expressions. » interpreter, and knowledge base [10]:

With this approach, each developed expert system — the first hypothesis asserts that symbolic
is unique because the subject area under which it is  systems have the necessary and sufficient conditions to

developed and the problems it addresses are unique.  perform intelligent actions;

Therefore, primary attention is given to developing — the second hypothesis posits that symbolic
knowledge representation models for the working systems solve tasks through search, i.e., they generate
memory, interpreter, and knowledge base (Fig. 4). potential solutions and gradually modify them until they

At the same time, it is precisely the "unreliable or  satisfy the specified conditions.
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Thus, knowledge bases are symbolic systems,
which are semiotic objects [4].

To explore the place and role of knowledge base
models in the form of logical models among other
models (sign systems) in semiotics, we consider the
representation of the semiotic space presented in the
literature [6] (Figure 5).

The primary carrier of information, the semantic
component, is key words in natural language (the
language of instruction). These are fragments of text
and can be classified as conventional sign systems and
information models [6].

An auxliary carrier of information (logical
component) is the graphical representation of a
coordinate-matrix system of the reference-node type,
which can be classified as a group of iconic sign

systems and ideal models.

The systematic combination of semantic and
logical components was carried out as shown in
Fig. 6 [6]:

— linguistic or textual information is transformed
into a condensed systemof key words that representthe
main elements of the educational topic or object of
study;

— the solar graphic image is expanded into a
coordinate-matrix system of the reference-node type,
with enough coordinates and nodes to provide
unambiguous addressing of each key word or phrase, as
shown in Fig. 6 [6].

In this methodology, an eight-coordinate
representation of knowledge is generally used.
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Fig. 5. Semiotic Space [6]
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Each coordinate is represented as a set of elements
(Figure 6). This figure is formed according to the rules
for creating didactic multidimensional tools (DMT) and
is a logical-semantic model of semiotic space [6].

Didactic =~ multidimensional tools are Mult
coordinate models of knowledge representation in
natural language that can be used in various teaching
technologies, such as orientational frameworks for
actions, didactic tools to support collaborative activities
between teachers and students, knowledge base
navigators, and cognitive "meaning maps" that
supplement textual or verbal information. DMTs are
created using a combination of verbal and graphical
elements that serve as semantic and logical components,
respectively [6].

This methodology allows for the formation of
inter-coordinate matrices between adjacent vectors,
where operations with knowledge elements using

transformation operators can be performed at nodes
(Fig. 7). Unfortunately, the form of the relationships
(transformation operators) between pairs of coordinate
elements that form the matrix elements is not defined.
There is no indication that these coordinates establish
relationships in the form of a Cartesian product of sets.
This results in multiple principles underlying the
formation of didactic multidimensional tools, preventing
users from directly forming knowledge models.

The main problem with this methodology is that it
applies a systemic approach in the formof the "principle
of system-multidimensionality.” The problem of
defining the meaning of each coordinate in the
corresponding subject area K1.. K8 is overlooked.
Without determining the composition and content of
these vectors, which describe the subject area, modeling
knowledge about the subject area remains an art, not a
rigorously theoretically justified methodology.
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In [6], more than forty developments of didactic
multidimensional (typically eight-vector) technologies
were presented by various authors. In each of these
models, the meanings of the coordinate axes K1 ... K8
are unique (Fig. 7).

The advantage of these logical semantic models of
knowledge representation is their openness to
developers and users. This ensures their widespread use
by users without the need for special training.

The actual models of knowledge representation in
the form of knowledge bases, both logical models and
logical-semantic models in the form of eight-vector and
four-factor representations within the semiotic space,
constitute the elements of the set of vector K8. The
elements of this vector include semantic networks,
frames, graphs, logical models, logical-semantic
models, and production models.

Logical models form the basis of traditional
knowledge bases based on artificial intelligence.
Logical-semantic models form the foundation of
didactic multidimensional tools.

While the theoretical basis in logical models of
knowledge representation is the classical apparatus of
mathematical logic, according to [6], there is no
theoretical (mathematical) justification for either the

K1 6’-’— Topic )
K8 / \KG
K7
textual (semantic) [11] or graphical (logical)

components [13].

Unfortunately, none of these models do not clarify
the relationships between diametrically opposite and
adjacent factors that form these models.

A characteristic feature of all four-factor models is
that the factors defining the axes are not presented as
sets of corresponding elements. There is no clear
division of each matrix into individual cells.

Four-factor logical models of knowledge
representation about human activity have also been
developed, which use a factor-based process resource
representation of activities (Fig. 8 [15]).

To represent activity as a process, the category of
"factor" has been additionally introduced. In the
proposed approach to modeling the process, specific
resource factors in dialectical unity are suggested:

- Resource Factors of Organizational Activity
(RFOA) — (general);

- Resource Factors of Technological Activity
(RFTA) — (specific).

In addition, process factors in their dialectical
unity are proposed as follows:

- Process Factors of Organizational Activity
(PFOA) — (general);
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Fig. 8. Architecture of the Logical-Semantic Model of Knowledge Representation
for Factor-Based Process Representation

- Process Factors of Technological Activity
(PFTA) — (specific).

The dialectical unity of the concepts "general"” >
"specific" is represented by the relational operator >,

This method for defining factors’ content is
universal and independent of specific form of activity.
This universality is due to the isomorphism established
between process and resource factors on the one hand
and factors of the central regularity of integrative brain
activity on the other. The simultaneous convergence of
these factors ensures the formation of the activity's
goal [15].

Further research on this model in [15]
demonstrated that the dialectical relationships between
the factors in the model are shown in Fig. 8 is a
practical manifestation of the central regularity of
integrative brain activity.

Hegel noted [21, p. 19]: "Rational activity
<understanding> defines and firmly holds to definitions;
reason, however, is negative and dialectical, since it
turns the definitions of understanding into nothing; it is
positive because it generates the universal and
recognizes the particular in it."

Ancient Greek philosophers understood that
thinking is connected to the measurement of things [22,
p. 283]:

"Protagoras: 'Man is the measure of all things.'
Socrates: '‘Man, as a thinking being, is the measure of all
things".

According to Hegel [21, p. 19]:

"Measure is primarily the immediate unity of
quantitative and qualitative, so that, on the one hand, it
is a defined quantity that has qualitative significance
and exists as a measure. Its further definition lies in the
fact that within it, in its self-defined state, the difference
in its moments, qualitative and quantitative
determinateness, emerges”.

Thus, according to Socrates, thinking is the
process of representing things in measure. Based on the
rule of dialectics, the following definitions of the
concepts "thinking,” "measure,” and "intellect" are
possible [15]:

Definition 1. Thinking is the ability to represent a
thing in its own measure.

Definition 2. Measure is the representation of a
thing in the form of the dialectical unity of the concepts
"general (qualitative determination) specific
(quantitative determination)”, ie., a general concept
regarding a thing being a specific concept.

For example, Hegel’s well-known "fruit" “cherry"
is an example of measuring a specific thing through the
dialectical unity of the quantitative (cherry) and
qualitative (fruit).

Definition 3. Intellect is the ability to realize the
process of measuring a thing.

Therefore, both natural and artificial intellectual
systems must be able to "measure" things and their
properties.
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This also implies that concepts in which  process and resource factors of the activity of an

knowledge about the subject area of intellectual systems
is defined in the knowledge base must be represented in
measure.

Thus, intellectual activity involves solving the task
of forming "measures” of knowledge concepts in the
subject area rather than merely forming systems of
concepts as implemented in logical, production, frame,
and semantic models of knowledge.

Another advantage of this logical-semantic model
is that it establishes relationships between diametrically
opposite factors in the form of the dialectical unity of
the concepts "general” “specific” [15] (see Fig. 8).

Further development of this model involves
creating logical-semantic models of the measure of
metaknowledge and the measure of knowledge, leading
to the introduction of the concepts "unit of
metaknowledge” (Fig. 9) and "unit of knowledge™
Fig. 10 [14].

—
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Fig. 9. Architecture of the Logical-Semantic Model
" Unit of Metaknowledge's Measure "
for Post-Cartesian Representation of Metaknowledge

Fig. 10. Architecture of the Logical-Semantic Model
" Unit of Knowledge's Measure " for the Unitary
Post-Cartesian Representation of Metaknowledge

about Activity

The coordinate axes +X, -X, +Y, -Y represent sets
of elements corresponding to the factors of the central
regularity of integrative brain activity or its isomorphic

intellectual system [23]. These axes are defined
unambiguously to form the content of the unit of
metaknowledge.

After defining the composition and content of the
elements of these sets, it becomes possible to determine
the unambiguous content of the elements of each D11
matrix based on the Cartesian product of the
corresponding elements of the coordinate axis sets
+X, -X, +Y, -Y.

After forming a unitary  post-Cartesian
representation of metaknowledge, it becomes possible
to construct the corresponding architecture of a logical-
semantic model for the unit of the measure of
knowledge. Figure 10 shows the architecture of the
"unit of the measure of knowledge" for the unitary post-
Cartesian representation of metaknowledge about
activity.

For the physical implementation of the proposed
architecture of the logical-semantic model for
measuring metaknowledge, a spreadsheet processor is
sufficient.

The architecture of the logical-semantic model of
the measure of metaknowledge is defined as the post-
Cartesian representation of metaknowledge [15].

In addition to the established properties of the
post-Cartesian representation of metaknowledge, it is
necessary to highlight the following property of each
pair of sets that form the architecture of the logical-
semantic model of the measure of metaknowledge (+X,
-X, and +Y, -Y): they are dialectical metameters for the
factorized space of the subject area «activity» [14].

Elements D11 for each of the quadrants G1 ... G4
are elementary pieces of knowledge generated by the
corresponding unitary post-Cartesian representation of
metaknowledge and define the composition and content
of the unit of knowledge.

Thus, the architectures of the logical-semantic
units’ models are interconnected. The primary model is
the unitary  post-Cartesian  representation  of
metaknowledge.

4. Case study: the practical implementation
of a four-factor logical-semantic model
of knowledge representation for SMR

digital infrastructures

The digital infrastructure (DI) constitutes the SMR
core. A set of information and communication systems
that ensures safe operation, monitoring, and protection
from environmental factors and supports interaction
with other energy facilities. In a purely technical sense,
DI SMR is a set of software and hardware items
combined into a single system to ensure the safe and
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reliable operation of SMR in automatic or automated
mode.

DI SMR also includes support and decision-
making systems for operational personnel. Such systens
are  based on modern technologies (artificial
intelligence, machine learning, etc.) and are used in
cases where rapid adoption is necessary in
emergencies.

4.1. Knowledge Representation
for Teacher Activity

Fig. 11 shows an example of the practical
implementation of a four-factor logical-semantic model
of knowledge representation for the subject area
«teacher activity» of Knowledge Representation in
Microsoft Excel

The application of the developed logical-semantic
knowledge representation model in Microsoft Excel
ensured the formation of a knowledge base containing
all the necessary knowledge for the teacher to
implement the educational process. Relevant materials
are placed in folders that are linked via hyperlinks to the
corresponding cells on the factor axes and respective
matrices.

This knowledge base is open to teachers who act
as developers, administrators, and users. The user only
needs basic Microsoft Excel skills towork.

4.2. Knowledge Representation for Decision
Makers in DI Control Centers

As an example of the practical application of the
four-factor logical-semantic model of knowledge
representation, we consider its use in forming a
knowledge base for decision makers (DMs) of DI
control centers to assure the safe and profitable
deployment and operation of SMR technologies.

This knowledge base should provide the DM with
the necessary knowledge from both a technological and
organizational perspective. Particularly important is the
formation of a list of regulatory documents (a set of
resource factors of organizational activities, axis "A"),
the compliance with which ensures the formation of
specific knowledge for the elements of the "A-B"
matrix.

The regulatory framework is based on the
hierarchy of various documents and standards, such as
the following:

- National Laws;

- IAEA NPP Safety Standards applicable to
SMR;

- IAEA NPP Safety Standards applicable to the
SMR 1&C systems and digital components;

- International Industry Standards;

- National safety standards identical to

international;

- National safety standards (specific) to local
regulations;

- IEC standards applicable to 1&C;

- IAEA-TECDOC;

- IAEA Nuclear Energy Series.

This ensures the formation of specific knowledge
for the resource factors of organizational activities (axis
"B"), namely, policies, strategies, goals, tasks, and key
performance indicators of the project, the requirements
for which are defined in regulatory documents. The
knowledge thus formed is then used to form the
elements of the "B-C" matrix This step identifies the
specific knowledge that forms the policy, strategy,
goals, tasks, and key performance indicators of the
project for each technological process (elements of axis
"C") as illustrated in Fig. 12.

On the other hand, for the elements of the "A-D"
matrix, based on the requirements of regulatory
documents (axis "A"), requirements are formed for the
knowledge that ensures the use of each type of resource
in the project for the defined resource factors of
technological activity (axis "D"). Based on this
knowledge, it is possible to develop the necessary
knowledge for the use of the defined resource factors of
technological activity (axis "D") for the implementation
of each technological process (elements of axis "C").
Thus, the elements of the "C-D" matrix are formed.

The knowledge formed for each of these matrices
supports the project manager’s decisions throughout the
implementation period, as well as the entire life cycle of
the project.

5. Discussion

The study highlights several key differences
between various knowledge representation methods and
models:

— Logical models: These models are based on the

principles of artificial intelligence theory, which relies
on sign system hypothesesand formal logic theory.

— Logical-semantic models in the form of eight-
vector graphical models: There is no theoretical
justification for the definitions of the vectors forming
the coordinate axes, making these models unique to
specific subject areas.

— Logical-semantic models in the form of four-
factor graphical models: There is a theoretical
justification for the definitions of the model factors
forming the coordinate axes, making these models more
universal for specific subject areas.

These models have been practically applied in
various fields:

— Pedagogical practice: Over the past decade,
eight logical-semantic models have been used to present
educational material [6].



ISSN 1814-4225 (print)
ISSN 2663-2012 (online)

Radioelectronic and Computer Systems, 2024, no. 2(110)

224

|99X3 0SOIDIA Ul uoneiuasalday abpajmouy Jo

[3POIA 211UBWAS-|221607 101984-1N04 B JO UoleIuaWwa|dw] [eanoeld Jo ajdwex3 1T ‘Bi4

Aaney TevonezirdiQ) 10 $10108 ] $50008]

T

3
.._E.Eun Eﬁoﬁoﬁﬁﬂ mo msuuﬂ mmmuam
D £ z I B[O ) I z £ [ R g2
s £ WL STPUE 11 ‘s Jeindma) g 9 I z £ r ¢ 9
11 spoagey Rindwon| v - v - :
e R = N _ .
wandopas drumg | © Ly saifojoma | 1wewdofaas dnyeig °¢ s I { £ ¥ ¢ ¢
wewsBewEl V70
SSBAEIR( JO SWRISAT | WALy WTE JURISBEE] ] 2SEqRIB(C JO SWRJSAG PUB VONEZIEI) T ¥ I 7 Hef | HT ¢ F
U WOREZIREN) | (E
3L
PUE IpIERsE WIS | € T Td1 PUE [RIERsE DR JO STEIRUEPUL] ¢ £ I T +E | ERDATF s £
30 sjEIURwEpUn
R oy a0 T 0 G SATELIRU] AURE){-WETH { 4 I T HE | e T
SR TR A LG X 3 . L L [ 4 L [
FIPNIE Em.:.uw@mom £ T SeIpIs n_mﬂﬁw%mom T T I T £ ¥ C 1
ATAIRY
i poy | Y prEpuEIS wesorg ) Aoy
dnjompa] HIO N @y | ERRD amdnaq | 0 eIl BRI T oy ¢ | SFMST | VEPUEED € RO 0) FUOREZIER o
10 5103087 - TR0 SIS T JeuonENpT | O SIIE] 300058
N0y
. . SWER[) J0 230202 PUE UOEINDT JO . .
! : i H NSy ‘worieanpg RS B0 SWE[] J0 A9 | ! i : i : d
4 f l I 1700 $=pI0 SRy I l £ [ { l
£ £ i I DN PO € I i £ ¥ 0 £
¥ £ i I OYZSRIO T I i £ ¥ 0 i
c £ i I wsEEE NI N SRPIO ¢ I i £ ¥ 0 ¢
9 f 7 I STPRAIS I 7 £ [ { [
[\§ f { I O3qRZ BSIANZIEZI) R0 () I { £ [ { gy




225

Information technologies for manufacture, business, and project management

101089 JR|NPOIA [[BWS J0 Juswabeue|y 198l0id 10) [9pOIA d1UBWSS-[e21607 1010e-4-1noH "ZT B4

3
WENETE
e
T3 z I 0 I z ¥ S
[ werrcR efdls [eeg Aezan a0 woddng [
N N ERENEOme | ATGERT CCORUGRL
= R R el s P moREsde
* P sl i IR *
o 5o geef Aees
J— SEPREIT i Smh\.h..don
po ey w0 geed e
sgnls 7 sy Epﬂ..ﬂnd
o 30 Tecer L
ooy | W PR | e o
14 sdimag - 3058 R OO pRpMD ST sn I T
PR | el o g g | O T T | SRASATE [
woscodue
B
R T et I 55T
- i N
- S Amgod A
! = 50 qeo dieges i e !
TRRRAIT
= s 4 g RIS & Egamn Soged ..H.nu..no g
a e 3o TRy asasg ] naT Lt iy g EIREIE o i 2 5 gy [ i g
i 30 SRR WRSesg
1 ETE-IEN THI-SN ITo-aN e seeseg Maong mepey VEVT 1
. J— ST (o) B
) N JOIIELYEVT | §35-00QIEL-VEVT )
2] & egE=g il mpepme g1 (dzmmaen) SaT5 OET
o [
¥ (zagzaad) mpompome Lages mosey ¥
[RERTRE O (2R 00005 2E AIST
papems dagE Eenay “EH00005 JE LS
. s LOTT1 9 00015 .
o] [ReoRTEE] “[00T-1005 CET I TI-4-00018 0T
AT IR IF AR L o
SINELSAS gmg .
F1 WS THL 0L TTEVATIAY Luageg el 5085 O Mwwﬂw.mhﬂﬂ
STEVINYLS ATTSVS S48 YEVT -
. oo T LT e g .
) o3 sqaeogide mpampoms Leres 244 VEV] VEVT TTSE YEVT | Lsmosg mape VYT )
T¥ T T 0 T T ¥ B ¥

SRR
[RIETO(0a; J0 SAOTR] SOANTY

¥




226

Radioelectronic and Computer Systems, 2024, no. 2(110)

ISSN 1814-4225 (print)
ISSN 2663-2012 (online)

— Automated teacher workstation: A four-factor
logical-semantic model was applied at the Ukrainian
State University of Railway Transport in the
Department of Specialized Computer Systems for the
past five years to form a knowledge base.

Automated manager workstation: There is
experience using a four-factor logical-semantic model
for forming a knowledge base for an energy manager's
workstation [15].

Future Research Directions: This research will
focus on the development of four-factor logic-semantic
models for knowledge representation, which will be part
of an automated workstation for project managers in the
development and implementation of Small Modular
Reactors (SMRs).

6. Conclusion

The results of the research indicate that in the
semiotic space model (see Fig. 5), within vector K8
"Knowledge Representation Models,” the element
"logical-semantic models” can be divided into two
elements: "logical-semantic eight-vector models" and
"logical-semantic four-factor models".

It is also proposed to add the element «post-
Cartesian representation of metaknowledge» to vector
K5 «Ideal Models», underthe «geometricy» element.

The theoretical basis for developing eight-factor
logical-semantic knowledge representation models is
the relationship between adjacent vectors in the formof
a Cartesian product of the elements of the respective
inter-coordinate matrices (see Fig. 7).

The theoretical basis for developing four-factor
logical-semantic  knowledge representation models
includes the relationship between adjacent vectors in the
form of a Cartesian product of the elements of the
respective  inter-coordinate  matrices, and  for
diametrically opposite pairs of factors in the form of the
dialectical unity of the concepts
«general» > «specificy (see Fig. 8).

The following hypotheses are proposed to form
four-factor logical knowledge models:

Measure is the representation of a thing in the form
of the dialectical unity of the concepts «general

(qualitative determination) > specific (quantitative
determination) » ie., a general concept regarding

a thing :'> a specific concept.

Intellect is the ability to realize the process of
measuring a thing.

At present, there has been a decade of experience
in using eight-factor logical-semantic models for
knowledge representation in pedagogical practice to
present educational material [6].

A  four-factor logical-semantic  model of
knowledge representation (see Fig. 11) has been applied
at the Ukrainian State University of Railway Transport
in the Department of Specialized Computer Systems to
form a knowledge base as part of an automated teacher's
workstation for the past five years.

The application of these models enhances the
efficiency of teaching activities.

There is also experience in using a four-factor
logical-semantic model to form a knowledge base for an
automated energy manager’s workstation [15]. Based on
the experience of developing this model, a knowledge
base model for project managers is proposed for the
development and implementation of small modular
reactors has been proposed (see Fig. 12). Currently,
research is being conducted on ways to implement small
modular reactors in Ukraine, the results of which are
presented in this article [23].
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JIOI'IKO-CEMAHTHWYHI MOJIEJII TA METO/IM TIPEJICTABJIEHHSI 3HAHb:
KEMCH JJ151 CACTEM YIPABJIIHHSI EHEPIOIIOCTAYAHHSAM
I IU®POBOI IHOPACTPYKTYPU MMP
C. I louenxo, €. B. bpeyxcnes, /. 1. Hop,
JI. A. Knumenko, A. A. 'namuyk

IpenmeTomM 11iei cTaTri € pPO3BUTOK iHGOPMANIHHUX TEXHOJOTIH HampwkiHmi 20-ro Ta Ha mo4atky 21-ro
cTomitrs it YeTBepToi MPOMHMCIOBOI peBosolii y Bunmiai IHayctpil 4.0, abo iHIIMMH CIOBaMH, TEXHOJOTIii
IntepHery pedeil. Ycmixu y BOPOBaPKEHHI Ili€i TEXHOJOTi MPU3BENM O PO3pOOKH HOBUX 3aCTOCYBaHb B Tamys3i
CHEePIeTHKH, TAKUX SK CHUCTEMH CEHEPreTMYHOTO MEHE/DKMEHTY, CHUCTeMHM YIpPaBiHHS MaJUMH MOJyJIbHUMH
peaktopamu (MMP), anpTepHaTUBHUMH CHCTEMaMH €JIEKTPOIIOCTA4YaHHS Ha 0a3l BiJHOBIIOBAHUX JDKEpEN €HEpril.
[Hudposa iHGpacTpyKTypa BKa3aHUX CHCTEM YIMPAaBIiHHS XapaKTePH3YEThCS BHUCOKOIO «IIUIBHICTIO 3HAHBY, IO
BUMAara€e yTOYHEHHS (QyHIaMEHTAIBHHX MOHATH Teopil iHpopMalii, a caMme 3MICTy MOHATh «IaHD, «iH(pOpMaIiD,
«3HaHHS» Ta «3HA4YCHHS 3HaHHs». OcoOIMBY yBary OyJo NPUJIEHO BU3HAYCHHIO POJI 3HaHb. MeTol € 1oJaibIInit
PO3BHTOK METOJIB Ta MOJEJCH Teopil CEMIOTHKU IUIIXOM BH3HAYCHHS POJI TAa MICUS JIOTIYHUX, 4 TAKOXK BOCBMH - Ta
JOTHPU(PAKTOPHUX JIOTIKO-CEMaHTHYHUX MoJeieil 60a3 3HaHb y CEeMIOTHYHOMY NPOCTOpi. 3aBAaHHA: MOPIBHAHHA
ICHyIOYHX METOMAIB Ta MOJEJIeH NpeJCTaBICHHA 3HAHb. Pe3yJbTaTH A0CJifAKeHHsI: BCTAHOBICHO, IO  JOTIUHI
MOJIeT, sIKi BUKOPHCTOBYIOTHCSI TPU Po3poOIli 6a3 3HaHb, 3aCHOBaHI Ha TOJOXEHHSAX TEOPil MTyYHOTO IHTEJIEKTY,
sgka 0a3yeThcsi HA TiMOTe3ax NIPO 3HAKOBI CHCTEMHM Ta Teopii ¢GopManmbHOI JoTikH. OCHOBHHM HEJONIKOM €
CKJIaJHICTh 1X MPAKTUYHOI peai3amil y BUDIAI KCIEPTHUX CUCTeM. JIJisl JIOTIKO -CEMaHTHYHUX MOJCICH y BUIISII
BOCBMUBEKTOPHUX IpadiYHUX MOJENel BCTAHOBICHO, L0 HA JAaHMH MOMEHT HEMAa€ TCOPETHYHOTO OOIPYHTYBAaHHS
BU3HAUYECHHSI BEKTOPIB, fKi YTBOPIOIOTH OCi KOOPAMHAT, IO POOUTH Ii MOJENi YHIKaJbHUMH Il KOHKPETHUX
OpeIMETHUX Tramy3eil. Bu3Haueno, mo mnepeBaror0 iX BHUKOPUCTAHHS € Te, IO EKCIEePT MOXKE CaMOCTIHHO
chopmyBaTH TaKy MOJENb 3HaHb. JJII JIOTIKO-CEMAaHTHYHHUX MOJENeH y BHDIIAI 9OTHpH(AKTOPHHUX rpadidHUX
MOJeNeil icHy€e TeopeTHuHe 0OTpYHTYBaHHS BH3HAUCHb (DakTopiB Mo, IKi OPMYIOTh OCi KOOPIMHAT, 0 POOUTH
Il MoJelni yHiBepCaJbHUMH U1 KOHKPETHHX IpPEIMETHHX Taiy3ed. BcTaHOBIEHO, IO mepeBaroio IUX MoJeieil €
Te, II0 BOHM MOXYTb OyTH pO3poOieHi excrepTaMH 0e3 3alydeHHs iHXeHepa 3HaHb. TOMY HPOIOHYETHCS IS
MOJAJIBIIIOT0 3aCTOCYBAaHHS BHKOPHCTOBYBaTH caMe YOTUPU (PAKTOPHI JIOTIKO-CEMaHTHYHI MOJEI Ipe/ICTABICHHS
3HaHb. [IpOTIOHYETHCA TaKOXK B CEMIOTHYHIN NMPOCTOPOBIiit Mozeni y Bektopi K8 «Mogeni mpencTapiaeHHS 3HAHb»
PO3IUTTH €JIeMEHT <« JIOTIKO-CEMaHTHYHI MOJeN» Ha JBa €JIEMEHTH, a caMe: «JIOTIKO-CeMaHTUYH» BOCBMH -
BEKTOPHI MOJEN» Ta (JIOTIKO-CEeMaHTHYHI doTHpupakTopHi Mojem». Takoxk NPOMOHYETbCA IOJATH ENEeMEHT
«TOCTIACKapTOBE IPEJACTABICHHS METa3HaHb» JIO0 €JIEMEHTa «TeoMeTpudHuit» y Bektopi K5 «lmeambHi Momemi».
BucHoBku: TeopeTHYHOIO OCHOBOIO METOJOJIOTHT  PO3pOOKHM BOCEMH(AKTOPHHUX JIOTIKO-CEMAHTHYHUX MOJENeH
MpeACTABICHHS 3HaHb € (opMa 3B’A3KIB MK CYMDKHHMH BEKTOPaMHU Y BUIVIAl ACKapTOBHX AOOYTKIB Ha €JIeMEHTH
BIAMOBIIHUX MDKKOOPAMHATHUX MAaTpULb. TEOPETHYHOIO OCHOBOIO METOAOJIOTI pOo3poOKH UYOTHPHU(AKTOPHUX
JIOTIKO-CEMAaHTUYHHUX MOJeNel IMpeAcTaBIeHHs 3HaHb € (opMa 3B’A3KIB MDK CYMDKHMMH BEKTOpaMHU y BHUIVBLIL
JIEKapTOBAX JNOOYTKIB Ul €JIEMEHTIB BiOBITHMX MDKKOOPAMHATHHX MATpHIb, a TaKOXK I JaMeTpajbHO
MPOTWICKHUX Tap (aKTOpH Yy BUNLN MAJCKTHIHOI €HOCTI IOHATh «3arajbHe» 1 «OIMHWYIHE». 3acTOCYyBaHHS
JIOTIKO-CEMAHTHYHUX MOJENeHl MpeiCTaBlIeHHS 3HAaHb U1 CHCTEM YIPAaBIiHHS aJbTePHATHBHUMH JDKEpelIaMu
eHepTil 3a0e3MeYUTh MiABUIICHHS SHEProeeKTHBHOCTI IUX TEXHOJOTiH. [HIMH MPHUKIaa CTOCOBHO BHKOPHUCTAHHS
Mojenel mis 1udpoBoi iHppacTpykrypu MMP aHanmizyeTbes.
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