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BREAST TUMOR PREDICTION AND FEATURE IMPORTANCE SCORE FINDING

USING MACHINE LEARNING ALGORITHMS

The subject matter of this study is breast tumor prediction and feature importance score finding using machine
learning algorithms. The goal of this study was to develop an accurate predictive model for identifying breast
tumors and determining the importance of various features in the prediction process. The tasks undertaken in-
cluded collecting and preprocessing the Wisconsin Breast Cancer original dataset (WBCD). Dividing the da-
taset into training and testing sets, training using machine learning algorithms such as Random Forest, Deci-
sion Tree (DT), Logistic Regression, Multi-Layer Perceptron, Gradient Boosting Classifier, Gradient Boosting
Classifier (GBC), and K-Nearest Neighbors, evaluating the models using performance metrics, and calculating
feature importance scores. The methods used involve data collection, preprocessing, model training, and eval-
uation. The outcomes showed that the Random Forest model is the most reliable predictor with 98.56 % accu-
racy. A total of 699 instances were found, and 461 instances were reached using data optimization methods. In
addition, we ranked the top features from the dataset by feature importance scores to determine how they af-
fect the classification models. Furthermore, it was subjected to a 10-fold cross-validation process for perfor-
mance analysis and comparison. The conclusions drawn from this study highlight the effectiveness of machine
learning algorithms in breast tumor prediction, achieving high accuracy and robust performance metrics. In
addition, the analysis of feature importance scores provides valuable insights into the key indicators of breast
cancer development. These findings contribute to the field of breast cancer diagnosis and prediction by en-
hancing early detection and personalized treatment strategies and improving patient outcomes.

Keywords: Breast tumor; Benign; Classification model; Machine learning; Tumor; Malignant; Data optimiza-

tion.

Introduction

An abnormal mass of tissue is referred to as a tu-
mor. Excessive cell division and growth lead to the for-
mation of tumors. Tumors may be benign or malignant.
Benign tumors develop gradually and do not metasta-
size (spread to other portion of the body), it is not a can-
cerous tumor. Malignant tumors are abnormal growths
of cells that can invade nearby tissues and spread to
other parts of the body. Through the lymphatic and
blood systems, it can also spread to other bodily areas
and is called a neoplasm [1]. Cell division is the process
by which human cells develop and reproduce. Cells
grow and become old; they die. Again, new cells take
their place and continue to work as workers for the hu-
man body. However, sometimes their work process
breaks down and abnormal cells grow. These cells may
turn into tumors, which are lumps of tissue and some
are uncontrollable. These uncontrollable cells are called
cancerous cells. Cancerous cells are also called malig-
nant tumors [2]. The world is worried about women’s
breast cancer.

The most common form of cancer in women is
breast cancer, which has several molecular characteris-
tics [3]. In 2020, 2.3 million women were affected by
breast cancer, with 68,500 deaths. As of the end of
2020, 7.8 million women had been diagnosed with
breast cancer in the past 5 years [4]. This makes it the
most common cancer on the planet.

Moreover, in developing countries, young women
face more problems. To cope with this problem, early
detection of tumors is the best way to obtain proper
medical treatment. Therefore, we have used modern
technology such as machine learning to detect the types
of tumors explicitly. Machine learning is a branch of
artificial intelligence (Al) that concentrates on using
data and algorithms to simulate how people learn, with
the aim of progressively increasing accuracy [5 - 7].

We have proposed five machine learning classifi-
cation algorithms that will help specialists provide
proper clinical treatment according to the type of tumor.
Here, our focus is to detect breast tumors and breast
cancer. To detect it properly, a fine-needle aspiration
(FNA) method is used [8]. FNA is a standard method
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for testing cancer cells. During FNA, a small amount of
breast tissue is taken from a suspicious area using a thin,
hollow needle. After that, the tissue is observed under a
microscope with 9 quantities very carefully and as-
signed a number for each quantity between 1 and 10 [9].
They are clump thickness, marginal adhesion, bare nu-
clei, and uniformity of cell size, bland chromatin, uni-
formity of cell shape, single epithelial cell size, mitoses,
and normal nucleoli. A large number usually indicates a
higher chance of cancer. However, a particular meas-
urement cannot determine whether the sample is benign
or malignant.

In this study, we used the Wisconsin Breast Cancer
original dataset (WBCD) created by Dr. William H.
Wolberg at the University of Wisconsin Hospital. We
have analyzed and optimized these data according to our
model’s needs. We used five classification models:
Random Forest, Logistic Regression, Multi-Layer Per-
ceptron, K-Nearest Neighbors, and Gradient Boosting
Classifier. We used 10-fold cross-validation methods to
ensure the model’s accuracy performance. We also ana-
lyzed training accuracy and testing accuracy to check
dataset health for underfit and overfit. We compared all
the models’ accuracy and selected the best one. The
Random Forest model has given us 98.56 % accuracy as
well as 10-fold cross-validation scores, which are better
than those of the others. The primary aims of our study
are as follows:

— to the proper use of machine learning algo-
rithms for breast cancer early detection;

— the cost of time for the test will hopefully be
reduced,;

— to obtain the highest accuracy, we evaluated
and optimized the WBCD dataset;

— we have shown different machine learning al-
gorithms and compared them. In addition, analytical
data visualization is another purpose.

1. Literature Review

S. Ara et al. [10] proposed a machine learning-
based model for predicting breast cancer using the
WBCD diagnostic dataset. The dataset was obtained
from the UCI machine learning repository. There were
569 incidents, 357 of which were benign and 212 were
malignant. They proposed several machine learning
models: Support Vector Machine, Logistic Regression,
K- Nearest Neighbor, Decision Tree, Naive Bays, and
Random Forest classifiers. From these models, Random
Forest and Support Vector Machine gave outstanding
results with 96.5 % accuracy. V. Chaurasia et al. [11]
used data mining techniques to predict benign and ma-
lignant tumors. They used data from the UCI repository,
which had 699 instances, 2 classes (malignant and be-
nign), and 9 integer-valued features. They analyzed the

data using the Waikato Environment for Knowledge
Analysis (WEKA) tools version 3.6.9. They applied 10-
fold cross- validation methods to measure the unbiased
estimates of the three popular data mining algorithms:
Naive Bayes, RBF Network, and J48 Decision Tree.
According to the results, Naive Bayes 97.36 %, RBF
Network 96.77 %, and J48 came out with 93.41 %.
Y. Li et al. [12] evaluated the performance of machine
learning methods for breast cancer. They used two da-
tasets: the Breast Cancer Coimbra Dataset (BCCD) and
WBCD. The BCCD contains 116 instances with 10 at-
tributes for each case that was created by M. Patricio et
al. [13] at the Faculty of Medicine of the University of
Coimbra, and the WBCD involves 699 instances with
10 attributes. They applied five different classification
models: Decision Tree, Random Forest, Support Vector
Machine, Neural Network, and Logistics Regression.
From those models, the Random Forest gave the best
results for BCCD with 74.3 % accuracy, 78 % F-
measure metric, 78.5% AUC, and for WBCD with
96.1 % accuracy, 95.5% F-measure metric, and the
AUC score of 98.9 %. H. Asri et al. [14] used machine
learning algorithms to predict breast cancer risk and
diagnose it. They proposed different algorithms: Sup-
port Vector Machine (SVM), Decision Tree, Naive
Bayes, and K-nearest Neighbors on the Wisconsin
Breast Cancer (original) dataset. The dataset contains
65.5 % malignant and 34.5 % benign with 11 integer-
valued attributes. The SVM gave them the highest accu-
racy (97.13 %) with the lowest error rate. All experi-
ments were carried out using the WEKA data mining
tool within a simulation environment. As technology
continues to advance, machine learning will likely play
an increasingly important role in improving healthcare
outcomes and reducing the burden on healthcare sys-
tems.

In conclusion, the integration of machine learning
into breast cancer detection has the potential to revolu-
tionize the field by enhancing accuracy, reducing false
positives, and enabling more personalized risk assess-
ments. This literature review highlights the growing
relevance of machine learning in breast cancer detection
and sets the stage for the subsequent sections of this
research paper, which delve into the methodology, find-
ings, and implications of the study.

2. Methodology

The proposed Brest Tumor classification methodol-
ogy is shown in Fig. 1. We divide this procedure into
several subsections for data collection, data cleaning,
data preprocessing, data analysis, data splitting into
training and testing, and evaluation results using various
machine learning models.

— Dataset Description;
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— Data Cleaning and Preprocessing;

— Dataset Analysis;

— Machine Learning for Classification;
— Model Evaluation.

WEBCD Dataset

Data Cleaning
Missing value
handling &
Duplicate remove
value

Il

Data Preprocessing
Encoding, Scaling and SMOTE

Il

Data Analysis

Correlation Matrix

ML Classification
Models

Hyper-parameter tuning
Model
Evaluation

Fig. 1. Flowchart of our proposed Brest Tumor
classification methodology

2.1. Dataset Description

In this study, we used the” Breast Cancer Wiscon-
sin (original) Dataset” from the UCI machine learning
repository [15], which is publicly accessible. This da-
taset contains 699 instances and 10 attributes, of which
458 are benign and 241 are malignant, as shown in Fig.
2. Attributes: Clump Thickness, Cell Size Uniformity,
Cell Shape Uniformity, Marginal Adhesion, Single Epi

Cell Size, Bare Nuclei, Bland Chromatin, Normal Nu-
cleoli, Mitoses, and Class. Here, except for the Class
column, all are features. The Class attribute contains
binary nominal values (benign and malignant), and each
feature contains integer values between 1 and 10. Usual-
ly, a large integer number indicates a high chance of
malignancy.

count

benign

malignant
Class

Fig. 2. Distribution of Benign and Malignant
in the dataset

During the fine-needle aspiration (FNA) method, a
small amount of breast tissue is taken from a suspicious
area using a thin, hollow needle. After that, the tissue is
observed under a microscope with 9 quantities very
carefully and assigned a number for each quantity be-
tween 1 and 10. The 9 real-value features are described
in Table 1.

2.2. Data Cleaning and Preprocessing

In this dataset, we found some missing values de-
fined by ‘?°. These NaN (Not a Number) values are
handled by the Backward Filling technique (BFill). We
have tried some other methods too, for example: mean,
mode, median, min, max, FFill (Forward Filling) and by
the interpolation value. However, by applying the BFill
method, we have obtained outstanding results compared
to others. BFill() is used to backfill the dataset’s missing
values. NaN values in the pandas dataframe will be ret-
roactively filled in [17, 23].

This dataset also contains some duplicate values,
which we managed by removing the duplicate values
from our dataframe. Here, we used the pandas library to
handle missing values and remove duplicate values.
After removing some data, we obtained some changes
in our dataset. Before removing duplicate values, we
identified 458 benign and 241 malignant instances.
However, after removing duplicate values, we achieved
223 benign and 238 malignant instances, as shown in
Figure 4. We are noticing that there is a huge change in
benign, as shown in Fig. 3. Here, 0 means benign and 1
means malignant.
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Table 1
Information on the features of our dataset

Feature Name

Description

Bare_Nuclei

It refers to nuclei that are not encircled by the cytoplasm (the cell's interior). In benign tu-
mors, they are consistently observed.

Clump_Thickness

In terms of clump thickness, cancerous cells tend to form multilayer clumps, whereas be-
nign cells typically form monolayer clumps.

Cell_Shape/
Size_Uniformity

Cancer cells typically differ from normal cells in size and shape consistency.

Normal_Nuclcoli

The nucleus contains tiny structures known as normal nucleoli. In normal cells, the nucleo-
lus is usually quite tiny, if detectable.

Bland_Chromatin

Bold chromatin refers to the constant ‘texture' of the nucleus in healthy cells. Chromatin is
typically more agglomerated in cancer cells.

Marginal_Adhesion

Normal cells often adhere to one another in the event of marginal adhesion; howev-
er, malignant cells typically lose this ability. Therefore, a lack of adhesion is an indication
of cancer.

Mitosis

This is the process through which cells divide and multiply. By counting the mitoses,
pathologists can assess the cancer grade.

Single_Epi_Cell_Size

Epithelial cells are determined by both in terms of both shape and layer number. Epithelial
cells that are simple have only one layer. Therefore, we can make a decision after observing

the size of epithelial cells [16].

200

150

count

100

Class

Fig. 3. Distribution of the dataset
after removing duplicates

Thus, at this stage, our total instances are now 461.
However, this data frame is still unbalanced. To solve
this problem, we applied the Synthetic Minority Over-
sampling Technique (SMOTE). Therefore, for this, the
instances of benign and malignant are now equal and
both are 238 separately. We also noticed that our target
column’s (Class) values are string or binary nominal
values. However, we need numeric values instead of
strings because our machine learning models expect
numeric values for better performance. This is why we
need to encode the Class attribute. For this, the La-
belEncoder algorithm has been used. The LabelEncoder
class comes from the preprocessing of the sklearn pack-
age. After encoding, we obtained numeric values, where
0 refers to benign and 1 refers to malignant.

Some machine learning algorithms are performing
well after feature scaling. Mainly, Neural Network, K-
Nearest Neighbors, and Gradient Boosting Classifier are
giving us better results after scaling. Therefore, we have
applied the feature normalization method to our dataset,
except for the Class attribute. We used MinMaxScaler
from the preprocessing of the sklearn package. The
MinMaxScaler is a scaling technique in which values
are shifted and reshaped into a particular range. By de-
fault, a new reshaped value takes a number within the 0
to 1 range, and we have also used this range in this
study. The formula of MinMaxScaler is shown in Equa-
tion (1)

X(i) - X(min)

X(new) = X(max) — X(min)’

1)
here, X(new) is a new reshaped value. On the other
hand, X(i) is a value that we want to reshape. X(min) is
a small value of that attribute or column and X(max) is
a large value of that column. At this stage, we have per-
formed the encoding and scaling procedure. Now we
have applied the SMOTE technique that we have al-
ready mentioned. SMOTE is a procedure that can help
us balance data for an unbalanced dataset. For this, we
have used SMOTE from the oversampling of the im-
blearn package.

2.3. Dataset Analysis

Data analysis is a vital part before model fitting,
whereas different types of decisions are made by apply-
ing statistical analysis. In terms of Correlation analysis,
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the input variables can help us to find different relation-
ships between two features. This connection assists us
in determining which input variables are more crucial
for the dependent variables. We can accurately predict
the outcome of a dependent variable. The correlation
coefficient is calculated in the range between -1 and +1.
Whereas, a score close to +1, however, indicates a sig-
nificant positive correlation. On the other hand, a score
close to -1 indicates a significant negative correla-
tion [18]. From Fig. 4, it can be seen that the correlation
coefficient has the highest value of 0.88, which means it
has no strong correlation with others. Although this val-
ue is considerable, we did not eliminate any features
from our dataset.

We also analyzed the importance of the features,
as shown in Fig. 5. We see that Bare Nuclei are the most
important feature for our dataset. Additionally, uniform
cell size and shape have an impact on this dataset, and
their correlation coefficient is 0.88. Therefore, for this
aspect of importance, we did not eliminate any features
from our dataset.

2.4. Machine Learning
for Classification

Before applying machine learning models, the da-
taset needs to be initially divided into testing and train-
ing sets. For this reason, the dataset was split into 30 %
of the data for testing and 70 % of the data for training.

A subfield of artificial intelligence and computer
science called "machine learning” employs algorithms
that are intended to learn from previous learning that
can be used to predict the future. It is an automatic pro-
cedure. The machine learning model learns in almost
the same way that humans learn and gradually improves
its accuracy. We used the following algorithms for this
work: Random Forest (RF), Decision Tree (DT),
K-Nearest Neighbors (KNN), Logistic Regression (LR),
Gaussian Naive Bayes (GaussianNB), Multi-Layer Per-
ceptron (MLP), Gradient Boosting Classifier (GBC).

To execute machine learning models, we used the
Python programming language, and sklearn (scikit-
learn) is a package that provides us with various ma-
chine learning algorithms. After model fitting, we eval-
uated every model and used 10-fold cross-validation for
performance analysis and comparison. After analyzing
the results, we applied the hyperparameter tuning meth-
od (RandomizedSearchCV or GridSearchCV) as need-
ed.

3. Results and Analysis

In this section, we assess the algorithm’s effective-
ness on the dataset after implementing machine learning
models. Additionally, we measured the implemented
system’s performance based on accuracy, precision,
recall, f1-score, and AUC score from the ROC curve.

Clump_Thickness

Cell_Size_Uniformity

Cell_Shape_Uniformity

Marginal_Adhesion -

Single_Epi_Cell_Size - 0.43
Bare_Nuclei - 0.48
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Fig. 4. Correlation among the input variables in the dataset
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Fig. 5. Feature Importance score of the dataset

According to our findings in Fig. 6, the model ac-
complished a classification accuracy of approximately
98.56 % with a Precision score 98.57 %, Recall score
98.57 % and F1 score 98.57 %. The Decision Tree (DT)
model accomplished a classification accuracy of ap-
proximately 89.93 % with a Precision score 95.16 %,
Recall score 84.29 % and F1 score 89.39 %. The Lo-
gistic Regression (LR) model accomplished a classifica-
tion accuracy of approximately 97.12 % with a Preci-
sion score 98.53 %, Recall score 95.71 % and F1 score
97.10 %. The Multi-Layer Perceptron (MLP) model
accomplished a classification accuracy of approximately
97.84 % with a Precision score 98.55 %, Recall score
97.14 % and F1 score 97.84 %. The Gaussian Naive
Bayes (GaussianNB) model accomplished a classifica-
tion accuracy of approximately 95.68 % with a Preci-
sion score 95.71 %, Recall score 95.71 % and F1 score
95.71 %.

The Gradient Boosting Classifier (GBC) model
accomplished a classification accuracy of approximately
98.56 % with a Precision score 98.57 %, Recall score
98.57 % and F1 score 98.57 % which are same result of
Random Forest Model. Finally, the K-Nearest Neigh-
bors (KNN) model accomplished a classification accu-
racy of approximately 97.84 % with a Precision score
98.55 %, Recall score 97.14 % and F1 score 97.84 %.

Also, Fig. 6 presents the classification reports of the
models as well as the confusion matrix (A), the classifi-
cation reports (B) of the models, and the ROC curve (C)

of the models, where the AUC score from the ROC
curve is 99 9%, 90 %, 100 %, 99 %, 98 %, 99 % and
98 % for RF, DT, LR, MLP, GaussianNB, GBC and
KNN respectively.

4. Discussions

The findings can be compared from Table 2 when
the execution of all seven ML techniques was used to
identify breast cancer. We achieved the same results for
RF and GBC for accuracy, precision, recall, fl-score,
and AUC, which are respectively 98.56 %, 98.57 %,
98.57 %, 98.57 %, and 99 %. On the other hand, for
Multi-Layer Perceptron and K-Nearest Neighbors, both
have gained 97.84 % accuracy, and their AUC results
are 99 % and 98 %, respectively. The Logistic Regres-
sion gives us 97.12 % accuracy and a 100 % AUC re-
sult.

After analysis of Table 2, the Random Forest and
the Gradient Boosting Classifier have performed out-
standingly. After analysis of 10-fold cross-validation,
we noticed that the Random Forest model performs bet-
ter than the Gradient Boosting Classifier as shown
Fig. 7. Therefore, for this as the best model, we have
selected Random Forest. Not only that, but we are also
trying to determine the dataset’s health status [19, 20].
Is it an under-fit or an over-fit? as shown in Fig. 8.
For this case, we used the Random Forest classification
and analyzed the training and testing results. We have
seen that the maximum distance between training and
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Fig. 6. Confusion Matrix (A), classification re-ports (B) and ROC curve with AUC (C)
of the i. Random Forest, ii. Decision Tree, iii. Logistic Regression (LR), iv. Gaussian Naive Bayes

testing ac-curacy is 6 % or something like that, and the
mini-mum distance we found is 1.4 % or something like
that. Therefore, we can say that our dataset is good-
fitting. Both the training and testing steps have pro-
gressed well. There are different studies in the literature
due to the emergence of Breast Cancer disease. Here,
we compared our proposed model with other approach-
es, and the results are given in Table 3.

Conclusions

The main goal of the study is to detect breast tu-
mors early so that doctors can easily prescribe and cure

them. In this case, we achieved a successful outcome by
using several machine learning techniques. We also
evaluated these algorithms and applied 10 cross-
validations and optimization techniques. As a result,
applying Random Forest and Gradient Boosting classi-
fication, achieved outstanding outcomes.

By analyzing some facts, we have accepted the
Random Forest model as the final model selection. We
achieved 98.56 % accuracy and 99 % AUC score from
the ROC curve. We also checked the dataset health by
observing the training and testing accuracy results. We
did not observe over- or under-fitting behavior.
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Table 2
Comparing the Results of ML Models
Algorithm Accuracy, Precision, % Recall, F1 Score, AUC,

g % % % %
Random Forest (RF) 98.56 98.57 98.57 98.57 99
Decision Tree (DT) 89.93 95.16 84.29 89.39 90
Logistic Regression (LR) 97.12 98.53 95.71 97.10 100
Multi-Layer Perceptron (MLP) 97.84 98.55 97.14 97.84 99
Gaussian Naive Bayes (GaussianNB) 95.68 95.71 95.71 95.71 98
Gradient Boosting Classifier (GBC) 98.56 98.57 98.57 98.57 99
K-Nearest Neighbors (KNN) 97.84 98.55 97.14 97.84 98
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Fig. 7. 10-fold cross-validation results Fig. 8. Dataset Health Status Using RF Classifier

of RF and GD classifier
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Table 3
Comparison and Benchmark Studies of the Proposed Method
Number Accuracy, | Precision, Recall, F1-Score,
References of Samples Model % % % %
. 683(benign=458,
Y. Li, etal. [12] malignant=241) RF 96.1 95.5
V. Chaurasia, 683(benign=458, Naive
etal. [11] malignant=241) Bayes 97.36 974
569(benign=357, RF,
S. Ara, etal. [10] malignant=212) SVM 9.5
. 699(benign=458,
H. Asri, et al. [14] malignant=241) SVM 97.13 98 96 95
V. Chaurasia, 683(benign=458,
etal. [11] malignant=241) SMO 9.2 94.6 94.6
Proposed Method 461(benign=223, | o 98.56 98.57 98.57 98.57
malignant=238)

Our dataset was treated as a good fit dataset. We
want to again mention that we have worked on two
types of tumors, where 0 means benign and 1 means
malignant tumors.

Although our current models have shown improved
results, there are still limitations that need to be ad-
dressed. One way to enhance the model’s performance
is by increasing the amount of data and incorporating
more features. In this study, we focused on 10 features
that could be expanded upon in future investigations. It
is advisable to gather local data to supplement the train-
ing and testing datasets, as this can provide valuable
insights and improve the model’s applicability to specif-
ic contexts. Another potential avenue for boosting mod-
el performance is to leverage deep learning techniques,
specifically tumor image segmentation. This involves
the use of advanced algorithms, such as convolutional
neural networks (CNNs) [21, 22], to identify and isolate
tumor regions within medical images. By exploring this
approach, we have the opportunity to enhance the accu-
racy and precision of tumor detection and characteriza-
tion, which can greatly impact cancer diagnosis, treat-
ment planning, and patient monitoring. However, im-
plementing deep learning techniques and tumor image
segmentation requires substantial computational re-
sources, specialized expertise, and a large annotated
dataset. Therefore, careful consideration should be giv-
en to these factors before embarking on such research
endeavors.

In the near future, integrating early detection meth-
ods with treatment planning to streamline the transition
from diagnosis to personalized treatment strategies will
be applied. In addition, advanced imaging technologies,
such as improved mammography, are needed to enhance
early detection and reduce false positives and false neg-

atives. Moreover, we can employ advanced technology
such as neural networks [24].
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IPOTHO3YBAHHSI ITY XJIMHA MOJIOYHOI 3AJII3U I BUSHAUYEHHSA OITHKH BAKJIMBOCTI
3 BUKOPUCTAHHAM AJI'OPUTMIB MAIIIMHHOT'O HABYAHHA

Ck. llanayooin Kaoip, Mo. Ca6oip Axmmeod, Mo. Mopaodyn Cudoik,
Pomana Paxman Ema, Momiyp Paxman,
Caio Mo. I'anio

[IpeameroM wi€l cTAaTTi € MPOrHO3yBaHHS ITyXJIMH MOJIOYHOI 3aJI03H Ta BU3HAYECHHS OLIIHKW BaXKJIMBOCTI O3HAK
3a JIONIOMOT'OI0 aJITOPUTMIB MAIIMHHOTO HaBYaHHS. METOI0 IIbOro JTOCHIPKEHHS € PO3po0Ka TOYHOI MPOrHOCTHYHOL
MOJIETI JUIsl BUSIBJICHHS ITyXJIMH MOJIOYHOI 3aJI03U Ta BH3HAYEHHS Ba)XKJIMBOCTI PI3HMX O3HAK Yy TPOIEC MPOTHO3Y-
BaHHs. BUKOHYBaHi 3aB/aHHS BKIIIOYAIOTh 30ip 1 morepeHio 00poOKy BUXiJHOr0 HAOOPY AaHHX MPO PaK MOJIOYHOI
3ano3u Bickoncina (WBCD). Posnonin HaGopy naHuX Ha HaOOpH JJI HABYAHHS Ta TECTYBAHHS, HABYAHHS 3 BUKO-
PHUCTaHHSIM aJrOPUTMIB MAaITMHHOTO HaBYAHHS, TAKMX SK BHIIAKOBUIA Jiic, nepeBo pimens (DT), norictuuna perpe-
cis, OaraTomapoBWii NEpHENTPOH, KiIacHU]iKaTop IMOCHICHHS Tpali€HTa, Kiacu]ikaTtop MiJBHIIEHHS TIpaji€HTa
(GBC) i K-Hait0mmk4i cyciay, OliHKa MOJEINi 3 BUKOPUCTAHHSAM IMOKa3HUKIB ¢(DEKTUBHOCTI Ta OOYMCIICHHS OaiB
Ba)AUTUBOCTI QyHKIIH. BUKOpHCTOBYBaHI METOM BKJIIOYAIOTH 30ip JaHUX, MONEPEIHIO 00pOOKY, HaBYaHHS MOJeNi
Ta OiHKY. Pe3ynbpraTu mokaszanu, mo monens Random Forest € HaliHaidHIIIMM TPOrHOCTHYHUM (haKTOPOM 13 TOY-
HicTio 98,56%. CnouaTky mMu 3Haium 699 exzemmusapis. Ilicis BUKOpUCTaHHS METOIB ONTUMI3alii JaHUX MU JI0-
csrnm 461 ex3zemiuisapa. Kpim Toro, Mu pamkyBaiu Halkpai ¢yHKIii 3 HaOopy JaHuX 3a 0ajaMu BaXKIMBOCTI 03-
Hak, 1100 1M00aYHTH, SIK BOHH BILIMBAIOTh HA Mojieli Kiacudikanii. My BUKOpHCTaI METO/IM TIEPEXPECHOT MepeBip-
ku (10-kpaTHOT) KOXKHOI MOJENI AJIsl aHalli3y MPOJYKTUBHOCTI Ta MOpIBHSAHHS. BUCHOBKHM, 3po0ieHi B pe3ysabTaTi
LBOTO JOCII/KEHHS, MiIKPECIIO0Th e(pEeKTUBHICTh AITOPUTMIB MAIIMHHOTO HABYaHHS B MPOTHO3YBAaHHI MyXJIMH
MOJIOYHOI 3aJI03H, JOCATal0YM BUCOKOI TOYHOCTI Ta HaAIMHUX MOKa3HUKIB edekTUBHOCTI. KpiMm TOro, aHasi3 mokas-
HHKIB B)XJIMBOCTI O3HAaK Ja€ LiHHY iH(opMalilo Mpo KIOYOBI MMOKA3HUKH PO3BUTKY paky Moio4Hoi 3ano3u. Lli
BUCHOBKH CHPUSIIOThH J[IarHOCTHIII Ta ITPOTHO3YBAaHHIO PaKy MOJIOYHOI 3aJI03H, IMOKPAIYIOTh PaHHE BUSIBICHHS Ta
NIEPCOHANTI30BaHI CTpATerii JIIKyBaHHS, a TAKOXK MOKPAIIYIOTh Pe3yIbTaTH MaI[€HTIB.

KuiouoBi ciioBa: myxivHa MOJIOYHOI 3aj03u; AOOPOSIKICHHMN; MoJenb Kiacudikailii; MallMHHE HaBYaHHS,
MyXJIMHA; 3JIOSAKICHUHN; ONTHMI3allisl HA00py JaHKX.
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