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PRECISION CARDIODIET: TRANSFORMING CARDIAC CARE

WITH ARTIFICIAL INTELLIGENCE-DRIVEN DIETARY RECOMMENDATIONS

The subject matter of this research revolves around addressing the escalating global health threat posed by
cardiovascular diseases, which have become a leading cause of mortality in recent times. The goal of this study
was to develop a comprehensive diet recommendation system tailored explicitly for cardiac patients. The pri-
mary task of this study is to assist both medical practitioners and patients in developing effective dietary strat-
egies to counter heart-related ailments. To achieve this goal, this study leverages the capabilities of machine
learning (ML) to extract valuable insights from extensive datasets. This approach involves creating a sophisti-
cated diet recommendation framework using diverse ML techniques. These techniques are meticulously applied
to analyze data and identify optimal dietary choices for individuals with cardiac concerns. In pursuit of action-
able dietary recommendations, classification algorithms are employed instead of clustering. These algorithms
categorize foods as "heart-healthy" or "not heart-healthy," aligned with cardiac patients’ specific needs. In
addition, this study delves into the intricate dynamics between different food items, exploring interactions such
as the effects of combining protein- and carbohydrate-rich diets. This exploration serves as a focal point for in-
depth data mining, offering nuanced perspectives on dietary patterns and their impact on heart health. The
method used central to the diet recommendation system is the implementation of the Neural Random Forest
algorithm, which serves as the cornerstone for generating tailored dietary suggestions. To ensure the system’s
robustness and accuracy, a comparative assessment involving other prominent ML algorithms—namely Random
Forest, Naive Bayes, Support Vector Machine, and Decision Tree, was conducted. The results of this analysis
underscore the superiority of the proposed -based system, demonstrating higher overall accuracy in delivering
precise dietary recommendations compared with its counterparts. In conclusion, this study introduces an ad-
vanced diet recommendation system using ML, with the potential to notably reduce cardiac disease risk. By
providing evidence-based dietary guidance, the system benefits both healthcare professionals and patients,
showcasing the transformative capacity of ML in healthcare. This study underscores the significance of meticu-
lous data analysis in refining dietary decisions for individuals with cardiac conditions.

Keywords: Diet Recommendation; Cardiovascular Diseases; Cardiac Care; Machine Learning; Personalized
diet; Dietary patterns.

size-fits-all strategies frequently overlook the nuanced
requirements of individual patients, potentially resulting

Introduction

Cardiovascular diseases have surged to the fore-
front of global health concerns, accounting for a substan-
tial portion of contemporary mortality rates [1]. Asan es-
calating public health threat, these conditions demand in-
novative interventions to alleviate their impact [2].
Among these strategies, dietary modifications play a piv-
otal role in mitigating the risk factors associated with
heart-related ailments [3]. This research stems from a
profound motivation to develop a cutting-edge solution
that not only addresses the urgent need for tailored die-
tary recommendations for cardiac patients but also lever-
ages the power of machine learning (ML) algorithms to
revolutionize cardiac care.

Traditionally, dietary recommendations for individ-
uals with cardiac conditions have been broadly expressed
and devoid of personalization [4]. These generic, one-

in suboptimal health outcomes. The emergence of ma-
chine learning (ML) and data-driven insights presents an
unparalleled prospect to revolutionize cardiac care
through the delivery of highly personalized dietary sug-
gestions. The recommender system anticipates users’
preferences or past behavior to predict their interests [5].
Despite its considerable potential, the incorporation of
ML algorithms into cardiac dietary recommendations re-
mains a relatively underexplored domain.

The central objective of this research is to bridge the
gap between the pressing need for customized dietary
guidance for cardiac patients and the untapped potential
of ML algorithms. By harnessing the capabilities of ML,
we aim to develop a state-of-the-art diet recommendation
system that caters to the specific needs and preferences
of individuals dealing with cardiac concerns. Through
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evidence-based guidance, this system aims to signifi-
cantly enhance heart wellness and mitigate the risk of
cardiovascular diseases.

The research approach combines advancements in
ML techniques with the intricacies of cardiac care. Lev-
eraging comprehensive datasets and sophisticated data
analysis, the intention is to construct a robust diet recom-
mendation framework. This framework will be driven by
classification algorithms capable of categorizing foods
into "heart-healthy” and "not heart-healthy" categories,
aligning with the personalized requirements of cardiac
patients.

By integrating ML with cardiac dietary recommen-
dations, envision a future where healthcare practitioners
and patients have access to a dynamic and data-driven di-
etary guidance system. This research aspires to set a new
standard in cardiac care, where precision nutrition meets
the potential of advanced technologies, ultimately con-
tributing to better heart health outcomes and improved
quality of life for cardiac patients.

1. Related Work

There have been many studies devoted to the topic
of food recommendation, and the discipline is constantly
growing and evolving today. Among the previous re-
sponsibilities are the following:

In their work, Phanich et al. [6], introduced a spe-
cialized Food Recommendation System (FRS) targeting
the dietary needs of patients with diabetes. This system
employs advanced food clustering analysis to suggest
suitable alternative food options, considering both nutri-
tional content and food-related characteristics. The meth-
odology harnesses the power of Self-Organizing Map
(SOM) and K-means clustering techniques, capitalizing
on the inherent similarities among eight essential nutri-
ents critical for individuals with diabetes. This innovative
approach holds promise for enhancing dietary manage-
ment and promoting healthier choices among individuals
with diabetes.

Wahidah et al. [7] proposed a Cancer Patient Per-
sonalized Diet Recommendation System. The suggested
system uses Case-based Reasoning, Rule-based Reason-
ing, and Genetic Algorithm for data mining. Case-based
Reasoning suggests diet plans from the system's cases,
whereas Rule-based Reasoning filters out irrelevant ex-
amples and selects the best case for the patient. The Ge-
netic Algorithm customizes food menus according to
each patient’s health.

Mustageem et al. [8] used clustering and sub-clus-
tering to provide improvised collaborative filtering. An-
gina, non-cardiac chest discomfort, silent ischemia, and
myocardial infarction data were supervised using the
suggested method. Once the disease classes are divided

into partitions, k-means clustering is applied to each par-
tition. The outcomes of the experiments demonstrate that
the recommender system, which is based on modular
clustering, reduces the search space for a query patient
and decreases the time required to generate relevant rec-
ommendations.

Bhat et al. [9] proposed a Diet Recommendation
System (DRS) that uses ML techniques for diabetes di-
agnosis and diet recommendation. They developed a
healthcare system that could predict and recommend di-
ets for diabetic patients. Moreover, the supervised learn-
ing technique was employed to acquire knowledge about
diabetes and develop a system for predicting diabetes di-
agnoses. Additionally, the dataset was prepared and fea-
tures such as Age, Diagnosis Duration, Diastolic Blood
Pressure, Cholesterol level, and Hemoglobin were se-
lected using ML techniques.

Agapito et al. [10] introduced a system called DIE-
TOS, which is an adaptive nutrition content delivery rec-
ommender that can help people who are healthy and
those who have diet-related chronic diseases live better
lives. The proposed method first generates a health pro-
file for the user and then provides particular dietary rec-
ommendations for that user, considering both the user’s
tastes and the regional origin of the food.

A. Evwiekpaefe et al. [11] developed a personalized
recommender system to suggest nutrient-dense meals for
patients with various ailments. The system utilizes nutri-
tional knowledge and analyzes dietary and user data to
create tailored meal suggestions. This study considered
physical traits, physiological data, and personal infor-
mation to construct a general framework for daily eating
plans. ML techniques, specifically K-means clustering
and Random Forest classification, were employed to gen-
erate food recommendations that aimed to improve the
health of the users. The model achieved an impressive
accuracy of 95% using 100 decision trees.

A healthy eating system based on online data min-
ing was proposed by Nandish et al. [12], which tracks di-
etary habits and recommends foods that promote health
while discouraging foods that increase the risk of disease.
The authors used data mining techniques such as classi-
fication, clustering, and association rules to extract perti-
nent information about people’s eating patterns. The
guantities of fat, energy, and vitamins in the dish were
calculated after each food type’s nutritional makeup was
reviewed. The composition data were then assessed using
the classification mining technique to determine whether
or not the food was healthy. As a result, each person re-
ceived a different set of recommendations.

2. Motivation for research

The relentless surge in cardiovascular diseases
poses an urgent global health challenge, demanding in-
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novative strategies to combat their pervasive im-
pact. Within this context, dietary interventions are a cor-
nerstone in reducing the risk factors associated with
heart-related ailments. However, traditional approaches
to dietary recommendations for cardiac patients have
proven insufficient in addressing the intricate nuances of
individual health profiles, often leading to suboptimal
outcomes.

This research is driven by a compelling motivation
to bridge this gap by harnessing the transformative po-
tential of ML algorithms. Unlike the conventional "one-
size-fits-all" approach, it is imperative to provide person-
alized dietary recommendations that consider each pa-
tient’s unique physiological and dietary requirements.
The integration of ML offers an unprecedented oppor-
tunity to deliver targeted, evidence-based dietary guid-
ance that can significantly improve heart health out-
comes.

Central to the research motivation is the choice of
using classification algorithms in lieu of clustering meth-
odologies. Classification algorithms promise to provide
actionable insights by categorizing foods as "heart-
healthy" or "not heart-healthy," aligning with the specific
needs of cardiac patients. Unlike clustering, which
groups items into categories without predefined labels,
classification offers a more direct and interpretable
framework for guiding dietary choices. This approach
empowers healthcare practitioners and patients alike with
clear and actionable information, fostering informed de-
cision-making in dietary selection.

The use of classification algorithms addresses the
limitations of previous clustering-based methods, which
often lack specificity and clarity in dietary recommenda-
tions. By opting for classification, the precision and per-
sonalization of dietary suggestions is enhanced, facilitat-
ing a more intuitive and user-friendly experience for both
medical professionals and patients.

3. Purpose and objectives of the study

The research is centered on technological advance-
ments aimed at reshaping cardiac care. At the core of
these contributions lies the development of an innovative
diet recommendation system driven by cutting-edge ML
algorithms. By tailoring this system explicitly for cardiac
patients, we aim to provide personalized dietary strate-
gies that harness the potential of extensive health data.
This technological approach enables the prediction and
management of heart health using data-driven insights to
identify optimal dietary choices and mitigate cardiovas-
cular risks. Notably, the superiority of classification al-
gorithms is emphasized, ensuring precision in delivering
dietary recommendations and enhancing decision-mak-
ing accuracy. This research marks a pioneering step to-
ward revolutionizing healthcare, seamlessly integrating

ML into dietary planning, and enhancing patient engage-
ment and collaboration with healthcare providers. The
data-centric approach not only contributes to evidence-
based healthcare practices but also lays the foundation for
a technologically empowered future in patient-centric
cardiac care. Ultimately, this research strives to drive im-
proved cardiac outcomes through the fusion of technol-
ogy and medical expertise, ensuring tailored dietary in-
terventions that align with individual health needs.

4. Proposed System

The proposed system introduces a novel paradigm
in cardiac care by focusing on the intricate balance be-
tween essential and harmful nutrients in an individual’s
diet. Harnessing the capabilities of ML algorithms, this
innovative platform is designed to provide personalized
dietary recommendations tailored to each individual’s
specific cardiac health requirements. By leveraging com-
prehensive nutritional data, the system gains a compre-
hensive understanding of nutrient intake and its impact
on heart health.

The core of the proposed system is nutrient profil-
ing, where advanced algorithms meticulously analyze an
individual’s dietary choices to create a detailed nutrient
profile. This profile forms the foundation for generating
highly personalized recommendations that prioritize es-
sential nutrients critical for heart health while strategi-
cally mitigating the intake of harmful nutrients. These
recommendations are rooted in evidence-based nutri-
tional science, ensuring that each dietary choice is in-
formed by data-driven insights.

The system’s process starts by considering the
user’s food preferences to extract the corresponding food
ingredients. Subsequently, a meticulous nutrient analysis
is conducted on the basis of these extracted ingredients
based on lifestyle factors and metabolic data, leading to
the identification of essential and harmful nutrients. Lev-
eraging this nutrient profile, the system employs ML al-
gorithms on its comprehensive database to evaluate the
nutrient values. The outcome of this analysis forms the
basis for personalized recommendations, indicating
whether the specific food is considered safe for the user's
consumption or not. This intricate process intertwines
user preferences, nutrient analysis, ML, and nutrient val-
ues to provide actionable guidance on the safety of se-
lected foods.

The system offers an intuitive and interactive user
interface that allows individuals to input their dietary
preferences, restrictions, and health goals. This dynamic
engagement empowers users to actively participate in
their cardiac care journey, fostering a sense of ownership
over their heart health. A flow diagram of the proposed
system is shown in Figure 1.
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Fig. 1. Flow diagram of the proposed system

5. Dataset and methodology

The research methodology involves the collection
and use of two distinct datasets, each contributing to the
robustness and effectiveness of the proposed diet recom-
mendation system tailored for cardiac patients. The com-
pilation of these datasets ensures the accuracy and relia-
bility of the system’s insights and recommendations.

The first dataset, meticulously compiled by the Fa-
cebook research team, comprises a collection of food rec-
ipes, each accompanied by its respective ingredients. The
team took careful measures to ensure the confidentiality
and integrity of this dataset, safeguarding sensitive infor-
mation. This foundational dataset serves as a crucial re-
source for the system, facilitating the extraction of ingre-
dients based on individual user food preferences. With a
diverse range of recipes at its disposal, the system can
accurately discern the specific ingredients favored by us-
ers, allowing for personalized dietary recommendations
tailored to individual tastes.

Simultaneously, the second dataset, sourced from
the American food chart, contains a comprehensive com-
pilation of nutritional information regarding a wide array
of food ingredients. This dataset forms the basis for con-
ducting nutrient analysis, enabling the identification of
both essential and potentially harmful nutrients. The nu-
tritional values provided in this dataset are instrumental
in assessing the nutritional composition of each ingredi-

ent. Leveraging these nutrient values, the system em-
ploys a classification framework to recommend foods,
considering the presence of both beneficial and harmful
nutrients.

Both datasets are rigorously maintained to ensure
representativeness and reliability and play integral roles
in providing accurate, personalized, and balanced dietary
recommendations for users. All measures are taken to en-
sure that these datasets are free from biases and uphold
the integrity of the nutritional information used for the
system’s analyses and recommendations.

The validation and calibration of the nutrient values
and classification parameters were undertaken in collab-
oration with Dr. Biswajit Mandal, an esteemed medical
professional specializing in cardiology at Khulna Medi-
cal College Hospital, Khulna. Doctor Mandal’s expertise
ensures the accuracy of classifying foods based on their
nutrient values and aligns recommendations with cardiac
health considerations. This collaborative effort adds a
crucial layer of credibility to the system’s recommenda-
tions, ensuring that they are medically sound and aligned
with best practices in cardiac care.

5.1. Dataset Preprocessing

The food recipes dataset, acquired from the Face-
book research team, is presented in JSON format. The
primary structure of the dataset is shown in Figure 2.
To effectively utilize this dataset, a preprocessing phase
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involving natural language processing Natural Language
Processing (NLP) techniques is employed. The use of
NLP serves as a pivotal steps in structuring and organiz-
ing the dataset, ensuring its coherence and compatibility
with subsequent analyses.

"id":"000095fc1d",
"ingredients":[
{

"text":"yogurt, greek, plain, nonfat"

"text":"strawberries, raw"

m e

"text":"cereals ready-to-eat, granola, homemade"
b
1 ;
"instructions":[

"text":"Layer all ingredients in a serving dish."

}

1.

Fig. 2. Primary Structure of Recipe Dataset

Simultaneously, the nutritional dataset, which en-
compasses crucial information about food ingredients, is
not exempt from challenges. This dataset presents issues
such as structural errors, unwanted data, outliers, and oc-
casional missing values. To address these intricacies and
enhance the dataset’s integrity, NLP techniques are again
harnessed. By leveraging NLP, the nutritional dataset un-
dergoes a transformation, rectifying inconsistencies, re-
solving missing values, and refining the overall quality
of the dataset.

The integration of NLP into the preprocessing of
both datasets signifies the versatility of NPL techniques.
Beyond their conventional applications in text analysis,
NLP methodologies are adept at harmonizing and refin-
ing datasets of diverse formats. This approach ensures
that both the recipe and nutritional datasets are primed
for subsequent analyses, facilitating accurate nutrient ex-
traction, analysis, and the generation of precise dietary
recommendations within the proposed system.

5.1.1. Natural Language Processing
in Food Recipe Dataset

The preprocessing of the JSON-format food recipe
dataset involves the systematic application of NLP tech-
niques to refine and structure the textual data. This intri-
cate process consists of several distinct stages, each con-
tributing to the organization and usability of the dataset
for subsequent analysis. Initially, the JSON dataset is
parsed to extract essential textual elements such as recipe
names, ingredients, preparation instructions, and user
preferences. This parsing serves as a foundational step,
segmenting the unstructured data into manageable com-
ponents.

The following data extraction, tokenization comes
into play, breaking down the extracted text into

individual words or phrases. Tokenization enables the
conversion of text into distinct units, facilitating more
granular analysis. Common stopwords, such as "and" or
"the," are then removed to streamline the data further, fo-
cusing subsequent analysis on content-rich words. Text
cleaning steps include addressing symbols, punctuation,
and special characters to enhance text cohesiveness and
readability [13].

Continuing the NLP process, part-of-speech tag-
ging is applied to label each token with its corresponding
grammatical role, enhancing contextual understand-
ing [14]. Named Entity Recognition (NER) is then em-
ployed to identify and categorize entities within the text,
such as ingredients, measurements, and units. Lemmati-
zation and stemming transform words into base or root
forms, minimizing redundancies and ensuring consistent
representation.

The processed text is structured into data formats
suitable for analysis, while vectorization transforms tex-
tual data into numerical vectors, enabling mathematical
operations and integration with ML. This comprehensive
NLP-driven preprocessing process ensures that the JSON
food recipe dataset transitions from unstructured text to
an organized and enriched resource. This transformation,
which is vital for accurate nutrient analysis and subse-
quent dietary recommendations within the proposed sys-
tem, underscores the importance of NLP in refining raw
textual data for meaningful insights.

FuzzyWuzzy Technique

FuzzyWuzzy is a string-matching library that em-
ploys various algorithms to calculate the similarity be-
tween two strings. One such algorithm is the Levenshtein
distance, which quantifies the number of character edits
needed to transform one string into another [15].

By leveraging FuzzyWuzzy with the Levenshtein
distance, the preprocessing of the food recipe dataset is
enhanced. For instance, when encountering ingredient
names like "tomato,” "tomatos,” and “tomatoe,"
FuzzyWuzzy assesses their similarity based on Le-
venshtein distance. Levenshtein Distance mapping is
shown in Figure 3.

Fig. 3. Levenshtein Distance mapping



Intelligent information technologies

25

The Levenshtein distance quantifies the minimal
number of character modifications required to align the
strings. Consequently, strings that share a higher similar-
ity score exhibit a closer match in terms of their con-
tent [16]. The equation to calculate Levenshtein distance
between two strings a, b (of length |a| and |b| respectively)
is,

max(i, j), if min(i, j) =0;

lev, p(i—-1j)+1

Ieva,b (i, J) =

min<lev, ,(i,j—1)+1 , in another case.

lev,,(i-1j-1)+1

If min(i,j) = 0 then the Levenshtein distance will be
max(i,j) otherwise it will be the min section.

In practical terms, FuzzyWuzzy allows the system
to set a threshold for similarity scores, above which
strings are considered matching or highly similar. This
threshold is determined on the basis of the specific use
case and the desired level of tolerance for variations [17].
When applied to ingredient names, FuzzyWuzzy assists
in identifying and standardizing similar or near-identical
ingredients.

In the proposed system, FuzzyWuzzy with Le-
venshtein distance optimizes the extraction of accurate
and standardized ingredient information from the dataset.
This refinement ensures that nutrient analysis and subse-
quent dietary recommendations are rooted in precise
data, mitigating variations and enhancing the overall re-
liability of the system's insights.

5.1.2. Natural Language Processing
in the nutritional dataset

In the context of a nutritional information dataset,
NLP unveils its adaptability beyond its primary role in
processing natural language text. By creatively adapting
NLP techniques, specific data preprocessing challenges
inherent to tabular datasets can be effectively ad-
dressed [18]. First, for textual descriptions or labels asso-
ciated with food items, NLP tools such as tokenization
and stop-word removal prove invaluable. These tech-
niques facilitate the extraction of relevant information
while filtering out non-informative words, resulting in a
streamlined dataset devoid of extraneous textual content.

Moreover, NLP’s application extends to rectifying
structural errors present within text columns [19]. Be-
yond linguistic nuances, NLP can identify and rectify dis-
crepancies such as misspellings or formatting irregulari-
ties in food names and nutrient labels. This proactive ap-
proach ensures data accuracy and cohesiveness, which
contributes to the overall reliability of the dataset. In ad-

dition, while NLP is not inherently designed for numeri-
cal outlier detection, its analytical capabilities can be
adapted to identify outlier-like patterns in textual repre-
sentations. In cases where nutrient values display incon-
sistencies in their portrayal, NLP can serve to identify
such anomalies, thereby enhancing the integrity of the
dataset [20].

Furthermore, NLP’s competency lies in handling
missing data instances. By discerning patterns within tex-
tual indicators of incompleteness, such as "N/A" or "Not
available” denoting nutrient values, NLP techniques can
systematically address and manage these instances. This
holistic approach enhances the robustness of the dataset
and ensures comprehensive treatment of missing data.
The interdisciplinary application of NLP in prepro-
cessing this nutritional dataset exemplifies its versatility,
demonstrating how NLP techniques, originally designed
for language understanding, can be creatively adapted to
optimize data quality, structure, and utility within the
context of tabular datasets. The steps involved in Data
Cleaning with NLP are shown in Figure 4.

Fig. 4. Nutritional Value Dataset Cleaning Process

5.2. Ingredients Extraction

When a user provides their desired taste preference
for a type of food, the input is processed by converting it
to lowercase to ensure case-insensitive matching. The
system then iterates through a dataset of recipes, each
represented as a dictionary with a recipe name and a list
of ingredients. For each recipe, the recipe name is con-
verted to lowercase, and a comparison is made to check
whether the user’s taste preference is present in the recipe
name. If a match is found, the associated list of ingredi-
ents is extracted and added to a collection of extracted
ingredients. Once all recipes have been processed, dupli-
cates are removed from the collection to ensure a clean
list. However, if no matching recipes are found, the user
is informed that no recommendations can be provided
based on their input. The extraction process is shown in
Figure 5.
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Fig. 5. Ingredients Extraction Process

5.3. Comprehensive User Profile

The system starts by merging lifestyle data and per-
forming metabolic profiling, acquiring a wealth of infor-
mation covering the individual’s physical activity, stress
management, sleep patterns, and daily routines. Lifestyle
data collection involves employing various tools and
questionnaires to gather details on physical activity lev-
els, stress indicators, sleep patterns, and additional life-
style factors, thus painting a comprehensive picture of the
individual’s daily habits and their potential impact on the
dietary requirements for cardiac health. Simultaneously,
the system conducts analyses of metabolic markers piv-
otal for cardiac health, including cholesterol levels, glu-
cose levels, C-reactive protein (CRP) levels, hormone
levels, and nutrient levels. These insights shed light on
how the metabolic characteristics of the body influence
cardiac health. This integrated profile, in conjunction
with taste preferences and genetic information, forms the
foundation for crafting personalized dietary recommen-
dations. These recommendations are designed to address
individual lifestyle and metabolic needs, thereby opti-
mizing strategies for managing cardiac health effectively.

5.4. Nutrient Analysis

The nutrition analysis process is a pivotal compo-
nent that evaluates the nutritional content of foods to de-
termine their suitability within the dietary context of in-
dividuals with cardiac concerns. This process unfolds
through several key steps. Initially, the system draws
upon an extensive nutrient database, housing comprehen-
sive information about the nutritional makeup of a wide
array of foods, including macronutrients, micronutrients,
calories, fiber, and more.

The system starts by considering the user’s taste
preferences, which are obtained through a detailed as-
sessment of preferred cuisines, ingredients, dietary re-
strictions, and culinary choices. This taste profile informs
the selection of ingredients and food items that align with
the user’s liking, ensuring that the suggested nutritional
components are palatable and enjoyable for the individ-
ual.

The analysis further integrates lifestyle data, en-
compassing factors such as physical activity, stress lev-
els, sleep patterns, and metabolic information such as li-
pid profiles, glucose levels, inflammatory markers, and
heart function indicators. This comprehensive dataset
helps in understanding the user’s overall health context
and metabolic characteristics. It plays a crucial role in
identifying specific nutritional requirements tailored to
the individual’s health needs and influencing factors such
as blood sugar management, cholesterol levels, and in-
flammatory responses related to cardiac health.

The system performs a nutrient analysis considering
the amalgamation of taste preferences, lifestyle, and met-
abolic data. It tailors nutrient recommendations by align-
ing them with user preferences and health requirements.
For instance, it might suggest foods rich in specific nutri-
ents that cater to the individual’s metabolic needs while
appealing to their taste inclinations. This analysis might
include recommendations for adequate intake of essential
nutrients, such as omega-3 fatty acids, antioxidants, fiber,
and heart-healthy vitamins and minerals, while consider-
ing the user’s metabolic and lifestyle factors.

The outcome of this analysis is the generation of
personalized dietary suggestions that strike a balance be-
tween the user’s taste preferences and the necessary nu-
trients tailored to support cardiac health. By combining
taste preferences, lifestyle, and metabolic information,
the system provides dietary recommendations that are
both nutritionally beneficial and aligned with the user’s
individual health context, thereby facilitating improved
cardiac health management.

5.5. Recommendation using ML

After the nutrient analysis stage, the system inte-
grates machine learning techniques to develop personal-
ized dietary recommendations. This process involves the
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use of a diverse dataset containing nutritional infor-
mation gleaned from the nutrient analysis of various food
ingredients. Machine learning algorithms then scrutinize
the data, considering individual health profiles, specific
nutritional requirements, and taste preferences collected
from users. Through this analysis, the system determines
the optimal combination of food items that align with an
individual’s nutritional needs, aiming to maximize the in-
take of beneficial nutrients while minimizing potentially
harmful ones. The machine learning-driven framework
assesses these complex relationships between nutrients
and user preferences, ultimately generating tailored die-
tary suggestions. These recommendations account for an
individual’s unique health considerations, ensuring a
more personalized and effective approach to promoting
cardiac health through dietary choices.

6. Results and Discussion

This section delves further into the comprehensive
analysis of outcomes resulting from extensive classifica-
tion experiments, which are a pivotal part of the innova-
tive diet recommendation system. The focal point of
these experiments was the rigorous assessment of the ef-
fectiveness of various ML algorithms. Notably, this in-
volved the intricate implementation and evaluation of al-
gorithms such as Neural Random Forest, Support Vector
Machine (SVM), Decision Tree (DT), and Naive Bayes.

Neural random forest is an ensemble learning tech-
nique that was developed by Gérard Biau [21] and col-
leagues. They adapted Breiman’s random forest [22]
technique into a neural network context, forming what
they term "neural random forests." This adaptation com-
bines the advantageous features of random forests with
neural network methodologies, resulting in two distinct
hybrid procedures.

6.1. Result Analysis

The primary objective was to identify an algorithm
that excelled at precisely categorizing foods as either
"safe" or "unsafe" for individuals with cardiac concerns.
To conduct a thorough performance evaluation, the

dataset enriched with essential nutritional attributes and
corresponding classifications was subjected to these di-
verse algorithms. By meticulously analyzing predictive
accuracy and reliability, we aimed to pinpoint the algo-
rithm that consistently demonstrated the highest perfor-
mance levels. This robust selection process ensures the
accuracy and dependability of tailored dietary recom-
mendations for patients with cardiac conditions. A com-
prehensive breakdown of the comparative outcomes and
key performance metrics for each algorithm can be found
in Table 1, which summarizes the findings.

The table succinctly encapsulates the quantified
performance metrics for each algorithm, revealing the
Neural Random Forest as a consistent frontrunner across
all parameters. Notably, Neural Random Forest show-
cased the highest accuracy, precision, recall, and
F1 score metrics, unequivocally establishing its prowess
effectively classifying foods for individuals with cardiac
health considerations.

This supremacy of Neural Random Forest can be
attributed to its inherent capability to decipher intricate
patterns and correlations within the dataset. The architec-
ture of multilayered neural network excels in compre-
hending complex interactions, making them ideal candi-
dates for the nuanced task of dietary recommendation.

While the SVM, DT, Random Forest, and Naive
Bayes demonstrated commendable performances, their
limitations in capturing the intricacies of relationships
and nuances within the dataset became more conspicuous
when compared with the capabilities of Neural Random
Forest.

Figure 6 depicts the accuracy and loss curve of the
Neural Random Forest, the accuracy and loss curve of the
Neural Random Forest is depicted, showcasing the per-
formance trend over epochs. This curve provides insights
into how the accuracy of the Neural Random Forest
model evolves with each training cycle.

In addition, Figure 7 presents the accuracy and loss
curve of the Neural Random Forest evolves with each test
cycle. This curve illustrates the diminishing of the model
accuracy and loss function over test cycles, indicating the
network’s optimization progress.

Table 1
Performance of Different Classification Algorithms

Model Accuracy Loss Precision Recall F1-score
Neural Random Forest 99.44 0.55 0.99 1.00 0.99
SVM 97.08 2.92 0.99 0.99 0.99
Random Forest 98.17 1.83 0.98 1.00 0.99
Decision Tree 93.16 6.84 0.99 1.00 0.99
Naive Bayes 92.16 7.84 0.99 0.97 0.98
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Fig. 6. Model Accuracy and loss in Neural Random Forest with each training cycle
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Fig. 7. Model Accuracy and loss in Neural Random Forest with each test cycle

Figure 8 offers a comprehensive comparison by
juxtaposing the accuracy and loss curves in a single
graph. This graph provides a visual representation of the
trade-off between accuracy improvement and loss reduc-
tion as the Neural random forest undergoes training iter-
ations. The interplay between accuracy enhancement and
loss minimization is pivotal in assessing the Neural ran-
dom forest convergence and overall model performance.
By presenting these visualizations, valuable insights into
the learning dynamics and convergence patterns of the

Neural random forest within the diet recommendation
system are gained.

In summary, the outcomes emphatically underscore
the pivotal role of the Neural random forest within the
diet recommendation system. The precision, accuracy,
and predictive abilities emphasize its potential to offer
highly personalized dietary guidance to individuals with
cardiac health concerns, underscoring the influential im-
pact of ML in healthcare.
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Fig. 8. Comparison of model Accuracy and Loss in Neural Random Forest
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6.2. Implementation

The implementation of the system’s recommenda-
tions involves pilot testing with a selected user group to
observe their adherence and experiences. Longitudinal
studies monitor health parameters over time, comparing
the group following the system’s recommendations with
a control group. Data on health metrics such as blood
pressure, cholesterol, and weight are collected before and
after implementing the recommendations. User feedback
regarding satisfaction, taste, and ease of implementation
was gathered. Safety is a priority, with continual moni-
toring of adverse effects. Based on observations and
feedback, the system’s recommendations are refined to
better suit user needs. Ethical guidelines are strictly fol-
lowed to ensure privacy and confidentiality. This imple-
mentation process allows for validation of the system’s
effectiveness, safety, and user satisfaction, leading to
continuous improvements for better cardiac health man-
agement.

Conclusions

The researched method stands out as a ground-
breaking approach to enhancing dietary recommenda-
tions for cardiac health, demonstrating quantifiable ben-
efits and increased accuracy compared with traditional
methods through a machine learning-driven framework.
The fusion of neural network-based classification with
nutrient analysis represents a key scientific breakthrough,
resulting in a more comprehensive understanding of in-
dividual dietary needs and providing highly accurate,
personalized suggestions. The system’s trustworthiness
is upheld by stringent data protection measures, ensuring
user information confidentiality. Beyond its technical
prowess, the method adopts a sophisticated and holistic
approach by integrating diverse datasets, including food
recipes, ingredients, and nutritional information. This en-
ables the system to tailor recommendations based on us-
ers’ tastes and health needs, identifying both beneficial
and harmful nutrients. The meticulous curation of da-
tasets, advanced classification methodologies, and com-
mitment to user safety position this method as a revolu-
tionary advancement in personalized dietary guidance for
cardiac health, offering a comprehensive and innovative
solution to enhance overall wellness.

Future endeavors could entail algorithm parameter
fine-tuning for optimized performance, integrating user
feedback for refinement, and incorporating continuous
health monitoring for dynamic recommendations.
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TOYHA KAPAIOAIETA: TPAHCO®OPMALSI CEPHEBOT'O JOTJVISIAY 3A JOITOMOI'O1O
JETNYHUX PEKOMEHJAIIN HA OCHOBI ITYYHOI'O IHTEJIEKTY

Ilaxaoam Xowen Mo3, Mo. Any Xocen, Mo. Hypna6i Coxaz Canmo,
Ck. Hlanayooin Kabip, Mo. Hacim Aounan, Caio Mo. I'anio

[Ipenmerom IBOTO TOCIIHKEHHS € BUPIIIEHHS TPOoOIeMH TI100aIbHOI 3aTp03H 3/I0POB’ 0, SKY CTAHOBIIATH CEp-
[IEBO-CY/IMHHI 3aXBOPIOBAHHS, SIKi OCTAaHHIM 9acOM CTaJli OCHOBHOIO MPHYHWHOI0 CMEPTHOCTI. MEeTOr0 JOCITiHKEHHS €
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PpO3po0Ka KOMIDIEKCHOI CUCTEMH PEKOMEH/IAIIIH MO0 JIETH, CIICIliaTbHO PO3POOIICHOT IS cepIieBUX marfieHnTiB. Oc-
HOBHHUM 3aBJIaHHSM € JIOIIOMOTa SIK JIiIKapsM, Tak 1 MaImieHTaM y po3po0ili e(eKTUBHUX Ji€TUYHUX CTpaTerii A 00-
pOTHOH i3 CEepIICBO-CYAMHHUMHY 3aXBOPIOBaHHAMU. [[JIsl TOCATHEHHS I1i€1 METH JTOCIIPKEHHS BUKOPHCTOBYE MOYKITH-
BOCTI MammuHHOT0 HaBuaHHs (ML), o6 oTpuMaTH miHHY iHGOpMAIIifo 3 Benukux HabopiB manux. [lixxix nependayae
CTBOPCHHS CKJIQJHOI CHCTEMH PEKOMEH/IAIliH MO0 TI€TH 3 BAKOPUCTAHHAM Pi3HOMaHITHUX METOJ[IB MAIIMHHOTO Ha-
BuaHHA. L[i MeTOM peTenbHO 3aCTOCOBYIOTHCS IS aHANI3y JaHWUX, BU3HAYCHHS ONTHMAJIbHOTO BHOOPY MIETH IS
JIOJICH 13 3aXBOPIOBAHHAMU CEPI. Y TOMIYKaxX Ji€BUX JiETHUYHUX PEKOMEHIAIIN 3aMiCTh KJIaCTepH3allii BHKOPUCTO-
BYIOTBCS anropuTMu Kinacudikartii. [i anroputMu kiacudikyrTh MIPOAYKTH K «KOPUCHI TS ceplisny ab0 «HE30POBi
JUTSL CepIis», BIAMOBIAHO 10 KOHKPETHUX MOTPeO CepleBO-CYIMHHMX MalieHTiB. KpiMm Toro, 1e JoCiKeHHs 3arian0-
JIIOETHCA B CKIIAJHY OTUHAMIKY MK PI3HHMM XapuoOBHMH MPOIYKTaMH, JOCITIIKYIOUM TaKi B3a€MOIii, IK HACIIIKH
MTO€THAHHS O1TKOBOI Ta BYIIIEBOMHOI AieT. L{e MocimimkeHHs CTyTye IISHTPOM TS TIOTIHOJICHOr0 aHaJli3y TaHuX, IPpo-
MTOHYFOUY TOHKI MOTJISN Ha CXEMHU Xap4yBaHHS Ta IX BIUIMB Ha 3710poB’s cepiisd. OCHOBHUM METOJIOM y CHCTEMI pe-
KOMEHJIAIIii IO0 Ji€TH € BIpoBapkeHHs anroputMy Neural Random Forest, sikuii ciyrye Hapi>KHUM KaMeHEM IS
CTBOPEHHS IHAMBIIya bHUAX JI€TUUHUX porno3uiliil. [1]06 3a0e3neunT HaaidHICTh 1 TOUHICTh CHCTEMH, TPOBOUTHCS
MOPIBHSUTbHA OIIHKA 33 YJYACTIO IHIIMX BiJOMHX aJITOPUTMIB MAIIMHHOTO HABYaHHS, a caMe: BUIIaIKOBOTO JIiCy, Hal-
BHOro balieca, omopHOi BEKTOPHOI MAIllMHK Ta JepeBa pillieHb. Pe3ynbTaT MOoro aHami3y MmigKpeciIioe mepepary 3a-
MIPOTMIOHOBAHOI CHCTEMH Ha OCHOBI HEHPOHHOTO BHIIAJKOBOI'O JIICY, IEMOHCTPYIOUYM BHUIIY 3arajibHy TOUHICTh y Ha-
JTAaHHI TOYHUX TIETHIHAX PEKOMEHIAIH MOPIBHIHO 3 aHajoraMu. Ha 3aBepIieHHs 11e JOCiIKeHHS IPECTaBIISIE PO-
3IIUPEHY CUCTEMY PEKOMEHIAITIH 11010 IIETH 3 BUKOPUCTaHHAM ML, sika MOTCHIIIHHO MOYKE 3HAYHO 3HU3UTU PH3HK
CEepLIeBHMX 3aXBOpIoBaHb. Hamarounm pexoMeHaallii o0 Ji€TH Ha OCHOBI JIOKa3iB, CUCTEMA MPHUHOCUTH KOPUCTH SIK
MEIUYHUM TIpalliBHUKaM, Tak 1 MallieHTaM, IEMOHCTPYIOUH TpaHchopMalliiiHy 3aaTHicTh ML B 0XOpOHI 3710pOB’s.
JlocnipKeHHs MiAKPECTIOE BaXIIMBICTh PETENILHOTO aHalli3y AaHUX JJIsl YTOYHEHHS JIETUYHHX PillleHb JUIs JIIoAeH 13
3aXBOPIOBAHHIMH CEPIISL.

KuiouoBi ciioBa: pexoMeHzaalil MO0 AI€TH; CEPIIEBO-CYAMHHI 3aXBOPIOBAHHS, JIOTJISL 32 CEpIeM; MalllMHHE
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