54

ISSN 1814-4225 (print)

Radioelectronic and Computer Systems, 2023, No. 2(106) ISSN 2663-2012 (online)

UDC 612.741.1:519.876.5

doi: 10.32620/reks.2023.2.05

Eugene FEDOROV, Olga NECHYPORENKO, Maryna CHYCHUZHKO,
Vladyslav CHYCHUZHKO, Ruslan LESHCHENKO

Cherkasy State Technical University, Cherkasy, Ukraine

NEURAL NETWORK-BASED METHODS FOR FINDING THE SHORTEST PATH
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Nowadays, solving optimizations problems is one of the tasks for intelligent computer systems. Currently, there
is a problem of insufficient efficiency of optimizations tasks solving methods (for example, high computing time
and/or accuracy). The object of the research is the process of finding the shortest path and establishing
associative connections between objects. The subject of the research is the methods of finding the shortest path
and establishing associative connections between objects based on neural networks with associative memory
and neural network reinforcement training. The objective of this work is to improve the efficiency of finding the
shortest path and establishing associative connections between objects through neural networks with associative
memory and neural network reinforcement training. To achieve this goal, a neuro-associative method and a
neural network reinforcement training method was developed. The advantages of the proposed methods include
the following. First, the proposed bi-directional recurrent correlative associative memory, which uses hetero-
associative and auto-associative memory and an exponential weighting function, allows for increasing the
associative memory capacity while preserving learning accuracy. Second, the Deep Q-Network (DQN)
reinforcement learning method with dynamic parameters uses the e-greedy approach, which in the initial
iterations is close to random search, and in the final iterations is close to directed search, which is ensured by
using dynamic parameters and allows increasing the learning speed while preserving learning accuracy.
Conducted numerical research allowed us to estimate both methods (for the first method, the root mean square
error was 0.02, and for the second method it was 0.05). The proposed methods allow expanding the field of
application of neural networks with associative memory and neural network reinforcement learning, which is
confirmed by their adaptation for the tasks of finding the shortest path and establishing associative connections
between objects and contribute to the effectiveness of intelligent computer systems of general and special
purpose. Prospects for further research are to investigate the proposed methods for a wide class of artificial
intelligence problems.

Keywords: reinforcement learning; neural network; associative memory; establishing associative connections
between objects; finding the shortest path.

Current status

At present, reinforcement learning is actively
used [3, 4] to solve optimization problems by finding the
shortest path in addition to metaheuristic methods [1, 2].

Introduction

Motivation
Nowadays, the relevant task is to develop methods

aimed at solving problems of finding the shortest path
and establishing associative connections between
objects, which are used in intelligent computer systems
of general and special purpose. An application of such
methods may be to determine the location of a product in
a warehouse based on its characteristics and to find the
shortest path to it.

Accurate methods for solving problems of finding
the shortest path and establishing associative connections
between objects have high computational complexity.
Methods based on local search have a high probability of
hitting the local extremum. Methods based on random
search do not guarantee convergence. This raises the
problem of insufficient efficiency of methods problems
of finding the shortest path and establishing associative
connections between objects, which needs to be solved.

The main directions of single-agent learning with
reinforcement are:

— dynamic programming [5, 6];

— adaptive dynamic programming [7, 8];

— Monte-Carlo [9, 10];

— Temporal-Difference Learning [11, 12];

— policy-based methods [13, 14];

— actor-critic methods [15, 16].

There is also multiagent reinforcement learning,
which usually uses temporal-difference learning.

Existing reinforcement learning methods have one
or more disadvantages:

— a priori knowledge needed about the probabilities
of transitions between states and a priori knowledge
about the rewards for transitions between states because
of action [17, 18];
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— there is no way to directly optimize the action
selection policy and the cost function calculating
policy [19, 20];

— a large number of interactions between the agent
and the environment [21, 22];

— converges to a global optimum only in the case of
a finite number of actions and states [23, 24];

— susceptible to undertraining [20, 21];

— susceptible to overtraining [22, 24];

— update the value of the cost function only after
receiving the entire trajectory (a sequence of state-action-
reward triplets) [19, 20];

—requires several long trajectories [17, 21].

This raises the challenge of building effective
reinforcement learning methods.

At present, methods based on associative neural
networks play an important role in solving problems and
establishing associative ~ connections  between
objects [25, 26]. Methods based on associative neural
networks can be divided into methods with associative or
hetero-associative memory [27].

Existing neuro-associative methods have one or
more of the following disadvantages:

1. Do not have an associative memory [28, 29].

2. Do not have hetero-associative
memory [30, 31].

3. Do not work with floating point data [32, 33].

4. Do not have a high capacity for associative
memory [30, 34].

5. Not very accurate [29, 30].

6. Have high computational complexity.

This raises the challenge of building effective
neuro-associative methods.

Objectives

The object of research. The process of finding the
shortest path and establishing associative connections
between objects.

The subject of research. Methods for finding the
shortest path and establishing associative connections
between objects based on neural networks with
associative memory and neural network learning with
reinforcement.

The purpose of this work is to improve the
efficiency of finding the shortest path and establishing
associative connections between objects through neural
networks with associative memory and neural network
learning with reinforcement.

To achieve this goal, it is necessary to solve the
following tasks:

1. Create a neural network method and establishing
associative connections between objects.

2. Develop a neural network learning method with
reinforcement to find the shortest path.

3. Conduct a numerical study of the proposed
optimization methods.

1. Problem statement

The problem of improving the efficiency of
establishing associative connections between objects and
solving the problem of the shortest path is reduced to the

problem of finding a vector of parameters w , that
satisfies the criterion of the adequacy of the artificial
neural network based on associative memory and neural
network model of the state-action cost function and
represented in the form

18 5 .
F== f(x,,W)-d —min,
Pzi((“ )—dy) i

i.e., deliver a minimum of the root-mean-square error
(the difference between the model output and the desired
output), where P —test set power, x,— p-th training input

value, du .— p-th training output value

2. Neural network-based method
for establishing associative connections
between objects

Variable generation

Characteristics of objects (parameters) - these are
distinctive properties and characteristics of objects,
quantitative and qualitative data about them.

For example, in the case of a warehouse the
following main parameters were selected as input
variables characterizing the goods: article, brand, name,
product grouping, size, volume, weight, composition,
shelf life, price, consumer characteristics, and quantity.

In the case of a warehouse as input variables that
characterize the location of goods, may be chosen the
following basic parameters of goods in the warehouse:
sector, cell, container, shelf, box. Requirements for
specifying characteristics:

— the minimum number of characteristics for a
product — 3;

— the main characteristics necessary for the
selection and identification of goods must be specified;

— it is obligatory to indicate belonging to a class,
group, subgroup, type of goods;

— characteristics are filled out in the same language;

— the maximum allowed number of characters for
the characteristic value — 255 (including spaces).

Input and output variables are represented in bipolar
or binary form.
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Block diagram of a neural network model of
bidirectional  recurrent correlated associative
memory

Figure 1 shows a block diagram of the bidirectional
recurrent correlation associative memory proposed in the
work (BRCAM), which is a recurrent artificial neural
network (ANN) with one hidden layer.

Fig. 1. Bidirectional recurrent correlative associative
memory (BRCAM)

Implements hetero-associative memory (its element
is represented by a pair of patterns(m,,my), my #m,)
and auto-associative memory (its element is represented
by a pair of samples (my,my), my =m, ) and restores

the memorized sample pair (my,my) on a key sample

m, , corresponding to the first vector x, or by a key
sample my, corresponding to the second vector d.

The basic BRCAM options are as follows:
1. Correlation matrix associative memory (CMAM)

with linear weighting function f(s) =s, which is similar
to the Hopfield neural network. Memory capacity

N or0.14N.
2InN

2. High-order correlative associative memory
(HOCAM) with a step function of weighting f(s)=s?.

(number of pairs (my,my) ) is

The memory capacity (number of pairs (m,,my)) is N
3. Exponential correlative associative memory
(ECAM) with indicative weighing function f(s)=a° .

Memory capacity (number of pairs (m,,my)) in the case

of a=2 or N>1+a? is 2V,

The most important property of BRCAM is that the
same ANN with the same link weights can store and
reproduce several memorized samples.

BRCAM has the following advantages:

1. Used to restore sample pairs.

2. Provides a good generalization quality (the
submitted sample may be noisy or have missing
information).

3. No need to determine the number of hidden layers
(one hidden layer).

4. Does not require determining the number of
hidden layer neurons (coincides with the number of
training samples).

5. Parameter identification is done in one iteration,
so the parameter and structure adaptation is fast.

This study proposes a discrete bi-directional
recurrent correlative associative memory (DBRCAM)
and a continuous bi-directional recurrent correlation
associative memory (CBRCAM).

DBRCAM and CBRCAM training uses one-step
learning.

CBRCAM uses Leaky Integrate and Fire (LIF)
neurons,

The LIF neuron model is represented as

du
C-Ra_—u(t)+ I(t)R

or
du
—=—u(t)+I(t)R ,
Tt u(t) +1(t)

where t — time constant,
C — capacity,
R — resistance,
u(t) —voltage,
I(t) —amperage.

The identification of ANN DBRCAM and
CBRCAM model parameters (storage phase)
A training set is specified

£05,d) 1x; 13N d; e 13V}
P —training set power. Weights of forward and backward

jelL,N® |

initialized wj =X;; , ielLN* ,

connections are
jeLN® , vji=dji, ieLNY, jel,N® , where N* -

sample length m, , where NY — sample length my ,

N® — the number of neurons in the hidden layer.
Note. In the case of binary data Xy =2%, -1,

d,;=2d,-1.

o o

Model of ANN DBRCAM operation (recovery

phase) (by vector x restoring the m, sample and

my sample)

1. z;0)=x; (if x bipolar) or z;@1) =2x; -1 (if x

binary), iel, N*, n=1.
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NX
2.5j(n+1) = f(Zw” (), jeLND,

where f(s) — weighing function.
NO
3. yi(n+1) =sgn( > vyis(n+1) i€LNY .
j=1
NY

4.sj(n+1) = f(ZvJ,y,(n+1)), jeLN® .
i=1
NO
5. z; (n+1)—sgn(z wisj(n+1))» i€l N
=1

NX
6.1f > |zj(n+1)—z;(n)|>0, then n=n+1, move
i=1
to step 2.
The results are m, = (Y1 V) and

My = (23,012 x) samples.

Model of ANN DBRCAM operation (recovery
phase) (by vector 9 restoring the m, sample and
my sample)

1. y]-(l):dj (if d bipolar) or yj(l):Zdj—l (if d
binary), jem, n=1.

NY
2.5;(n+) =FQ vjivi(n) . jet LND
i=1
where f(s) — weighing function.

N®D
3. z; (n+1)_sgn(z wisj(n+1))» i€l N

NX
4. 5(n+1) = f(Zw” (), jeLND.

NE
S yi(n+1) =sgn( > vjisj(n+1), i€l LNY.
=1

NY
6.1f > |yj(n+1)-y;(n)|>0, then n=n+1, move

=1
to step 2.

The results are  my=(yp,.., Yy) and
My = (24, Zx) samples.

Model of ANN CBRCAM functioning (recovery
phase) (by vectorx restoring the m, sample and my

sample)

1. z;(At) =x; (if XE[—l,l]NX ) or z;(At) =2x; -1

. N —
(if xe[0,2]™ ), ieL,N*, sj(A) =0, jel,N®, t=At.

2.

sj(t+At) = (1——Js (t)+— [ZW,Jd)(Z (t))JR,

je m )
(s)=tanh(s),

where At — quantization step, 0 <At <1,

T — time constant (usually is 1),
R — resistance (usually is 1),

¢ —activation function.
3.

NO
yi(t+At):[1—ATj (t)+At[2vJ,f(s (t+1))] ,

iel,NY,

where f(s)
4.

— weighing function.

5j(t+A) = (1——js (t)+§[zvj,¢(y, (t))]R ,

jel,N® .
5.

ND
2,(t+At) = [1——jz (t)+§{ > wif (s (t))]R ,

iel N*.
NX
6. If > |z(t+At)-z;(t)|>e , then t=t+At,
i=1
move to step 2.

7. z; =sgn(d(z; (t+ At))) , iel,N*.

The results are m, =

My = (24, Zx) samples.
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Model of ANN CBRCAM functioning (recovery
phase) (by vectord restoring the m, sample and my

sample)

1 7, aty —d; (if de[-L1N ) or z(at) = 2x; -1

. y — —_—
(if de[0.1V ), ieLNY, 5;(A) =0, je1,N®, t=at.

2.5j(t+At) = [l——js t)+— [Zvj,q)(y,(t)))R,

jelLN®,
¢(s) = tanh(s) ,

where At — quantization step, 0 <At <1,
T — time constant (usually is 1),
R — resistance (usually is 1),
¢ —activation function
3.

N
7,(t+ At) =(1—A7j (t)+§{ > wiif(s; (t+1))}

, e, N,
where f(s)
4.

sj(t+At) = (1——)5 (t+— [ZW,J¢(Z (t))}R,

— weighing function.

jel,NOD .
5.

NO
yi (t+Ab) :(1_%) (t)+§[ > vt s, (t))JR,

iel,NY.
NY
6. If D |yj(t+At)-y;(t)[>e , then t=t+At,
i=1
move to step 2.

7. y; = sgn(@(y; (t+AD)), i L NY .

The  results my = (yl,...,yNy)

are and

my =(zl,...,zNX) samples.
3. A neural network learning method
with reinforcement to find the shortest path

Consider the problem of finding the shortest path as
the problem of finding the shortest path in a rectangular
world of tiles (Tileworld). All cells of this world are

squares of the same size and can be tiles or obstacles
(traps/pits are not used). Moving is possible only on tiles,
and from the current tile you can move only to the tile of
its neighborhood, which is the Neumann neighborhood
(Fig. 2). A tile can be visited no more than once. In the
world of tiles there is one source tile and one target tile.
Find the shortest path from the source tile to the target

' i
l

Fig. 2. Example of all admissible motions
on Neumann neighborhood tiles

\ 4

Let a multilayer perceptron of the following form
be chosen as a model of the state-action cost function

0) _

20 =5}, je150,

]

()
20 :f(')[b(k') S ngzgk—n} ke1s® 1eit 1,
=L

S(L-1)
Y = 2V —b(L)+ Z w2+, ke1s®,
=

where s —the number of neurons in the | layer,
L —number of layers,

b - offsets (thresholds),

W(klj) — Weights,

£() _ activation function.

Usually, they are limited to two hidden layers, and
the number of neurons in the hidden layer coincides with
the number of neurons in the input layer.

For the DQN method with dynamic parameters the
neural network can be represented as

Yk =Qo(s.k), ke1,s),

b(L)

=W,
where 0 = (b, .. oL

w® w® oy

(L D) vector of

parameters.

For this method, each state corresponds to the cell
of the tile world in which the agent is.

Applied to the world of tiles:

s(® — the number of cells of the tile world,

5@ =|S|, | S|= height*width ,
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s — the number of possible actions of an agent,

s gAl,

s — a binary state vector with one 1 (1 corresponds
tos),

y — vector of values of the state-action cost
function,

height — the height of the tile world in cells,

width — the width of the tile world in cells,

Qq (s, k) — state-action cost function.
The method consists of the following steps:
1. Initializing.

1.1. Initializing neural network parameter vector ¢
by means of uniform distribution on the intervals (0,1) or
[-0.5, 0.5].

1.2. We specify a discrete set of states (cells) S.

1.3. A discrete set of actions is specified A.

1.4. Parameters are set ¢™" e for e-greedy
approach, 0<gMn <M 1, parameters yM" M
(determine the importance of future rewards),

0<Ymin<ymax<1.

1.5. The reward is initialized R(s,a) .

For example, the following rules are used:
— if the agent has moved to a tile cage, then

R(s,a)=0;
— if the agent moved to the target cell, then
R(s,a)=1.

2. Iteration number n=1.
3. The parameters are calculated

(eM _Smin) n-1 ,

max
e(n)=¢ —
(n) N1

y(n) =y™" 4 (" fvmi”)::l—:ll :

4. Time moment number t =1.

5. The initial state is observed (cell) s, , which is
converted into an initial state vector s, .

6. Selects an action a, for the transition from the

state wvector s, , using the e-greedy policy (if

U(0,1) < g(n) , Where U(0,1) — a function that returns a
uniformly distributed random number in the range [0,1],
then select the action a, randomly from a set of actions

A, else a; =arg max Qg (s¢,c) )-
ceA

7. Remuneration R(s;,a,) is observed and a new
state (cell) s,,,, which is converted into a vector of a new
state s, -

For example, in the case of four agent actions (up,
down, left, right) the following rules are used for the
Neumann neighborhood:

— if the action a, corresponds to the upward

movement and the states, does not match the cell in the

first line of the map, then the agent goes to the state of
St+1, Which corresponds to the cell at the top s;;

— if the action a, corresponds to the downward

movement and the state s, does not match the cell in the
last line of the map, then the agent enters the state of S,

which corresponds to the cell from below s, ;
— if the action a, corresponds to the movement to

the left and the state s, does not match the cell in the first
column of the map, then the agent enters the state of Su1,

which corresponds to the cell on the left s, ;
— if the action a, corresponds to the movement to

the right and the state s, does not match the cell in the
first column of the map, then the agent enters the state of
st,1» Which corresponds to the cell on the right s, .

8. The Q target value is calculated:
— if an agent has moved into the tile cage, then,
using a greedy policy

Go(st,at) = R(st,a¢) +v(n) max Qo (St41,€) »

— if the agent moved to the target cell, then
Gg(st.ap) =R(sy,ay) -

9. The vector of state-action cost function values is
calculated

k:at

dtk:{Ge(Spat)x KeA.

Qe (St ’ k),

k = a;

10. A neural network is training (a vector of

parameters is determined¢ ) on one training epoch (e.g.,
based on the gradient descent method), with the training
input data being the s, vector, and the training output

being the d, vector

9:6+nV9 (dt —Qe(st,at))z .
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target cell, then t=t+1, move to step 6. (manage discounting).
12. If the current iteration is not the last iteration, Dependence of the parameter y(n) is defined as
i.e. n<N , then increase the iteration number, i.e.  y(n)=y™" 4 (y M —yMin) :1:11 and is shown in Fig. 3.
n=n+1, move to step 3, stop otherwise. Dependence of the parameter ¢(n) is defined as
_ &(n) = ™ _ (g™ _gminy N=1 and s presented in

4. Experiments N-1
Fig. 4.

Numerical investigation of the proposed methods
was performed using the Python package.
For the reinforcement learning method, the value of

The results of the comparison of the proposed bi-
directional recurrent correlation memory (BRCAM) with
bi-directional associative memory (BAM) based on the
mean square error criterion and capacity on the standard

the parameters ¢™" =0.1e™ =0.9 (manage the &  TIMIT database are presented in Table 1

gamma(n)

ro(n), eps(n)

1.1 +

0.9 +
0.8 4+
0.7 +
0.6 4+
0.5 +
0.4 4+

0.2 4+

Fig. 3. Dependence of the parameter y(n) on the iteration number n

1.1 —

0.9 4=

Fig. 4. Dependence of parameters g(n) from the iteration number n
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Table 1
Comparison of the proposed BRCAM neural network
with a traditional BAM neural network

F (Root-mean-square Capacit
error of the method) pacity
BRCAM BAM BRCAM BAM
0.02 0.02 o N
2InN

The results of the comparison of the proposed
reinforcement learning method DQN with dynamic
parameters and the traditional DQN method based on the
mean square error criterion and the number of iterations
on the standard database
https://digitalcommons.du.edu/gridmaps2D, which is
described in [31], are presented in Table 2.

Table 2
Comparison of the proposed method
with the traditional DQN method
F (Root-mean-square
error of the method)

suggested
0.05

Number of iterations

current
4050

current
0.05

suggested
420

5. Discussion of the results

Advantages of the proposed methods:

1. The proposed bi-directional recurrent correlative
associative memory (BRCAM), which uses hetero-
associative and auto-associative memory and an
exponential weighting function, allows increasing the
capacity of associative memory while maintaining
learning accuracy (see Table 1).

2. The reinforcement learning method DQN with
dynamic parameters uses e-greedy approach, which in
the initial iterations is close to random search, and in the
final iterations is close to directed search. This is ensured
by the use of dynamic parameters and allows increasing
the learning speed while maintaining the learning
accuracy (see Table 2).

The dependence (see Fig. 3) of the parameter y(n)
on the iteration number n shows that its share increases
with increasing iteration number.

The dependence (see Fig. 4) of the parameter g(n)
on the iteration number n shows that its share decreases
with increasing iteration number

6. Applications

The proposed bi-directional recurrent correlation
memory (BRCAM) method, applied to the standard
database TIMIT, provided inventory determination with
a mean square error of 0.02 at a capacity of 2V (see
Table 1). A specific feature of this database is its focus
on objects with several characteristics, an example of
which would be goods in the warehouse.

The proposed reinforcement learning method DQN
with dynamic parameters, applied to the standard
database  https://digitalcommons.du.edu/gridmaps2D,
ensured finding the optimal path to the stock of goods in
the warehouse with an average square error of 0.05 with
420 iterations (see Table 2). A specific feature of this
database is its focus on the cellular world, an example of
which would be a warehouse of goods.

Future studies will investigate the proposed
methods not only on standard databases but also on the
warehouse.

Conclusions

1. To solve the problem of insufficient efficiency of
finding the shortest path, the existing methods of
statistical and machine learning were investigated. These
studies have shown that by far the most effective are
neural network methods.

2. Modification of the recurrent correlative
associative memory allowed using this neural network
for hetero-associative memory, and the indicative
weighting function allows increasing the capacity of
associative memory, which stores the characteristics of
objects and their location.

3. The modification of the DQN method using
dynamic parameters makes it possible to increase the
speed of finding the shortest path.

Prospects for further research are to investigate
the proposed methods for large inventory warehouses.
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HEHPOMEPE)XEBI METO/IM ITOIIYKY HAMKOPOTIIUX IIJISIXIB
TA BCTAHOBJIEHHSA ACOUIATUBHHUX 3B’SI3KIB MI’K Ob’€EKTAMU

€Eezen Deoopos, Onvea Heuunopenxo, Mapuna Quuysrcko,
Bnaoucnae Quuysicko, Pycnan Jlewenko

Ha choroamHimHiii AeHb A0S IHTEIEKTYyalbHUX KOMITIOTEPHHX CHUCTEM 3aralibHOro Ta CIIeliajbHOro
MPU3HAYEHHS AKTyaJlbHUM € pO3B'A3yBaHHsS ONTUMI3alliiHUX 3amad. Huni icHye npoOiiemMa HeIOCTaTHBOI
e(eKTUBHOCTI METOJIIB PO3B'sI3aHHS ONTUMI3AIIHUX 33124 (HANPUKIIA, BEIUKUIA Yac Ta/abo TOUHICTh OOYUCIICHB ).
OO0'exTOM JOCTIDKEHHSI € TPOIEC MOUIYKY HAMKOPOTIIMX IUISXIB Ta BCTAHOBIICHHS aCOIIATUBHHUX 3B’S3KIB MIX
o0'extamu. IIpeameroM OCTIIKEHHS € METOAM IOIIYKY HAWKOPOTIIMX HUISAXIB Ta BCTAHOBJICHHS acCOLiaTHBHHX
3B’S3KiB MK 00'€KTaMH Ha OCHOBI HEHpPOMEpEeX 3 ACOIIaTHBHOIO MaM'SATTIO Ta HEHPOMEPEKEBOro HABUAHHS 3
HiAKpirieHHsIM. MeToro po0GOTH € MiJBHINEHHS e(pEKTUBHOCTI MOIIYKY HAWKOPOTIIMX HUISXIB Ta BCTAHOBJICHHS
ACOIIIaTHBHUX 3B’S3KiB MIX 00'€KTaMH 32 pPaXyHOK HEMpOMEpeX 3 acOIliaTHMBHOIO ITaM'ATTIO Ta HEHpOMEepex eBOro
HABYAHHA 3 I IKPiTUIeHASM. J{J151 JOCATHEHHS IOCTABIEHOI METH B pO0OTi OyII0 CTBOPEHO HEMPO-aCOIliaTHBHUN METO]
Ta po3poOICHO METO HEHPOMEpPEKEBOT0 HAaBYAHHS 3 MiAKPiUIeHHsAM. J{o mepeBar 3arponoHOBaHUX METOZIB MOXKHA
BimHecTH HactymHi. [lo-mepire, 3ampornoHOBaHa IBOCHPSMOBAaHA JIBOHAIPaBJieHA PEKYpeHTHa KOpesliiHa
KOpeIAIiifHa acoIliaTHBHA ITaM'sTh, III0 BUKOPHCTOBYE T€TEPOACOIIaTUBHY Ta aBTOACOIIATUBHY IaM'ATh i TIOKa30BY
(YHKIIO 3Ba)KyBaHHS, Ja€ 3MOTY IiABUIIUTH MICTKICTh ACOI[IaTHBHOI MaM'sTi 3a 30€pe:KeHHs TOYHOCTI HaBYaHHS.
[o-gpyre, y MeToni HaB4aHHA 3 MiAKpimwieHHsM DQN 3 muHaMivHIMHA TTapaMeTpaMy BUKOPHUCTOBYETHCS €-KaIi0OHUN
TIX1], SKAHA Ha TOYaTKOBHX iTepallisx OMM3BKUI IO BUITAJKOBOTO MOMTYKY, a HA 3aKIIFOYHHX iTEpallisax OTM3BKUHA 10
HATPaBJICHOTO TIOMIYKY, IO 3a0e3MedyeThCsl BUKOPUCTAHHSAM ITUHAMIYHHX TapaMmerpiB i Ja€ 3MOry IIiABHIUTH
IIBUIKICTH HABYAHHS 32 YMOBHU 30epeXeHHS TOYHOCTI HaBYaHHSA. [IpoBeneHe YrceNbHE AOCHIHKEHHS a0 3MOTY
OILIHUTH O0HIBAa METOAM (IJIs MIEPIIOro METOAY CepeNHbOKBaapaThdHa moMmika craHoBmwra 0,02, a mis apyroro
Metoxy craroBmiaa 0,05). 3amponoHOBaHI METOAM NAIOTh 3MOTY PO3IIMPHUTH cdepy 3aCTOCYBAHHS HEUpOMEpex 3
ACOIIIaTHBHOIO TAaM'ATTI0 Ta HEWPOMEPEKEBOTO HABYAHHSA 3 MIAKPIIUICHHSIM, MIO MIATBEPIKYETHCA iXHBOIO
aJanTaIi€ero 10 3a71ad BCTAHOBIICHHS aCOIiaTUBHUX 3B’S3KiB MK 00'€KTaMH Ta MOIIYKY HAWKOPOTIIMX HUIAXIB, Ta
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CIIPHSIIOTH ITiIBUIICHHIO €(EeKTUBHOCTI IHTENEKTYaJIbHUX KOMITTOTEPHHX CHCTEM 3arajlbHOro Ta CIIEIiajbHOro
npu3HadeHHs. [lepcrekTHBH MOAaNIbIINX JOCIIIKEHb ITOJNSATAIOTh Y JOCHIPKEHH] 3allpOITOHOBAHMX METO/IB IS
IIMPOKOT'0 KJIAcy 3a/]iad ITYYHOT O IHTEIEKTY.

Knaro4oBi cioBa: HaBuaHHS 3 TiAKPIIUIEHHAM, HEHpoMepeXka; acolliaTMBHA I1aM'sTh;, BCTAHOBJICHHS
acoiaTHBHUX 3B’ SI3KiB MDX 00'€KTaMU; MOIIYK HAHKOPOTIIOTO IIISIXY.
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