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MODELING AND ESTIMATING THE MODEL ADEQUACY
IN MUSCLE TISSUE ELECTRICAL STIMULATOR DESIGNING

The research object is the mathematical modeling of human skeletal muscle electrical stimulation characteris-
tics during therapy. The subject of research is mathematical models of electrical stimulation characteristics
that relate muscle contraction amplitude to the amplitude, the rate of stimulating effects, and other parameters.
The research purpose is to study such models, develop an algorithm for their correction and a method for es-
timating their adequacy. The methods used: mathematical modeling methods, methods of structural and para-
metric identification of models, optimization methods, methods for estimating the adequacy of models, and in-
terval methods. The results: an algorithm for muscle electrical stimulation characteristics mathematical mod-
els correcting during several sessions in case of their change is proposed; a method for estimating the model
adequacy area in the external variables space in order to control its adequacy is proposed; using the interval
mathematics methods to construct the adequacy actual area is justified; an interval estimating of the error in
modeling a certain output characteristic is introduced, that, in the case of characteristic monotonicity, allows
checking the adequacy maintaining by checking some inequalities. The results can be used in the design of
electrical stimulators and for determining the electrical stimulation effects of individual parameters during one
session or a series of sessions. The scientific originality: the interval mathematics methods for approximating
the mathematical model adequacy area in a hyperparallepiped and checking for nesting in the target area in
the external parameters space in order to control the adequacy during the model correction in electrical stimu-
lation is proposed and justified.

Keywords: electrical stimulation; skeletal muscle; mathematical modeling; area of adequacy; estimation;

interval methods; electrical stimulators designing.

1. Introduction

Recently, both in foreign and domestic scientific
literature, much attention has been paid to the issues of
electrical stimulation of human organs and tissues.

1.1. Motivation

Electrostimulation is a targeted impact of electrical
signals with a certain set of parameters that affect
contracted organs and tissues, replacing or supporting
natural electrical impulses passing through nerve fibers
[1,2]. A special place is occupied by electromyosti-
mulation aimed at striated (skeletal) muscles [3]. In this
case, there are conditions for starting or accelerating
metabolic processes, supplying tissues with blood and
oxygen [4, 5]. It is used in the processes of therapeutic
therapy and rehabilitation of patients, in the practice of
sports training, cosmetic procedures, and prosthetics [6,
7]. Technical means of electrical stimulation (electrical
stimulators) are usually focused on some standard
modes that do not always ensure efficiency, considering
the individual characteristics of patients [8]. Therefore,
it is advisable to have a priori information about the
electrical stimulation object that allows optimizing the
parameters of electrical stimuli. For this purpose, it is

necessary to adequately model the processes and
technical means of electrical stimulation.

1.2. State of the Art

A number of works are devoted to
electromyostimulation modeling issues [9]. For
example, in [10, 11] it is proposed to approximate the
amplitude and rate electrical stimulation characteristics
by polynomials of a certain degree in order to find the
optimal values of the stimulation parameters. In [12], an
analytical description of the muscle strength-duration
characteristic in normal and pathological conditions is
obtained.

However, during therapy, the characteristics type
can change, depending on the patient individual
characteristics, a particular muscle group, or the
stimulation technique used [13].

In some devices, a temporal algorithm for the
formation of an adequate duration of stimuli is
implemented. The duration of the stimulus is set in
accordance with the measured value of current
relaxation time in tissues under the electrodes. Periodic
repetition of the processes of measuring and adjusting
the duration of the stimulus allows you to maintain the
effectiveness of the impact during prolonged anesthesia
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because changing the stimulation parameters helps to
weaken the influence [14].

In this connection there is a need for a periodic
correction of the model used.

Thus, the research purpose is to study such
models, develop an algorithm for their correction and a
method for estimating their adequacy. For this purpose,
the use of methods of interval mathematics for
approximating the adequacy region of a mathematical
model in the form of a hyperparallepiped and checking
for nesting in a given region in the space of external
parameters in order to control the adequacy during the
correction of the model during electrical stimulation is
proposed and justified.

In general, the simulation requires the following
operations:

- selecting the properties that the model should
reflect;

- obtaining information about the properties se-
lected;

- the model structural synthesis;

— the model parameters numerical values deter-
mination to minimize the error of a model with a given
structure, i.e. min gu(X), XeXp, where X — model pa-
rameters vector; Xp — admissible area for changing pa-
rameters; em — model admissible error;

- estimating the adequacy and accuracy of the
model.

The following algorithm should be used; which di-
agram is shown in Fig. 1.

First, it is necessary to obtain the dependence of
contraction amplitude on the amplitude, stimulating
effect repetition rate, or their duration. It is discussed
below. Based on this, structural and parametric identifi-
cation of the model is carried out. At the stage of struc-
tural identification, possible approximating functions
are determined, the polynomial degree is determined
(with polynomial approximation), etc. At the stage of
parametric identification, the model specific parameters
(coefficients) are determined [15]. Further, specific op-
timal stimuli parameters are determined and stimulation
sessions are conducted. If the stimulation characteristics
is beyond control limits [16, 17], it is necessary to cor-
rect the model. First, by parametric identification, and if
at this stage the required accuracy is not obtained, struc-
tural identification should be re-performed (as shown
in Fig. 1).

Thus, before the start of each session, it is advisa-
ble to empirically determine the dependence of muscle
contraction amplitude on the stimulating current (or
voltage) amplitude and rate for each patient. Such de-
pendencies based on power relations are qualitative. In
addition, it is impossible to measure muscle contraction
amplitude.
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|
|
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Fig. 1. The diagram of the model
correction algorithm

2. Materials and methods of research

In this connection, an indirect method for deter-
mining the contraction amplitude using the electromyo-
gram signal is proposed [18]. For this, stimulating ef-
fects are supplied to the examined muscle and a stimula-
tion electromyogram is performed. For example, M-
responses can be used (with the M-response threshold
registration, maximum M-response at maximum and
super-maximum stimulation), the H-reflex parameters
analysis [8, 19] (Fig. 2).
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Fig. 2. M-response and H-reflex with increasing
strength of stimulation

The model should be as universal as possible, ade-
quate, and have sufficient accuracy and economy. Uni-
versality is determined by the model properties com-
plete display. The model accuracy depends on matching
experimental characteristics and parameters that are
calculated using the mathematical model. Adequacy
depends on the ability to display the object properties
with accuracy not below the admissible specified. Ade-
quacy that occurs only in a certain area of change in
external parameters is the area of adequacy (OA):

OA={Ql;m=<38}, ©)

where >0 — value of model maximum admissible error;
Q- vector of external parameters.

Such a region can be obtained using the methods
[20, 21]. An adequacy region has a complex configura-
tion, therefore check of accessory of the OA points re-
quires sufficient computational burden.

Examining the model in various aspects of its use,
there are several hierarchical levels of its properties.
The first level is formed by the properties of its compo-
nents, for example, the parameters (coefficients) of
functional dependencies. The second, the properties of
the model itself (the ability to display certain real pro-
cesses, and convert signals). Third, the properties of the
external environment (for example, the individual sig-
nals phase shifts impact, changes in the input signals
rate, their amplitudes, etc.).

Quantitatively, these properties are characterized
by the following parameters: internal, output and exter-
nal, respectively. Parameters form vectors

X:(Xl,...,xn)t, Y=(y11---1ym)t'
Q= (Gp.-0lk)"

that are elements of internal QI, output QO and external
QE parameter spaces, respectively.

3. Results

When constructing a model with a priori specified
ranges of changes in external parameters at some i-th
step, it becomes necessary to draw the resulting model
OA and check for nesting of required OA in it, typically
in the form of hyperparallelepiped

QPZ{QEQE/Qim'n <0 < Qipax i =1,_k}. @)

In addition to these inequalities, a point Q" in the
QE space is specified, where the model is constructed
and optimized in the internal parameters space accord-
ing to the minimum error criterion.

Designating the vector of output parameters de-
termined experimentally as Yp, = (Yp1-.Ynm)'. the

vector quantity

E=(e1,....6m)", ©))

where €j =(Yj —Ynj)/ Yy; — relative modeling error of

the j-th parameter, is the model accuracy estimation.
Vector estimation can often be replaced by a scalar
one:

ew =[] @

where |[E| is the vector norm.

The model adequacy area is understood to be such
a space area QE, for which the condition is satis-
fiede, <&, where 3 — the model maximum admissible

error, i.e.
OA={QeQE|g, <5}. 5)

In addition to the nominal OA (OAN) can be used
as OA in sensitivity (OAS). It can be used in optimiza-
tion tasks using first-order methods and is defined as

OAS={QeOAN|[B-Byli<s}. (6

B _| M a
Mk yni(Q)

relative sensitivity matrices.

The nesting of the given OA in the actual one
means the possibility of further simplifying the model
and increasing its computational efficiency within the
admissible error.
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Significant costs performing OA constructing combined extensions is that X®C X@ follows

stages and its approximation lead to the expediency of X0y f (X®),

having OA estimated approximations that allow check- f(X) function interval extension is an interval-

ing the match of the resulting OA with the target one.
As such an approximation, a hyperparalepiped approx-
imation based on interval methods is proposed.

Interval methods operate with scalar and vector
quantities that are finite intervals of real numbers. As
there are different approaches to interval mathematics,
for certainty, basic interval definitions and properties
[22, 22] are used.

If R — all real numbers are set, then the interval
A=[al,a2], al<a2, is a closed limited subset A of the set
R type of A=[al,a2]={x/(XxER)/\(al<x<a2)!. All
intervals set are I(R).

Two intervals A and B are equal when a;=b,
a,=h,. The order relation on the set I(R) is defined as
follows: A<B when a,<b;.

The intersection ANB of intervals A and B is emp-
ty if A<B or B<A, otherwise ANB=[max{ai,bi},
min{a,,b.}] € I(R). The width w(A) of interval A is the
value w(A)=a,-a;. The midpoint m(A) — is the half-sum
of the ends of the interval A: m(A)=(ai+a2)/2.

Interval addition and multiplication are associative
and commutative. The roles of zero and one are played
by the usual 0 and 1, which are identified with the de-
generate intervals [0,0] and [1,1]. If an operand is a non-
degenerate interval, the arithmetic operation result is
also a non-degenerate interval. The exception is multi-
plication by 0=[0,0]. Therefore, for a nondegenerate
interval A, there are no elements inverse to addition and
multiplication, since if A+B=0, AC=1, then A, B, C
must be degenerate. That is, subtraction is not inverse to
addition, and division is not inverse to multiplication:
A-A#0, A/A#1, when w(A>0). However, always
0eA-AleA/A.

The important property of interval arithmetic oper-
ations is the non-compliance of the distributive law is
the non-compliance of the distributive law - the equality
A(B+C)=AB+AC is not always the case. However, the
inclusion A(B+C)C AB+AC, called subdistributivity,
is always true. The main property of interval calcula-
tions is inclusion monotonicity.

The concept of combined and interval extensions
of a function is used. Let f — a function defined for
xeA=(As,...,An) with values in R or I(R). A function

joint extension f(X) is a function f(X):f(Xl,...,Xn),

Xic A, i=Ln, defined by the equality
f(X)= |J f(xq,-...xp), i =1n.

xeX

If f(X) — a continuous function, then

?(X)EI(R), for XC A. An important property of

valued function F of interval variables Xj,...,X, such
that:

FO) = F(Xqr- 2 Xpy) 2 FOXpo- - Xy) =
=FO) =X+ X)) i (Koo X)) € X5

F(X]_!"'!Xn) :f(X]_!-“an)! X| EXi,i :ﬁ-

An interval extension of a continuous real function
is inclusion monotone. For a real rational function, a
natural interval extension can be constructed. It does so
if all real variables are replaced by intervals, and real
arithmetic operations are replaced by interval arithmetic.
The natural interval extension includes the combined
extension.

Then QP is considered an interval vector

QP =(Qq..-Q)", )
where Q; =[Gimin Gimex b i=Lx.
Its width is:
W(QP) =[| w(Qy),-. . W(Q) Il 8

where w(Q;) is the width of the i-th interval.
The model equations

Fn(xn’Y’Qn)ZO; 9)
FM(XM'Y7 QM): 0, (10)

where F,,F, — the model operators, respectively, and

QM < Qn '

Replacing the vector components Q, with the cor-
responding interval vector components QP, from (9) the
interval equation, the solution of which by interval

methods gives the output vector interval value Y" with
components

Yi Z[YIni,y\r}iJ! i=1m, (11)
where y|},yy; — the lower and upper limits of the i-th

interval, respectively.
Equally, solving equations (10), the interval vec-

tor YM.
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Let us introduce an interval estimate of the error in
modeling the i-th output characteristic &j =[¢)j,&yil ,

wheregjj = (Vi =Y/ Vii+ evi = (Y0i =Yui)/ Yui —
the admissible errors corresponding to the lower and
upper limits of the interval of the i-th output characteris-
tic. For monotonic characteristics, checking the adequa-
cy of AM is reduced to the performance of the condi-
tions

t a t a
€li = €]i Evi  Evi: (12)

Interval methods for solving linear equations both
with interval coefficients and with the interval right part
are currently known. These methods are also applicable
to systems of differential equations [24-26]. At the same
time, in order to increase the accuracy of the estimates,
it is necessary to consider as interval only those parame-
ters, changes in which lead to independent variations in
the elements of the model matrix.

For example, in particular, estimating OA of a fre-
quency model with monotonic characteristics, a hy-
perparallelpiped in QE, space is constructed, which does
not contain the dimension corresponding to the input
signal frequency. The solution of interval equations (9),
(10) is performed for a fixed set from the range

[OJMn,mm]. Taking into account the method pro-

posed above, it was checked whether the condition for
the adequacy of such a model is satisfied in the frequen-
cy range 0<w<2000 Hz when changing two external
parameters with an acceptable level of relative error of
3 %. Parameter 1 and parameter 2 are some equivalent
capacitance and resistance, which simulate changes in
the current relaxation time constant under the elec-
trodes. Changes in the current relaxation time constant
can occur with changes in the intensity of peripheral
blood flow during therapy. Therefore, in this case, they
will be external.

Using the usual interval arithmetic and interval
expansion of functions, we obtain the interval values of
the model gain for a set of frequencies in a given
range (Table 1).

Table 1
Interval values for the set of rates in a target range
Frequency, |Ku| , |Ku| , . %
Hz Parameter 1 Parameter 2 '
0 0.7576, 0.7937 0.7576, 0.7937 -0,0
500 0.5757, 0.6031 0.5785, 0.6061 | -0.5,0.5
1000 0.3821, 0.7400 0.3861, 0.4045 -1,1
1500 0.2745, 0.2876 0.2789, 0.2922 -1.6,1.6
2000 0.2117, 0.2273 0.2164, 0.2268 -2.2,2.2

Here, parameter 1 wvaries in the range
0.05 uF<Ce<0.1pF, and parameter 2 in the range
10 kQ < Re< 20 kQ, the gain intervals for each frequen-
cy value are given in columns 2 and 3, respectively, and
the relative error intervals — in column 4. Obviously, for
direct current, the error interval is zero; with increasing
frequency, it increases due to changes in the relaxation
time. But does not exceed the set value of 3%

The values of the interval error ¢ show that the ac-
tual OA is embedded in the given. Thus, the model re-
mains adequate throughout the range.

4. Discussion

Constructing OA is a rather time-consuming pro-
cedure. As OA has a complex configuration, the test of
points belonging to the adequacy area requires signifi-
cant computational costs. Therefore, in fact, various OA
approximations based on OA limit hypersurfaces sim-
plicial approximation [27] and the hyperfigures fitting
into a target area [28] are used.

In fact, the most appropriate OA (OAA) approxi-
mation is by a hyperparallelepiped, based on the
«growth-motiony» algorithm. However, this algorithm
has too high computational costs and cannot be used. At
the same time, approximation by a hyperparallelepiped,
carried out according to the maximum criterion of the
minimum approximating edge

min max
OAACOA i€[LK]

(9 mex _Qimin)/q’i'c 13)

does not guaranty a positive answer to the question
about the nesting of the target OA in OAA, even if it is
nested in the actual OA. For example, in the case of a

two-dimensional space QE with coordinates Uj, -
input signal amplitude and f — input signal frequency,

OA for g, =¢" looks like the area shown in Fig. 3, a.

OAN approximation, performed according to criterion
(13), gives OAA, represented by a shaded rectangle
(Fig. 3, a). It also shows cases when the model loses its
adequacy (Fig. 3, b) or is adequate in the entire target
area OAT (Fig. 3, ¢). The nesting OAT in the actual OA
(AOA) is checked according to the nesting conditions
specified in the form of the inequality

q}nax < Ofrax q}n’in >Qfmin,i=1m,  (14)
where indexes «t» and «a» refer to target and actual
limits of OA respectively, and m=2.

An analytical mathematical model adequacy esti-
mation method based on the method of interval esti-
mates is suggested.
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This does not avoid multivariate analysis but sig-
nificantly reduces the number of calculations.

Note that the accuracy of the considered approach
decreases as the dimensionality of the space QE in-
creases.

5. Conclusions

The construction of mathematical models depict-
ing the processes during muscular electrostimulation
makes it possible to determine the optimal set of stimu-

lation parameters, considering the individual character-
istics of the patients. Such models need to be corrected
periodically, because during several sessions the elec-
trostimulation characteristics may change significantly.
The proposed modeling algorithm makes it possible to
take such changes into account. It is especially im-
portant in modeling process control to ensure the model
adequacy and the admissible level of error. For this pur-
pose, an adequacy area approximation, based on the
interval methods used is proposed. This eliminates the
need for time-consuming procedures for constructing
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the entire adequacy area. The interval estimation of
some modeling accuracy characteristics is introduced,
which is reduced to check the inequality performance.
As the use cases show, approximation error does not
exceed 5 %, which is sufficient for most practical appli-
cations.

Main contribution. The proposed method of in-
terval error estimation makes it possible to constantly
monitor the adequacy of the model without the use of
traditional complex and time-consuming calculations,
which do not allow you to quickly assess the possibility
of using the model without correcting it.

The results can be used in new electronic medical
device automated design based on microcontrollers.

Further research may be related to a more in-
depth consideration of nonlinear models, as well as an
estimate of the accuracy with an increase in the dimen-
sion of the space of external parameters.
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alization — Igor Prasol, Olha Yeroshenko; writing —
original draft preparation, writing — review and editing —
Olha Yeroshenko.

All the authors have read and agreed to the pub-
lished version of the manuscript.
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MOJEJTIOBAHHS TA OLIIHKA AIEKBATHOCTI MOJIEJIEM
IIPU MTIPOEKTYBAHHI ATTAPATIB JIJISA EJJEKTPOCTUMYJISAIIT M'SI30BUX TKAHUH

Izop Ilpacon, Onvea Epowenko

O06'exT mocCiHKEHHS — MPOIeC MAaTEeMATUYHOTO MOJICTIOBAaHHSA XapaKTEPUCTHK EIEKTPOCTUMYIISIII CKEIeTHIX
M's31B JIIOJUHU T gac Teparii. [IpeaMeT mociimKkeHHs — MaTeMaTHIHI MO eNeKTPOCTUMYIISALIHHIX XapaKTepu-
CTHK, SIKi TIOB'SI3yIOTh aMILTITYly CKOPOYEHHS M'sI31B i3 aMILTITyI010, YaCTOTOI0 CTUMYIIOIOYNX BIUIMBIB Ta iH. TMa-
pamerpamu. MeTta poOOTH — JOCTIKEHHS TaKHX MOJENeH, po3poOKa alnropuTMy iX KOPEKINI Ta METOdy OIiHKU
aJIeKBaTHOCTI. MeTomy, 10 BHKOPUCTOBYIOTBCS: METOIM MAaTEMaTHYHOTO MOJCIIOBAHHS, METOIM CTPYKTYPHOI Ta
TapaMeTPUIHOI 1AeHTH]IKAIII MOeNel, MEeTOIM ONTHUMIi3allii, METOAX OIIHKH a/IeKBaTHOCTI MOJIeNIeH, IHTepBaIbHI
Metoau. OTprMaHi pe3yIbTaTH: 3alPOIIOHOBAHO aJITOPUTM KOPEKIT MaTeMaTHYHUX MOJIEJIeH XapaKTepHCTHK eJIeK-
TPOCTUMYJIIAIIT M'S31B TIPOTSATOM DSy CEaHCIB y pasi IX 3MiH; 3aIPOIIOHOBAHO CIIOCIO OIMIHKHM 00JIACTi aJeKBaTHOCTI
MOJIEITi y TIPOCTOPi 30BHIMIHIX 3MIHHHUX 3 METOI KOHTPOJIO ii aJIeKBaTHOCTI; OOTPYHTOBAaHO 3aCTOCYBAHHS METOIIIB
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IHTEepBaJIBHOI MAaTEMAaTUKH JUIS TOOYI0BU (haKTHIHOI 001acTi a/leKBaTHOCTI; BBEJCHO iHTEPBAJIbHY OLIHKY NOXUOKH
MO/ICTTIOBaHHSI JESKOi BUXIJHOI XapaKTEPUCTHKH, SKa Y pa3i MOHOTOHHOCTI XapaKTEPHUCTUKH J03BOJISIE TIEPEBIPUTH
30epeKeHHS aJIeKBaTHOCTI IIUIIXOM TIEpEeBipKH BUKOHAHHS HU3KH HepiBHOCTeH. Pe3ynbpraTt MOXyYTb OyTH BHKOpHC-
TaHi B IPOIECi IPOEKTYBAHHS arapatiB eNeKTPOCTUMYIIALII Ta BU3HAYEHHS 1HAWBIAYaJIbHUX MapameTpiB BIUIUBIB
€IIEKTPOCTUMYIIALIT IPOTATOM OAHOI'O ceaHcy abo psiy ceaHciB. HaykoBa HOBU3HA: 3alIpONOHOBAHO Ta OOIPYHTO-
BaHO 3aCTOCYBaHHS METOJIB IHTEPBAJIbHOI MaTEMaTUKH JUIs arnpoKcHMallii o0macTi aJeKBaTHOCTI MaTeMaTHYHOL
MOJIETl Y BUIJIAI Tinepnaparerimneaa Ta nepeBipky Ha BKIIAJICHICTD Y 3a[aHy 00JIacTh y NMPOCTOpPi 30BHINIHIX Tapa-
METpIB 3 METOI0 KOHTPOJIIO aJeKBaTHOCTI i1 4ac KOPEKIii MO ITPH eJIeKTPOCTUM YIS,

Knro4oBi ciioBa: eneKTpoCTUMYIIALS; CKEJIETHUI M's3; MaTeMaTu4He MOJAENIOBaHHS; 00J1acTh aJeKBAaTHOCTI;
OLIIHKA; IHTEPBAJIbHI METO/IM; IPOEKTYBAHHS arapaTiB.
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