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A MULTI-CRITERIA APPROACH TO DECISION-MAKING
IN TELECOMMUNICATION NETWORK COMPONENTS SELECTION

The problem of decision-making regarding the selection of the optimal composition of telecommunication
network components is very urgent. The subject of the research in the article is a multi-criteria approach to the
selection of telecommunication network components. This approach is related to the evaluation of possible
options based on a set of indicators. The set of such indicators is determined by the specifics of a
telecommunication network. One of the most dominant devices in telecommunication (mobile) systems is speech
codecs. When choosing the appropriate codec configuration, there is a need to make a decision considering a
set of contradicting criteria. The use of MCDM (Multiple Criteria Decision Making) methods when making
decisions is a promising approach to solving such problems. The current article increases the efficiency of the
multi-criteria approach to decision-making in the process of selecting telecommunication network components,
in particular, a speech codec. The following methods were used: MARCOS (Measurement Alternatives and
Ranking according to COmpromise Solution), entropy, CRITIC (Criteria Importance Through Inter-criteria
Correlation) and BWM (Best—Worst method). The following results were obtained. Determining the weight of
the criteria by which alternatives are evaluated is one of the key problems that arise when making multi-criteria
decisions. Objective methods of entropy, CRITIC, and subjective BWM methods were used to find weighting
factors of criteria. Different methods of determining the weights of the criteria give different values. The use of
the combined BWM-CRITIC method is proposed, which balances the subjective opinions of experts and
assessments made solely based on the decision matrix data. The values of the correlation coefficients showed a
close relationship between the weights of the criteria determined by different methods. However, the strongest
connection with other methods was shown by the combined BWM-CRITIC method. The MARCOS method was
used to rank the alternatives and select the best alternative. A ranking of the set of speech codecs is obtained,
which allows for determining the best alternative Conclusion. A comprehensive approach to the
telecommunication network component selection is proposed, namely the multi-criteria BWM-CRITIC-
MARCQOS model, based on a combination of MCDM methods. The integration of methods into the proposed
model provides a systematic approach to the assessment and selection of telecommunication network
components.

Keywords: telecommunication networks; telecommunication network components; MCDM methods;
multicriteria selection; entropy method; CRITIC; BWM; MARCOS.

speech codecs interact with telecommunication
endpoints, which requires them to perform the functions

Introduction

Modern telecommunication networks (TCN) are
complex systems that require substantial financial and
organizational costs. Currently, various manufacturers
offer a wide range of telecommunication equipment that
performs similar functions in telecommunication
networks. Therefore, the process of forming an optimal
composition of the technical means of a TCN causes
considerable difficulty [1]. Considering the high cost of
modern telecommunications equipment, the problem of
decision-making regarding the selection of the optimal
composition of telecommunication network components
is important and extremely relevant.

One of the most common types of primary
functional transformations in  telecommunication
(mobile) systems is speech codecs. Such codecs provide
signal transmission of speech messages. On the one hand,

of direct and reverse analog-to-digital conversion and
efficient (statistical) coding. On the other hand, they
interact with digital channel-forming equipment, which
requires codecs to perform procedures for eliminating
psychoacoustic redundancy, ensuring immunity, and
implementation of protection against unauthorized
access (encryption).

The most significant transformations of speech
messages occur within the limits of elimination of
psychoacoustic redundancy (compression).
Simultaneously, high quality (intelligibility) of speech
messages should be ensured, which is characterized by
the parameter of the speech intelligibility index (SII) on
a five-point scale. To assess the intelligibility of speech,
the control of three basic parameters is provided: optimal
volume (automatically provided for digital systems),
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intelligibility, and naturalness of speech messages. The
intelligibility and naturalness of speech messages are
created based on the articulation tables with the
involvement of announcers and articulation teams.

For public telephone networks, the Sl ranges from
4 to 5 (speech intelligibility of more than 80 %), and for
mobile communication or voice mail, the Sl is in the
range from 35 to 4 (speech intelligibility of
50...80 %) [2].

Speech message compression is implemented based
on the algorithms, which are divided into three groups
according to the compression principle. Modern speech
information codecs are characterized by a combination of
elements of the algorithms of all groups [2].

Time-series extrapolation uses the correlation of the
elements of the speech message at time intervals of up to
30 msec. Simultaneously, the input signal of the codec is
of a polypulse nature. This method of encoding provides
the compression of the speech message up to 6..10 times
while preserving the naturalness of the speech. Such
coding systems are most often used for IP telephony.

The work of the vocoder (voice encoders) is based
on imitating the pronunciation of individual sounds. At
the output, the pronunciation parameters and parameters
for setting the human wvocal tract during sound
reproduction are generated. The most common in this
class are formant vocoders, which currently provide the
highest level of compression (more than 100 times) at
moderate computing costs while preserving intelligibility

and partially preserving the naturalness of speech.

Vector encoding (VQ) of speech messages is based
on the transfer of indices of speech elements or
parameters of the two previous coding procedures and
their recovery using codebooks. It requires the greatest
computing costs. VQ hardly affects the quality of speech
while reducing the transmission speed by an order of
magnitude. It also provides additional protection against
unauthorized access.

When choosing an appropriate codec configuration,
it is necessary to make a decision considering a set of
contradicting criteria: end-user criteria (intelligibility or
speech quality); implementation criteria (volume of
computing operations and volume of hardware costs);
channel criteria (transmission speed and delay). In this
situation, there is a need for practical tools for making
appropriate decisions. One of the promising approaches
is the use of MCDM (Multiple Criteria Decision Making)
methods in decision-making [3].

A number of scientific works are devoted to the
problem of equipment selection and optimization in the
design of information and communication systems and
networks. In particular, S. Pidchenko et al. [4, 5] carried
out parametric optimization of static and dynamic
characteristics of piezo-resonant oscillatory systems of
primary measuring transducers of information

communication systems. M. Kolisnyk [6] developed a
method of selecting communication protocols depending
on the selected type of communication template.
I. Kononenko and A. Korchakova [7] solved the multi-
criteria problem of optimizing the company’'s projects for
the planning period. Simultaneously, the effects of earlier
decisions were considered. In the research of A.
Zhanasbhayeva et al. [1], the selection of network
technical equipment was carried out using AHP
(Analytic hierarchy process) and ANP (Analytic
Network Process) methods. In the article by V. Bezruk et
al. [8, 9], the selection of equipment was carried out
using methods of fuzzy set theory and the AHP method.
In the work of L. Melnikova et al. [10], a heuristic
procedure for multi-criteria selection of
telecommunication equipment, in particular, a speech
codec, was proposed.

MCDM methods ensure the implementation of a
process that leads to clear, rational, and justifiable
decisions. This led to their rapid and constant
development in various fields. MCDM methods are also
used in a wide range of scientific research. M.P. Basilio
et al. [11] presented a systematic review of the
application of MCDM methods for the years 1977-2022.

The process of multi-criteria decision-making
consists of the following main stages: identification of
alternatives and selection of criteria for evaluating
alternatives; determination of the weighting coefficients
of each criterion; evaluation of alternatives by each
criterion; and application of an algorithm that evaluates
alternatives by a set of criteria and provides a
recommendation in the form of a ranking of
alternatives [12, 13].

The model of the problem of multi-criteria
decision-making can be represented as:

<T,A,C,W, D>

where T is the statement of the problem (for example, to
choose one alternative that is best in a certain sense or to
order a set of alternatives); A is a set of alternatives (must
contain at least two alternatives); C — a set of criteria; W
is the system of preferences of the decision-maker; D is
the method by which alternatives are evaluated.

Let there be a set of m alternatives (Al,
i=1,2,...,m), each one is characterized by n indicators
(criteria) (Cj, j = 1,2,...,n), according to which its
efficiency is evaluated. Evaluation of alternatives
according to all criteria is presented using a decision
matrix:

Xll X12 e Xln

X21 Xoo ... Xop 1
Xilpo=| T O

Xmi Xm2 Xmn
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where xj; is the evaluation of the i-th alternative

according to the j-th criterion.

The importance of each criterion is characterized by
a weight factor wj. It is necessary to choose a better

alternative.

An important element of the decision-making
process is the determination of criteria weights, which is
one of the most complex processes in the application of
MCDM methods. Many authors, such as G. Odu [3],
M. Sahin  [14], M. Keshavarz-Ghorabaee = [15],
A. Krishnan [16], V. Paradowski [12], and Do Duc
Trung [17], emphasize the importance of the stage of
determining the weighting factors of the criteria. Some of
them also note the high sensitivity of decision-making in
relation to changes in the weighting factors of the criteria.
Therefore, the procedures for determining criteria
weights are widely researched and discussed both in
theory and in the application of MCDM methods.

Currently, there are a large number of methods for
determining the weight of the criteria. The purpose of
these methods is to reflect the preferences of interested
parties regarding the criteria under consideration [12].
Problems are often characterized by several conflicting
(competing) criteria, and there may not be a solution that
satisfies all requirements at the same time [13].

According to one of the generally accepted
classifications, the methods of assessing the weight of
criteria are divided into subjective, objective and
integrated (combined) [14, 18].

Subjective  methods include: Point allocation
method, Ranking method, Analytic hierarchy process
(AHP), SMART method (Simple Multi-attribute
Ranking Technique), and BWM method (Best—\Worst
method). The subjective determination of weight is based
on the opinion of experts or expert groups representing
the views of various stakeholders. However, the
subjective determination of criteria weights often takes a
long time, especially when there is no agreement among
decision-makers on the problem under consideration [3].
One of the important problems of subjective methods is
the assessment of the consistency of expert opinions.
Additionally, expressing preferences is a mental task for
decision-makers, and the accuracy of their preferences
decreases as the number of criteria increases [15].
Therefore, when the number of criteria increased, these
methods become insufficiently effective.

In terms of objective weighting methods, the
preferences of decision-makers do not play a role in
determining the weights of the criteria [15]. An objective
approach to determining the weight of criteria considers
criteria as sources of information. The relative
importance of the criteria reflects the amount of
information contained in each of them and is related to

the contrast intensity of each criterion [19]. Therefore,
objective weighting methods ignore the experience of a
decision-maker. The most common objective methods
are the Entropy method, the CRITIC method (Criteria
Importance Through Inter-criteria Correlation), the
Standard deviation method, and the Ideal point method.

The integrated weighting approach is based on a
combination of subjective and objective weighting
methods. Combined methods take advantage of decision-
makers' preferences and the information contained in
each criterion, thereby reducing the possible bias of one
of the weights (subjective or objective). Thus, combined
methods can provide more realistic criteria
weights [3, 15, 20].

An overview of various methods of determining
criteria weights is presented, among others, in works [3,
14, 15, 18, 19, 21]. Despite the large number of methods
for determining criteria weights, no method is perfect. If
only one method of determining the criteria's weights is
used in the decision-making process, the decision made
may not be the best. Therefore, to increase the efficiency
of decision-making, it is worth determining the weights
of the criteria using several different methods [17].

In this study, the objective entropy and CRITIC
methods, the subjective BWM method, and the combined
BWM-CRITIC method are considered to determine the
weights of the codec selection criteria. Codec selection is
suggested to be performed using the MARCOS method.

The current article increases the effectiveness of
multi-criteria decision-making in the process of choosing
telecommunications equipment, in particular, a speech
codec.

The article is organized as follows. The second
section presents a description of the MCDM methods
used in the study. A comprehensive approach to
determining the weighting factors of the criteria and a
comparative analysis of the applied methods is presented
in the third section. In the fourth section, the speech
codec is selected based on the MARCOS method. The
final section presents conclusions and recommendations
for future research.

1. Theoretical basis of research
1.1. MARCOS method

The MARCOS (Measurement Alternatives and
Ranking according to COmpromise Solution) method
was first proposed in 2020 by Z. Stevic [22]. However,
this method has already been used in a number of studies.
The stages of implementation of decision-making
according to the MARCOS method are as follows.

Stage 1. The construction of a decision matrix
(using the formula (1)).

Stage 2. Construction of the extended decision
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matrix (X*) by adding the ideal alternative (Al) and the
anti-ideal alternative (AAIl) to the decision matrix
constructed during the previous stage.

Xaal Xaan
X113 - X
X . X
X* _ 21 2n ’ (2)
Xmt Xmn
Xal - Xan

where (Xga1,Xga2:--Xaan ) — Values according to the
anti-ideal  alternative  (AAl);
— values according to the ideal

criteria  of the

(Xa1:Xa2s- Xan )
alternative (Al) criteria.

The ideal alternative has the maximum values for
the benefit-criteria (the higher the value, the better) and
the minimum values for the cost-criteria (the lower the
value, the better). The anti-ideal alternative is formed
oppositely: minimum scores for benefit criteria and
maximum scores for cost criteria.

Stage 3. Construction of a normalized extended
decision matrix according to the formulas:

Xii
Njj = for benefit-criteria,
Xaj
@)
Xai
Njj :X—J for cost-criteria.
ij

Stage 4. Construction of a normalized matrix
considering the weights of the criteria:

Vij = Wj-Njj, (4)

where w; — weight factor of the j criterion.

Stage 5. Calculation of the utility level.
Utility levels are calculated for all alternatives
based on ideal and anti-ideal solutions:

S

Ki =—— and K{ =
Sal

Saal

where S :Zvij . Saal :Zxaaj . Sal :Zxaj-
] ] ]

Stage 6. Calculation of positive and negative utility
functions:

+ -
f(K;):KrKf'Ki and f(Kf):KrKf'Ki. ©)

Stage 7. Calculation of general utility functions and
ranking of alternatives:
K +Kj
1-f (Kr) 1-f (K;)
k) o)

Alternatives are ranked according to utility function
values. The bigger the value of f(K;), the better.

f(K;)= Y]

1+

1.2. Entropy method

Objective methods determine the weights of the
criteria using a specific computational process based on
a decision matrix. These methods typically use the
variation in the scores of the different alternatives for
each criterion to determine the weights. It is believed that
the greater the spread of evaluations of alternatives
according to the criterion, the greater the value of the
information contained in the criterion, and the greater the
weight of the criterion [14, 17].

The entropy method is one of the most popular
objective methods. Determination of weighting
coefficients of the criteria by the entropy method is based
on the measurement of uncertain information contained
in a decision matrix [18]. The smaller the entropy of the
criterion, the more valuable information the criterion
contains, and therefore is more important.

The algorithm for applying the entropy method
consists of the following successive stages [3, 19, 23].

Stage 1. Construction of a normalized decision
matrix:

211 Z12 Z1n
z z z

7_| %21 %22 an | ()
Zmi Zm2 Zmn

Xiji
where  Zjj =m—J for benefit-criteria,

D Xij
i=1

%ij

Zij =

i%‘ij

for cost-criteria.
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Stage 2. Construction of an entropy vector:

1 m
e=(ey.ep,....€,) , Where €j :_ﬁzzij |nZij. 9
i=1

When z; =0 for some i, the value of the expression
zjjInz;; isregarded as 0.

Stage 3. Construction of a vector of contrast
intensities of the criteria:

d=(dy,dy,....dn), where dj=1-e;. (10

Stage 4. Determination of a criteria weight vector:

d:
W= (W, Wa,..., Wy ), where w; =—I— .

J
2.4

=1

(11)

1.3. CRITIC method

The CRITIC method provides a broader view of the
decision matrix. It considers not only the intensity of the
contrast but also the conflict between the criteria. Thus,
this method assigns a larger weight to the criterion that
has a higher intensity of contrast and a higher degree of
conflict with other criteria. This method uses standard
deviations of criteria and correlations between criteria
[12, 16]. Recently, this method has become popular
among many researchers.

The stages of implementation of the determination
of criteria weights according to the CRITIC method are
as follows [3, 12, 14, 19].

Stage 1. Construction of a normalized decision
matrix using equalities:

zi=—3 "1 for benefit-criteria,
J xmax _ min
i T
(12)
Xgnax = Xjj oo
zjj=—————  for cost-criteria.
xmax _ y min

J J

Stage 2. The correlation between individual criteria
in the normalized matrix as well as the standard deviation
of each criterion are calculated. Next, C; is determined -
the amount of information contained in the j-th criterion:

(13)

m
Cj =61-Z;‘(1—rij),
i=

where o; —is the standard deviation of the j-th criterion,

and r; is the correlation coefficient between the two

criteria.
Stage 3. Determination of criteria weights:

l_. (14)

1.4. BWM method

One of the most popular MCDM methods is the
subjective AHP method, which is based on pairwise
comparisons of all n decision criteria. However, recently,
the BWM method, which is a relatively new MCDM
method, has been used increasingly more often. Some
authors [14, 21] consider this method as an adequate
replacement for AHP. Its main advantage is a smaller
number of pairwise comparisons compared to AHP [21].
The BWM method was proposed by Rezaei in
2015 [24, 25]. The stages of the application of the
method are as follows.

Stage 1. A set of decision-making criteria for the
expression ¢ ={Cy,C,,...,C,} is defined.

Stage 2. The decision maker selects the best and
worst from a set of criteria. The best criterion is the most
important or most desirable criterion, whereas the worst
criterion is the least important or least desirable criterion
among others.

Stage 3. The advantages of the best criterion over
other criteria were determined. Thus, a vector

Ag =(ag1,ap2, .- app ) is constructed, where ag; is the
preference of the best criterion over criterion j, and its
value is an integer in the range from 1 to 9 (where one
means equally important and nine means extremely
important). Note that agg =1.

Stage 4. Pairwise comparisons of the worst criterion
and other criteria were carried out. Thus, a vector

T
Aw =(aqw,agw,-anw) s constructed where ajyy

is the advantage of criterion j over the worst criterion, and
its value is an integer in the section from 1 to 9. At the
same time ayy =1.

Stage 5. The search for optimal criteria weights
(vector (mf,m“z‘,...,m:‘] )) is carried out.

The optimal weight for each criterion is the one
where for each pair ©B and e equalities %8 _ ap;

@j “w @]

o
and —-=a jw aretrue. To satisfy these conditions for
Oy
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all j, it is necessary to find a solution that minimizes the
maximum gaps between the obtained weights and the
opinion of the decision maker. That is, it is necessary to
solve the following optimization problem:

(15)

This model can be rewritten and used to calculate

optimal weights and ﬁ* as follows:

ming& ,
(D_B_aBj < , J:ﬁ,
j
;i _
—L—a|<e, j=1n, (16)
O
Z(Djz , OJJZO, j:ﬁ

To verify the reliability of the comparison, the
consistency coefficient is checked. The consistency ratio
of the model is calculated as follows:

17

The Consistency Index Cl is determined based on a
set of fixed values (Table 1). Coefficient of consistency
CR € [0;1]. The lower the CR, the more reliable the
results. If the CR consistency coefficient does not exceed
a fixed threshold (Table 2), the results are acceptable,

otherwise, the provided pairwise comparisons must be
revised [24 - 26].

1.5. Combined weighting method

The purpose of combined weighting is to combine
the weights of criteria obtained using different evaluation
methods. The calculation of the combined weight is
performed as follows [12, 20]:

SR
WJ: n [} J:11n1 (18)
12
2] O]
=1
where  w=(wjg,Wy,..,w,) —vector of combined
weights, ot =(uﬁm12co}]) —weight vector,

determined by the first method, w2 :(oofw%mﬁ) -

vector of weights determined by the second method.

2. Research results

During the research, the data of a certain set of
typical speech codecs (Table 3) were used [8, 9]. The
main technical characteristics of speech codecs that
characterize their consumer properties [9], in particular,
C: — encoding speed, C; — speech quality assessment,
C3z— complexity of implementation, and C,4 — total delay,
were chosen as criteria.

As mentioned above, the weight values of the
criteria have a great influence on determining the
importance of alternatives and choosing the best one.
Therefore, in our study, the focus is on the weighting of
the criteria. In the decision-making process,

Table 1
Consistency Index (Cl)
i 1 2 3 4 5 6 7 8 9

Cl 0.00 0.44 1.00 1.63 2.30 3.00 3.73 4.47 5.23

Table 2
Consistency coefficient threshold values (CR)
Number of criteria, n
agw 3 4 5 6 7 8 9

3 0.2087 0.2087 0.2087 0.2087 0.2087 0. 2087 0. 2087

4 0.1581 0.2352 0.2738 0.2928 0.3102 0.3154 0.3273

5 0.2111 0.2848 0.3019 0.3309 0.3479 0.3611 0.3741

6 0.2164 0.2922 0.3565 0.3924 0.4061 0.4168 0.4225

7 0.2090 0.3313 0.3734 0.3931 0.4035 0.4108 0.4298

8 0.2267 0.3409 0.4029 0.4230 0.4379 0.4543 0.4599

9 0.2122 0.3653 0.4055 0.4225 0.4445 0.4587 0.4747
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Table 3
The value of technical characteristics of speech codecs
. ualit Implementation complexity,

Ne | Codectype | Encoding speed asses?men t,)lM 0S P MIPS plexity Total delay

1 G.711 64 3.83 11.95 60

2 G.721 32 4.1 7.2 30

3 G.722 48 3.83 11.95 31.5

4 G.722(a) 56 4.5 11.95 31.5

5 G.722(b) 64 4.13 11.95 31.5

6 G.726 24 3.7 9.6 30

7 G.726(a) 32 4.05 9.6 30

8 G.726(b) 40 3.9 9.6 30

9 G.727 24 3.7 9.9 30

10 | G.727(a) 24 3.7 9.9 30

11 | G.727(b) 40 3.9 9.9 30

12 | G.727(c) 16 4 9.9 30

13 | G.728 16 4 255 30

14 | G.728(a) 12.8 4.1 16 30

15 | G.729 8 4.05 22.5 35

16 | G.729% 8 3.95 10.7 35
different criteria have different levels of importance, and
all of them must be considered when building a model of BWM-CRITIC § N
the multi-criteria decision-making problem. Based on the
data in Table 1, the Entropy, CRITIC, BWM, and BWM- = N
CRITIC methods were implemented to obtain the %
weights of each criterion. We used the Excel Solver E crmic E NN
program (https://bestworstmethod.com/software/)
de\{eloped by thfe guthor of thg method to determine the entropy B N
weighting coefficients according to the BWM method.
The results of calculating the weighting factors using the 00000 02000 04000 06000 08000  1,0000

specified program are presented in Fig. 1. The values of
the criteria weights determined by the Entropy, CRITIC,
BWM, and BWM-CRITIC methods are presented in
Table 4 and Fig. 2.

Criteria Number=4 | Criterion 1 | Criterion 2 | Criterion 3 | Criterion 4

weighting coefficients

BCl =0 =0 NG

Fig. 2. Weighting coefficients according to Entropy,
CRITIC, BWM, and BWM-CRITIC methods

Names of Criteria c1 2 c3 ca Table 4
Criteria weights obtained by objective, subjective
[ selectthesest [er ] and combined methods
| Select the Worst | ca | C;L C2 C3 C4
Entropy | 0.8181 | 0.0045 | 0.1409 | 0.0365
Best to Others C1 c2 C3 c4
c1 1 3 a 6 CRITIC | 0.3057 | 0.2437 | 0.2748 | 0.1758
BWM 0.5350 | 0.2293 | 0.1720 | 0.0637
Others to the Worst c4 BWM
Cl 7 -
= - CRITIC 0.5885 | 0.2011 | 0.1701 | 0.0403
C3 5
C4 1 i i
As can be seen from Table 4 and Fig. 2, according
Weights = = = ¢ to all methods, the most important criterion is C1 (coding
0,5350 0,2293 0,1720 0,0637 . . . .
speed). The least important criterion is Cy4 (total delay).
Ksi* | 01529 |

Fig. 1. Weighting coefficients according
to the BWM method in Excel Solver

However, there is a significant discrepancy between the
Entropy method and other methods in assessing the
importance of the C; criterion. In particular, according to
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experts, this criterion is the second most important. The
CRITIC method defines the C; criterion as the most
important, and the Cy4 criterion as the least important,
while the weights of all criteria do not differ significantly.

Objective and subjective weighting methods
yielded different weights for the criteria. However, the
calculated correlation coefficients show that there is a
correlation between these methods. Specifically, the
correlation coefficient between Entropy and CRITIC is
0.7251, for Entropy and BWM r=0.9269, and for
CRITIC and BWM r =0.8281. However, the strongest
connection is between Entropy, CRITIC, BWM, and
combined BWM-CRITIC methods. Thus, for Entropy
and BWM-CRITIC r = 0.9495, for CRITIC and BWM-
CRITIC r=0.8315, and for BWM and BWM-CRITIC
r =0.9975.

Based on the input data (Table 3), an extended
decision matrix was built by adding an ideal alternative
(Al) and an anti-ideal alternative (AAI). After that, a
normalized extended matrix is constructed according to
formula (3). Considering the weights of the criteria
obtained by the BWM-CRITIC method, a normalized
matrix was constructed considering the weights of the
criteria (according to formula (4)). The results are
presented in Table 5.

According to formulas (5), (6), (7), utility levels,
utility functions, and general utility functions were
calculated for each alternative (Table 6).

Table 5
Normalized matrix taking into account
the criteria weights

C C; Cs Cs
AAI 4.708 0.165349 0.048028 0.0806
Ay 0.5885 0.171158 0.102487 0.0403
Ay 1.177 0.183224 0.1701 0.0806
Az 0.784667 0.171158 0.102487 0.076762
Ay 0.672571 0.2011 0.102487 0.076762
As 0.5885 0.184565 0.102487 0.076762
Ag 1.569333 0.165349 0.127575 0.0806
Ay 1.177 0.18099 0.127575 0.0806
Ag 0.9416 0.174287 0.127575 0.0806
Ag 1.569333 0.165349 0.123709 0.0806
Aqo 1.569333 0.165349 0.123709 0.0806
Aqn 0.9416 0.174287 0.123709 0.0806
Aign 2.354 0.178756 0.123709 0.0806
Ass 2.354 0.178756 0.048028 0.0806
Ais 2.9425 0.183224 0.076545 0.0806
Ass 4.708 0.18099 0.054432 0.069086
Ase 4.708 0.176521 0.11446 0.069086
Al 0.5885 0.2011 0.1701 0.0403

Table 6
Selected parameters based on the MARCOS method
Ky K | fK) | fK) | f(Ky)
A; | 0.013429 | 0.006650 | 0.331198 | 0.668802 | 0.005713
A, | 0023972 | 0.011871 | 0.331198 | 0.668802 | 0.010199
A; | 0.016891 | 0.008365 | 0.331198 | 0.668802 | 0.007186
A, | 0.015668 | 0.007759 | 0.331198 | 0.668802 | 0.006666
As | 0014171 | 0.007018 | 0.331198 | 0.668802 | 0.006029
As | 0028912 | 0.014317 | 0.331198 | 0.668802 | 0.012300
A; | 0023306 | 0.011541 | 0.331198 | 0.668802 | 0.009915
Ag | 0.019703 | 0.009757 | 0.331198 | 0.668802 | 0.008382
Ag | 0028854 | 0.014289 | 0.331198 | 0.668802 | 0.012275
A | 0.028854 | 0.014289 | 0.331198 | 0.668802 | 0.012275
Aj;; | 0.019646 | 0.009729 | 0.331198 | 0.668802 | 0.008358
Az | 0.040730 | 0.020170 | 0.331198 | 0.668802 | 0.017328
Az | 0.039604 | 0.019612 | 0.331198 | 0.668802 | 0.016849
Ay | 0.048852 | 0.024192 | 0.331198 | 0.668802 | 0.020783
Ass | 0.074591 | 0.036938 | 0.331198 | 0.668802 | 0.031733
Ass | 0.075418 | 0.037348 | 0.331198 | 0.668802 | 0.032085
3. Discussion

According to the results of the research, objective
and subjective methods resulted in different values of
criteria weights. It is the combined method that makes it
possible to combine these methods and prevent the
dominance of a method. Thus, the combined method
balances the subjective opinions of experts and
assessments made solely based on decision matrix data.
Such results indicate a significant advantage of the
combined method over others. Therefore, for further
research, the criteria weights obtained by the BWM-
CRITIC method are to be used.

The ranking of alternatives according to the values
of the general utility function f(K;) gives the following
results: Ae>A1s >A1a> Ao > A11> Ag> Ag= A1o> Ao
> A7> Ag> A > As> Ay > As > Al, this allows to
determine the best alternative (Fig. 3). In our study, the
best alternative was Ais. However, as can be seen from
the table. 6 and Fig. 3, the value of the overall utility
function for alternative Ajs is quite close to the
corresponding value for alternative Ase. This allows the
decision maker to have an additional option to make a
final decision.

4. Conclusion

A comprehensive approach to the selection of
telecommunication network components based on multi-
criteria decision-making methods is proposed. The
methodology of multi-criteria decision-making allows
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for structuring complex decision-making problems. This
leads to a better understanding of problems, simplifies
the decision-making process, and increases its
effectiveness.

alternatives
I
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o

o
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Fig. 3. The value of the general utility function
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The ranking of alternatives and the selection of the
best alternative were performed using the MARCOS
method. Objective methods (entropy and CRITIC) and a
subjective method (BWM) were used to determine the
weight of the criteria, which is one of the key problems
in multi-criteria decision-making. The judgment of
decision-makers often depends on knowledge and
experience, which can influence the decision-making
process to some extent. To overcome the discrepancy in
the values of criteria weights due to subjective factors,
the authors proposed the use of the combined BWM-
CRITIC method.

The values of the correlation coefficients show a
close connection between the weights of the criteria
determined by different methods. However, the strongest
correlation with other methods was shown by the
combined BWM-CRITIC method: r=0.9495 for
Entropy and BWM-CRITIC, r = 0.8315 for CRITIC and
BWM-CRITIC, r=0.9975 for BWM and BWM-
CRITIC. Thus, the BWM-CRITIC method considers
both the objective data of decision matrices and the
subjective opinions of experts. Thus, it provides more
effective and accurate assessments, which increases the
validity of the decisions made.

Using the vector of criteria weights obtained by the
BWM-CRITIC method (w =(0.5885;0.2011; 0.1701;
0.0403)) the alternatives were ranked by the MARCOS
method. It was determined that the best alternative in this
study was the Aje alternative (G.729a codec).
Additionally, the study showed that the value of the
overall utility function for alternative A5 (G.729 codec)
is very close to the corresponding value for alternative
Ase. Therefore, two alternatives can be considered the
best.

The  multi-criteria  BWM-CRITIC-MARCOS
model, proposed by the authors, confirms its high

efficiency via the obtained results of its implementation
in this research. The integration of MCDM methods
provides a systematic approach to the evaluation and
selection of telecommunication network components
depending on the requirements.

In further studies, it is planned to rank the
alternatives using other MCDM methods and compare
the results.

Contribution of the authors: review and analysis
of literary sources — Oleh Pyvovar, Oksana Kucheruk;
problem statement and research aim formulation —
Sergiy Pidchenko, Viktor Stetsiuk; definition and
description of research methodology — Oksana
Kucheruk; calculations and description of results —
Oksana Kucheruk, Viktor Mishan; formation of
research conclusions — Sergiy Pidchenko, Oksana
Kucheruk.
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BATATOKPUTEPIAJIbHE TPUMAHATTSA PIIIEHb B TPOLECI BUBOPY KOMIIOHEHTIB
TEJEKOMYHIKANINHOI MEPEXI

Cepein ITiouenxo, Oxcana Kyuepyk, Onez Ilusosap,
Bixkmop Cmeurok, Bikmop Miwan

[Ipobnema MPUIAHATTS PIllICHb MO0 BUOOPY ONTUMAIBHOTO CKJIa Ty KOMIIOHCHTIB TEJICKOM YHIKAIIHHIX MEpeK
€ BeNIbMH aKkTyajbHO. [IpeameTom nociipKeHHs B CTAaTTi € OaraTOKpUTepiabHAMN MiIXi/] 10 BUOOPY KOMIIOHEHTIB
TEJIEKOMYHIKAI[IHHUX MEpeX, KU TMOB'S3aHUI 3 OLIHKOI MOKJIMBUX BapiaHTIB 3a HabopoM moka3HuKiB. Habip
TaKUX TOKa3HHUKIB BU3HAYAETHCS CHENU(IKOI0 TeleKOMYyHIKaliiiHoi Mepei. OMHUMU 13 JOMIHYIOYHX IIPUCTPOIB B
TEeJIEKOMyHIKaI[IfHUX (MOOIJIbHNX) CUCTEMaX € KOJIEKM MOBHHX TTOBiIoMJIeHb. [Ipu BHOOpi BinnoBinHOT KoHDiryparii
KOJIeKa BUHUKAE HEOOXiAHICTh IPUHHSTTS PillIeHHs 3 ypaxyBaHHSIM HaOOpy KpUTEPIiB, sIKi cynepedarh OUH OJTHOMY.
OnmHMUM 13 MEpCIeKTHUBHUX MIAXO/iB BHUPILICHHS TaKUX 3a/a4 € BUKOPUCTaHHS NPH NPHHHATTI pillleHb METO/iB
MCDM (Multiple Criteria Decision Making). Merta craTri: migBuineHHs eheKTHBHOCTI 0araTOKpUTEpiaTbHOrO
NPUAHATTA pIlIeHb B Ipoleci BHOOPY KOMIIOHEHTIB TEJEKOMYHIKAalliIHHUX MeEpekX, 30KpeMa, KOJEKY MOBHHUX
noBizomiieHs. B mociimkeni Bukopucrano meroan: MARCOS (Measurement Alternatives and Ranking according to
COmpromise Solution), earporii, CRITIC (Criteria Importance Through Inter-criteria Correlation) Ta BWM (Best—
Worst method). OTpumano Taxi pe3yabTaTi. Bi3HadeHHs Bark KpUTepiiB, 3a IKUMHU OL[IHIOIOTHCS aIbTEPHATHBH, €
OJTHI€IO 3 KITIOYOBHX MPOOIIEM, SIKi BHHUKAIOTh T11J1 Yac IPUHUHATTS OaraToKpuTepialbHUX pillieHb. J{J1s 3HaXOKEeHHS
BaroBHX KoeilieHTiB KpUTepiiB 3acrocoBano 00’ ekTuBHI MeTonu entporii Ta CRITIC i cy6’extuBHUMiT MeToq BWM.
[TponeMoOHCTpOBaHO, IO pi3HI METOAWM BH3HAUEHHS Bar KPUTEPIiB JArOTh pi3HI 3HAYEHHS. 3alpOIIOHOBAHO
BUKOpUCTaHHS KoMOiHoBaHoro merony BWM-CRITIC, sikuit BpiBHOBaX<ye Cy0’€KTHUBHI [yMKH E€KCIIEPTIiB Ta OLIHKH
BUKJIFOYHO Ha OCHOBI JaHMX MaTpHIll pilleHb. 3HA4eHHs KOe(iIiEHTIB KOpENslii Mmoka3aiu TiCHHH 3B'S30K MiX
Baramu KpUTepiiB, BU3HAYEHUMH 32 pi3HUMHU MeTonamu. [IpoTe, HaliCHIbHIMIMKA 3B'S30K 3 1HIIMMH METO/IaMH JIaB
koMOinoBanuii Meroq BWM-CRITIC. [Inst pamkyBaHHS albTepHATHB Ta BHOOpPY Kpamioi anbTepHATHBH OYIO
Bukopucrano Meron MARCOS. OpepxaHo pamKyBaHHS HaOOpy KOJEKIB MOBHHX IIOBiJIOMIJICHb, SIKE JIO3BOJISIE
BU3HAYUTH Kpally ajlbTepHATUBY. BHCHOBKH. 3arpornoHOBaHO KOMIUIEKCHWH MiAXiA 10 37iMCHEHHS BUOOpY
KOMITOHEHTIB TEJICKOMYHIKAllIMHUX Mepex, a came OaratokpurepianbHa wmozaens BWM-CRITIC-MARCOS,
3acHOBaHa Ha noexHanHi MetoniB MCDM. Inrerpaiisi MEeTOIIB y 3alpONOHOBaHY MOJIEIb 3a0e3Meuye CHCTEMHHUIA
AX1/1 10 OLIHKY Ta BUOOPY KOMIIOHEHTIB TEJICKOM YHIKAI[IHHUX MEPEex.

KarwouoBi cioBa: TenekoMyHIKaliiiHi Mepexi; KOMIIOHEHTH TEIEKOMYHIKaIliHHUX Mepex; meroan MCDM;
OararokpurepianbHuii BuOip; Merox enrporii; CRITIC; BWM; MARCOS.
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