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ON STRANGE IMAGES WITH APPLICATION TO LOSSY IMAGE COMPRESSION

Single and three-channel images are widely used in numerous applications. Due to the increasing volume of
such data, they must be compressed where lossy compression offers more opportunities. Usually, it is supposed
that, for a given image, a larger compression ratio leads to worse quality of the compressed image according to
all quality metrics. This is true for most practical cases. However, it has been found recently that images are
called “strange” for which a rate-distortion curve like dependence of the peak signal-to-noise ratio on the qual-
ity factor or quantization step, behaves non-monotonously. This might cause problems in the lossy compression
of images. Thus, the basic subject of this paper are the factors that determine this phenomenon. The main among
them are artificial origin of an image, possible presence of large homogeneous regions, specific behavior of
image histograms. The main goal of this paper is to consider and explain the peculiarities of the lossy compres-
sion of strange images. The tasks of this paper are to provide definitions of strange images and to check whether
non-monotonicity of rate-distortion curves occurs for different coders and metrics. One more task is to put ideas
and methodology forward of further studies intended to detect strange images before their compression. The
main result is that non-monotonous behavior can be observed for the same image for several quality metrics
and coders. This means that not the coder but image properties determine the probability of an image to being
strange. Moreover, both grayscale and color images can be strange, and both the natural scene and artificial
images can be strange. This depends more on image properties than on image origin and number of channels.
In particular, the percentage of pixels that belong to large homogeneous regions and image entropy play an
important role. As conclusions, we outline possible directions of future research that, in the first order, relate
to the analysis of images in large databases to establish parameters that show that a given image can be con-

sidered as strange.
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1. Introduction

Nowadays, imaging and images are widely used in
everyday life (e.g., social networks, medical diagnostics,
remote sensing, and other fields) [1-3]. Amount of im-
ages grows quickly, their average size increases as well
due to several reasons as better spatial resolution and a
larger number of channels (in remote sensing). This leads
to necessity to compress images for their storage, trans-
ferring via communication links and dissemination.

There are lossless and lossy image compression
techniques [4-6]. Visually lossless approaches are sepa-
rately considered sometimes as well [7, 8]. Lossless com-
pression is often inappropriate since it produces too small
compression ratio (CR). Because of this, visually lossless
and lossy compression techniques are widely used. They
introduce inevitable distortions (losses) and an appropri-
ate trade-off between the compressed image quality and
CR has to be provided [8-12].

Then, one has to control introduced distortions that
affect compressed image quality in one or another way.
This can be done by iterative procedures like that one de-
scribed in [13] or by predicting just noticeable distortions
[8] or in some other way [14]. In any case, one directly
or indirectly uses the so-called rate-distortion curves or
their basic properties. Rate-distortion curves (RDCs) are

dependences of some metric that characterizes com-
pressed image quality on some parameter of a used coder
that controls compression. Quality metric can be mean
square error (MSE), peak signal-to-noise ratio (PSNR) or
some visual quality metric as, e.g., SSIM [15] or PSNR-
HVS-M (available ~ for  downloading from
https://www.ponomarenko.info/psnrhvsm.htm). Parame-
ter that controls compression (PCC) depends upon a
coder used and this can be quality factor (QF) as in JPEG
[16], bits per pixel (bpp) as in JPEG2000 or SPIHT [9,
10, 12], quantization step (QS) as in AGU (available at
https://ponomarenko.info/agu.htm) and so on.

There are certain standard assumptions concerning
RDCs [17-19]. They can be either monotonously increas-
ing function as, e.g., PSNR on QF for JPEG or monoto-
nously decreasing function as, e.g., PSNR or PSNR-
HVS-M on bpp. Just these properties of RDCs allow
proper changing (setting) of PCC in iterative or predic-
tion based approaches to provide a desired quality of
compressed images automatically, i.e. without human
participation. Recall that just automatic setting of PCC is
needed in most practical applications of lossy compres-
sion.

The aforementioned assumption on monotonicity of
RDCs is valid for most images. However, it has been dis-
covered recently that this assumption can be violated for
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some images with specific properties [20]. The main at-
tention in [20] is paid to the fact that RDCs can be not
monotonous for some images, compression techniques
and metrics. However, a thorough analysis has not been
carried out because of limited available volume of the
conference paper.

Thus, the goal of this paper is to give definition of
strange images, to analyze features of images that make
them candidates to be strange, to determine coders and
metrics for which strange images can be observed and to
determine the directions of further studies.

The paper is organized as follows. The problem of
appearance of strange images is defined, and its solution
methodology is described in Section 2. An extended anal-
ysis of color “strange” images is described in Section 3.
Finally, conclusions and directions for further studies are
given in Section 4.

2. Problem statement and solution
methodology

2.1. Problem statement

Let us recall typical properties of RDCs and give
some examples. Suppose one has a set of several images
to be compressed by a given coder. In experiments,
RDCs can be obtained for each particular image by set-
ting several values of PCC and determining values of a
considered metric for them with further approximation of
metric values for intermediate values of PCC (if PCC
might have a limited size set of possible values like QF
in JPEG or the adjustable parameter Q in better portable
graphics (BPG) coder [21], then it is possible to obtain
all values of the considered metric).

Figure 1 presents an example of such RDCs for 9
test grayscale images compressed by AGU coder for
which QS serves as PCC.
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Fig. 1. RDCs PSNR vs QS for the AGU coder

As one can see, all RDCs, including the average one
needed for the two-step procedure of providing a desired
PSNR [14], are monotonously decreasing. One point is

also worth mentioning. Since people usually suppose
RDCs to be smooth, they often set a reasonably large step
of PCC changing. The example in Fig. 1 shows that QS
values were set as 5, 10, 15, ..., 80 to cover the area of
image quality under interest (PSNR values from about 26
to 54 dB) and only for QS from 30 to 35 we have ana-
lyzed more values of QS.

Figure 2 shows RDCs (PSNR vs QF) for a set of
fifty MCL-JCI color images compressed by JPEG (avail-
able at http://mcl.usc.edu/mcl-jci-dataset). Mostly, RDCs
obtained for all 100 possible values of QF are monoto-
nously increasing functions. Meanwhile, some of them
are not as smooth as the plots in Fig. 1. Moreover, there
are a few plots with local minima and maxima although
they do not appear themselves obviously. Note that if one
has set QF as 5, 10, 15, ..., 100 for getting these depend-
ences, minima and maxima could not be noticed.
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Fig. 2. RDCs PSNR on QF for a set of color natural
scene images taken from the MCL-JCI database

and compressed by JPEG

One more point is worth noting here. The examples
in Figures 1 and 2 show that, for the same PCC, PSNR
values are sufficiently different. For example, for QS=40
for the AGU coder (Fig. 1) PSNR values are from about
29 to 39 dB. Similarly, for QF=40 for JPEG (Fig. 2),
PSNR values are from about 29 to 43 dB. This means that
quality of compressed images is sufficiently different (at
least, according to the PSNR metric). Then, to provide a
desired quality (according to a chosen metric), one has to
individually set PCC for each image depending on its
properties (complexity, peculiarities of RDC behavior).

In [20], we have analyzed the images presented in
Fig. 3. They have been compressed by the AGU coder.
As it is seen, all these images are characterized by two
peculiarities. They are of artificial origin and they have
large homogeneous regions. The RDCs for them are
given in Fig. 4. First, for images Texture #40 (Fig. 3,b),
and Texture #42 (Fig. 3,c) the PSNR values for large QS
(e.g., QS=80) are considerably larger than for other gray-
scale images (see the data in Fig. 4 and compare to the
plots in Fig. 1). Second, for the test image Ruler
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(Fig. 3,a), the RDC has local minima (for QS=65 and 75,
see Fig. 4).

a b c
Fig. 3. The test images Ruler (a), Texture #40 (b),
and Texture #42 (c)
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Fig. 4. RDCs PSNR vs QS for the AGU coder
for three test images in Fig. 3

Then, Ruler is a strange image. We can define
strange images in different ways. If PCC can fall into any
positive value, we can state that an image can be consid-
ered “strange” according to a given metric if the corre-
sponding RDC is not monotonous, e.g., has local mini-
mum or local maximum as the RDC in Fig. 4 for the im-
age Ruler. If PCC can fall only into fixed values, other
definitions are possible. For example, if for a given image
for a RDC of monotonously decreasing/increasing type
there is such index i that

Metr(i-1) < Metr(i) A Metr(i) > Metr(i+1), D
or
Metr(i-1) > Metr(i) A Metr(i) < Metr(i+1), 2

then this is “strange” image where Metr(i) is a used met-
ric determined for an i-th value of PCC (such as PSNR in
the previous examples).

Even stricter rules can be introduced. For example,
an image can be considered strange if for a RDC there is
such index i that

Metr(i)-Metr(i-1) > A A Metr(i)-Metr(i+1) > A, (3)
or
Metr(i)-Metr(i-1) < A A Metr(i)-Metr(i+1) < A, (4)

where A is some positive threshold value.
Thus, we have some initial observations about

strange images. First, they might exist according to
PSNR metric for both grayscale images compressed by
AGU and color images compressed by JPEG. One ques-
tion is do they exist for other coders and other metrics.
An initial assumption is also that an image declared as
strange usually contains large homogeneous region or re-
gions. A third aspect relates to a question how to detect
“strange” images in advance.

Before passing to the next subsection, we have to
draw attention of a reader to the following fact. It is pos-
sible that local maxima (or minima) can appear in RDCs
due to other reasons. In particular, we have detected sev-
eral RDCs as those shown in Fig. 5. They take place
when JPEG compression is applied to images that have
been previously (in the past) compressed by JPEG with a
rather large QF. We are not interested in studying such
artifacts in our paper.
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Fig. 5. RDCs for images where JPEG is applied to color
images already (previously) compressed by JPEG

2.2. Solution methodology

If a “strange” image is detected for some metric and
some coder, it is worth checking is this image strange for
other coder(s) and quality metric(s). If we have detected
a “strange” image, let us characterize its properties by en-
tropy (at the first stage of analysis) since entropy is one
of parameters that describe image complexity (proper-
ties) [21, 22]. These two rules determine our methodol-
ogy of analysis at the initial stage.

So, let us look at RDCs PSNR-HVS-M on QS for
the coder AGU applied to three grayscale images in
Fig. 3. Recall here that PSNR-HVS-M is expressed in dB
and this visual quality metric takes into account two im-
portant peculiarities of human vision system (HVS) —
less sensitivity to distortions in high spatial frequencies
and masking effect. For PSNR-HVS-M, distortion visi-
bility threshold is about 40 dB.

The RDCs PSNR-HVS-M vs QS and QF for the
AGU and JPEG coders are presented in Fig. 6. As it is
see from Fig. 6,a, the RDC for the image Ruler has local
minimum for QS=65 and local maximum for QS~80.
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Furthermore, Fig. 6,b shows the RDCs for the image
Ruler compressed by JPEG. According to both visual
quality metrics, PNSR and PSNR-HVS-M, this image is
strange. Finally, this means that if an image is “strange”
according to one quality metric, it is quite probable that
it can be also “strange” according to another metric alt-
hough coordinates of local extrema of the corresponding
dependences might not coincide.
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Fig. 6. Dependences of PSNR-HVS-M on QS for the
coder AGU applied to grayscale images in Fig. 3 (a),
RDCs for the image Ruler compressed by JPEG (b) and
RDC:s for the image Ruler compressed by SPIHT (c)

It should be noted in Fig. 6,b that if the PSNR is de-
termined with a QF step of 5, the Ruler image is not
strange. Also, note that for the image Ruler the entropy

is equal to 0.5, for the image Texture #40 the entropy
equals to 2.9994, and for the image Texture #42 the en-
tropy is equal to 2.9833. This means that, while searching
for potential candidates to be “strange” images it is worth
paying attention to entropy. In addition, Fig. 6,c also
shows RDCs for the image Ruler compressed by SPIHT.
Although these curves are not smooth enough, the image
Ruler in this case is not “strange” according to our defi-
nition. Probably, “strange” images happen more often for
DCT-based coders than for wavelet based ones. How-
ever, this assumption has to be checked in the future.

Above, we have assumed that images with low val-
ues of entropy can be “strange”. To check this assump-
tion, we have carried out a special experiment. It is
known that for noisy images entropy is usually larger
than for almost noise-free ones. Because of these, we
have generated a specific noise-free image given in Fig.
7,a and artificially added additive white Gaussian noise
(AWGN) to it with standard deviations (STD) equal to 3
and 6 with obtaining the images in Figures 7,b and 7,c,
respectively. Note that the entropy for the image in
Fig. 7,a is equal to 1, for the image in Fig. 7,b it is equal
to 4.64, and for the image in Fig. 7,c the entropy equals
to 5.63 (for most natural scene images the entropy is in
the limits from 6 to 7.5).

a b c

Fig. 7. Test grayscale images used in experiments:
noise-free image (a) and noisy images
with AWGN standard deviation
equal to 3 (b) and 6 (c)

The dependences obtained for JPEG applied to im-
ages in Fig. 7 are presented in Fig. 8. As one can see, all
three images are “strange” according to definitions (1)
and (2). Meanwhile, there is an essential difference.
Whilst there are numerous local minima and maxima for
the dependence in Fig. 8,a obtained for noise-free image
in Fig. 7,a, the amount of local minima and maxima de-
creases if noise is added and its standard deviation in-
creases. The presented results also show the following. In
the paper [20] it was assumed that entropy about 3 can be
a threshold for discrimination of “strange” and “conven-
tional” images. This assumption is wrong since images
with larger entropies can be “strange” as well. This shows
that detection of “strange” images is not an easy task and
it has to be paid special attention.

One more assumption that has been put forward in
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[20] was that images containing quite large percentage of
pixels that belong to some background or homogeneous
regions could be “strange”. To check this hypothesis, we
have considered three grayscale images with aforemen-
tioned properties presented in Fig. 9 (available at
https://sites.google.com/site/subjectiveqa/). The image in
Fig. 9,a has entropy equal to 4.19, the image in Fig. 9,b
is characterized by entropy equal to 1.98, and the image
in Fig. 9,c has the entropy equal to 4.66.
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Fig. 8. Dependences PSNR on QF compressed
by JPEG for the images in Fig. 7

M“,anm-nwmmn

solar power system. That's why we take the time to help you and
your clients get the right customised stand-alone or grid-connect
solar PV system for their home. From there we can organise the
design of the system and even assist with all your paperwork. -
/And remember, every Infinity Solar power system comes backed
by an Australian five year installation and inverter warranty.
Infinity Solar, we make solar simple.

1300 11.6 346
i ltysolar com.au

®OINFINITY

SOLAR MADE SIMPLE

SCHOOL OF BIOLOGICAL SCIENCES SYMPOSIUM
\T BIOPHARMA. ASIA CONVENTION 2012
ACAI BIOPHARMACY

20 of March, 2012
Veme: Marina Bay Sa

AllMetSports

3 o
ALLMET|
wow

Fig. 9. Grayscale images with a large percentage
of pixels that belong to background

These images have been compressed by JPEG and
the corresponding RDCs are depicted in Fig. 10, respec-
tively. As one can see, these images are not “strange”, at
least, for JPEG and according to PSNR. Note here that
the entropy for the image in Fig. 9,b is quite small but it

cannot be related to “strange” images since its RDC be-
haves in traditional (expected) manner.

This means one more time that entropy cannot be
used as the indicator that an image is “strange”. At least,
we need another parameter or several parameters that are
able to discriminate “strange” and “conventional” im-
ages. Maybe, entropy can be one of such parameters but
not the only one.
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Fig. 10. RDCs PSNR on QF for JPEG applied

to images in Figures 9,a, 9,b, and 9,c.

Finally, let us also analyze “dark” HDR images
taken from the database available at the link http://re-
sources.mpi-inf.mpg.de/hdr/quality/. The images are
given in Fig. 11. The entropy for the image in Fig. 11,a
equals to 3.02, for the second image it is equal to 5.67.
The RDCs for these images compressed by JPEG are rep-
resented in Fig. 12. In the first case, the image in Fig. 11,a
can be related to the class of “strange” ones whilst, in the
second case, the RDC behaves in traditional manner and
is monotonous.

a b
Fig. 11. Two “dark” HDR images

One observation is that the entropy value for the
“strange” image is smaller than for conventional image.
Thus, smaller values of entropy, in general, evidence in
favor of probability of the corresponding image to be
“strange”.

To partly explain why local maxima and minima of
PSNR appear, let us consider an extreme case of fully
homogeneous image of the constant level C.
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60 3. Analysis for color images and discussion

Fig. 11,2
—-—-TFig. 11,b We have already demonstrated in Fig. 2 that color
50 images can be “strange” as well. In this Section, we con-
sider color images more in detail.
% 40 First, in the paper [23], fifty color images have been
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QF
Fig. 12. The RDCs PSNR on QF for images
in Fig. 11 compressed by JPEG

Suppose it is compressed by JPEG with QS=QS, for
DCT coefficient D(0,0) in each block or by the AGU
coder (recall that the AGU coder is based on 2D DCT in
32x32 pixel blocks). Since we deal with fully homogene-
ous image, all other DCT coefficients in blocks are equal
to 0 before quantizing, after quantizing, and after decom-
pression. Thus, these DCT coefficients have no impact
on errors introduced by lossy compression. Only quanti-
zation of D(0,0) DCT coefficient plays the role. Then af-
ter quantizing one gets [C/QSo] where [] means rounding
to the nearest integer. At decompression stage, one gets

Caec = QSo x [C/QSo] 5)

and Cgec might differ from C by up to QSo. For example,
if C=45, then no errors are introduced for QS, equal to 3,
5, 9, 15, and 45, but the difference between C and Cgec
can be, e.g., equal to 5 for QS, equal to 20 or 25. Radical
jumps of Cgec are possible if QSy changes by 1. For ex-
ample, Cgec is equal to 90 for QS,=90 and it jumps to 0
for QSp=91.

Then, some preliminary conclusions are possible.
First, the occurrence of PSNR irregularity (non-mono-
tonicity) in JPEG compressed images as well as images
compressed by other DCT-based coders is expected. It
might occur in images that have uniform (or near-uni-
form) blocks. Irregularities are a consequence of DCT-
coefficient rounding and the definition of PSNR (where
PSNR is not bounded from the upper side, i.e. it can go
to infinity). Second, for uniform blocks with constant
gray level values, MSE minimum positions can be deter-
mined on the basis of quantization coefficients (matri-
ces). The positions of local maxima can be determined in
a similar way. Third, appearance of irregularity mainly
depends on the presence of a large area has a constant (or
almost constant) gray level value. Entropy can be a rough
indicator of irregularity. Fourth, achieving the target (de-
sired) PSNR value for images compressed by JPEG or
other DCT-based coders can be problematic if the source
images have large uniform regions.

used in experiments concerning just noticeable differ-
ences due to lossy compression. One of these images is
presented in Fig. 13 and it contains a large “dark” back-
ground. Dependence of PSNR on QF for JPEG for the
image in Fig. 13 is given in Fig. 14. Obviously, it con-
tains several local minima and maxima and, thus, this im-
age can be treated as “strange”. Thus, the preliminary
conclusion is that color images can be “strange” as well
and, probably, this might happen if an image contains a
large homogeneous background.

Fig. 13. An example of color image
with large “dark” background
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Fig. 14. Dependence PSNR on QF for the image

in Fig. 13 compressed by JPEG

Analysis of RDCs has been carried out for tens of
color images from SPAQ database (available at
https://github.com/h4nwei/SPAQ). Fig. 15 shows two of
detected “strange” images. The corresponding RDCs are
represented in Fig. 16. In both cases, there are numerous
local minima and maxima.

Both images in Fig. 15 have large homogeneous re-
gions. To check the hypothesis that the presence of large
homogeneous regions in color images can be the reason
of these images to be “strange”, an additional artificial
512x512 image has been created, Fig. 17,a (the corre-
sponding RGB color triplets are provided in the image).
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a b
Fig. 15. Examples of detected “strange” images
in the SPAQ database
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Fig. 16. Dependences of PSNR on QF for the image
in Fig. 15,a and the image in Fig. 15,b
compressed by JPEG

The RDC for it isrepresented in Fig. 17,b for JPEG. Mul-
tiple minima and maxima are observed and the image can
be treated as “strange”. More analysis for this image can
be found in [20].

Note that for the AGU coder applied component-
wise and in 3D manner, the image in Fig. 17,a is
“strange” as well. Thus, we can conclude that “strange”
images might happen among color ones compressed by
different DCT-based coders.

4. Conclusions

In this paper, we have defined and considered the
images called “strange” since rate-distortion curves for
them are non-monotonous and might contain one or mul-
tiple local maxima or minima. This makes problematic
providing a desired quality for such images because the
corresponding algorithms might fall into local minima or
maxima, rate-distortion curve derivative values might
have jumps and so on.

Our analysis has shown the following. Images de-
fined as “strange” can be grayscale and color, they can be
“strange” according to PSNR (MSE) and visual quality
metrics. Most often a “strange” image contains a large

homogeneous region or regions. Image entropy has a cer-
tain relation to probability of an image to be “strange”
but this relation is not so strict as it has been stated in
[20]. At least, comparison of image entropy to a certain
threshold does not allow reliable discrimination of im-
ages into “strange” and “not strange”.

[R,G,B]=[0,0,136]

[R,G,B]=[0,0,39]

50
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20
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QF
b
Fig. 17. Artificial color image (a) and dependence
of PSNR on QF for this image compressed by JPEG (b)

Keeping this in mind, we see the following direc-
tions of further studies:

— toanalyze large image databases in an automatic
manner for searching the “strange” images;

— to look for parameters (image characteristics)
that are able to reliably discriminate images into
“strange” and conventional where calculation of these
parameters takes considerably less time than compres-
sion itself;

— to analyze other DCT-based coders as, e.g.,
BPG as well as wavelet based coders as JPEG2000 (or
SPIHT) or those based on atomic wavelets [24];

— tostudy how “strangeness” of images influences
other operations of their processing as, e.g., segmenta-
tion [25].
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{010 AMBHUX 30BPAKEHD Y 3ACTOCYBAHHI 1O CTUCHEHHS 3065PA’KEHDb 3 BTPATAMUA
booan bonoscyniu, /limimpic Byaxoseuu, @anzgpane JIi, Bonooumup Jlykin

OnHo- Ta TpHUKaHaJIbHI 300pa)KeHHs IIHMPOKO BUKOPHCTOBYIOTHCS y 0araThox jJojatkax. BHacmiok 3pocTaHHs
00’€My TaKUX JIaHUX 1X HEOOXI/IHO CTUCKATH, IIPH IIbOMY CTUCHEHHS 3 BTpaTaMH 3a0e3reuye OUIbII HINPOKI MOXKITH-
BOCTI. 3a3BHYail MPUIYCKAETHCS, IO ISl JAHOTO 300pa)KeHHsI OIIbIINK KOeillieHT CTHCKY TPU3BOAUTH N0 TipHIOl
SIKOCTI Y BIJIIOBIAHOCTI 110 Oy/b-sikuX MeTpUK. Lle cipaBeayiBo uist OLIBIIOCT] MPaKTUYHUX BUMAAKIB. BTim Herio-
JIaBHO OYJIO BHUSIBJICHO, IO ICHYIOTh TaK 3BaHi ‘“NUBHI” 300pakeHHs, JUIs SIKUX KPUBA 3aJIE)KHOCTI CIIOTBOPEHb BiJ
CTYIEHS CTUCHEHHS SIK 3aJIeKHICTh MKOBOTO BiTHONICHHSI CUTHANI-IIYM BiJl paKTOpy SIKOCTI YM KPOKY KBaHTYBaHHS
HIOBOJIUTHCSI HEMOHOTOHHO. L{e MOoXke mpU3BOANTH 10 MPOOIEeM Iijl Yac CTUCHEHHs 300paxkeHb 3 BTpatamu. Tox oc-
HOBHMM HIPEAMETOM CTaTTi € (paKTOpH, 1110 BU3HAYAIOTh 3rajiaHe siBuille. ['OIOBHIMU 3 HUX € IITYy4HE TOXOJPKEHHS
300pa)keHHsI, MOXKJIMBA HAsBHICTh OJJHOPIIHKUX JUISTHOK BEIMKOTO pO3Mipy, crienudiyHa moBeJiHKa TicTorpam 300pa-
»eHb. OCHOBHOIO METOI0 € PO3TJISIHYTH Ta MOSICHUTH OCOOJIMBOCTI CTHCHEHHS AWBHUX 300pa)keHb 3 BTpaTamu. 3a-
B/IaHHS CTAaTTI — HA/IATH BU3HAYCHHS JIMBHUX 300paKeHb Ta MEPEBIPUTH, Y1 HEMOHOTOHHICTD 3aJI©KHOCTEH CIIOTBO-
PEHb BiJ| piBHS CTUCHEHHS Ma€ Miclie JJIsl pi3HUX KojepiB Ta MeTpuK. Llle ogHe 3aBnaHHs — HaaTy iaei Ta MeTono-
JIOTi}0 HACTYITHUX JIOCII/KEHb, 110 CIPSIMOBAHI Ha BUSBIICHHS JMBHUX 300pa)keHb J0 X CTHCHEHHs. ['oloBHUIT pe-
3yJbTAT MOJATaE B TOMY, 1II0 HEMOHOTOHHA TIOBEJ[IHKa MOXKE CIIOCTEPITaTHCh ISl TOrO K CaMOro 300paKeHHS s
PI3HUX METPHK SKOCTI Ta KonepiB. Lle o3Hauae, 1110 He BIACTUBOCTI KO/Iepa, a BIACTHBOCTI 300pa)KeHHS] BU3HAYAIOTh
WMOBIPHICTb TOTO, IO 300pa)kKEHHS € IMBHUM. BUIBII TOro, TUBHUMH MOXYTh OyTH sIK 300pa)k€HHs B Ipajiallisix Ci-
poro, Tax i KOJIbOpOBi, SIK 300pa)KeHHs HATYpPaJbHUX CIIEH, Tak 1 mTy4Hi. Lle 1 OijbpIoMy CTyIeH] 3aIeXUTh BiJl Blia-
CTHUBOCTE 300paXkeHHs1, HIX BiJ| HOr0 MOXO/KEHHS Ta KUIBKOCTI KaHaIIB. 30KpeMa, BaKJIMBY POJb IPAIOTh BiJICOTOK
MKCEIB, 10 HAJIXKATh J0 OJHOPIJHUX TUISHOK, Ta €HTPOMis. Ik BUCHOBOK, HAMU HAJJaI0ThCS MOXJIMBI HAMIPSIMKH
MalOyTHIX JOCIIIXKEHb, 5IKi, B IIEPIILy Yepry, BIAHOCATHCS IO aHaIli3y 300paKeHb Y 0a3ax BEIMKOTro PO3Mipy 3 METO0
BCTAHOBUTH ITapaMeTpH, SKi BKa3yIOTh, 110 JaHE 300paKEHHS MOXKe OyTH AUBHUM.

Knro4oBi ci10Ba: cTHCHEHHS 3 BTpaTaMH; JUBHI 300pa)KeHHS; KOIEPH; METPUKH SKOCTi; KPHBI CIIOTBOPEHHS —
CTYIIiHb CTUCHEHHSI.
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