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THEORETICAL AND EXPERIMENTAL STUDY OF PERFORMANCE ANOMALY

IN MULTI-RATE IEEE802.11AC WIRELESS NETWORKS

IEEE 802.11 wireless local area networks (WLANS) are shared networks, which use contention-based distributed
coordination function (DCF) to share access to wireless medium among numerous wireless stations. The perfor-
mance of the distributed coordination function mechanism mostly depends on the network load, number of wireless
nodes and their data rates. The throughput unfairness, also known as performance anomaly is inherent in the very
nature of mixed data rate Wi-Fi networks using the distributed coordination function. This unfairness exhibits itself
through the fact that slow clients consume more airtime to transfer a given amount of data, leaving less airtime for
fast clients. In this paper, we comprehensively examine the performance anomaly in multi-rate wireless networks
using three approaches: experimental measurement, analytical modelling and simulation in Network Simulator v.3
(NS3). The results of our practical experiments benchmarking the throughput of a multi-rate 802.11ac wireless
network clearly shows that even the recent wireless standards still suffer from airtime consumption unfairness. It
was shown that even a single low-data rate station can decrease the throughput of high-data rate stations by 3-6
times. The simulation and analytical modelling confirm this finding with considerably high accuracy. Most of the
theoretical models evaluating performance anomaly in Wi-Fi networks suggest that all stations get the same
throughput independently of the used data rate. However, experimental and simulation results have demonstrated
that despite a significant performance degradation high-speed stations still outperform stations with lower data
rates once the difference between data rates becomes more significant. This is due to the better efficiency of the
TCP protocol working over a fast wireless connection. It is also noteworthy that the throughput achieved by a
station when it monopolistically uses the wireless media is considerably less than 50 % of its data rate due to
significant overheads even in most recent Wi-Fi technologies. Mitigating performance anomaly in mixed-data rate
WLANSs requires a holistic approach that combines frame aggregation/fragmentation and adaption of data rates,
contention window and other link-layer parameters.

Keywords: IEEE802.11ac; wireless networks; Wi-Fi; distributed coordination function; multi-rate network;
airtime consumption unfairness; performance anomaly; throughput; benchmarking; simulation, modelling.

Introduction

There has been tremendous proliferation of Wi-Fi en-
abled devices and huge growth of wireless communication
deployments in public hot-spots, homes, and commercial
organizations [1]. The proliferation of wireless local area
networks (WLANSs) and explosive growth in wireless data
traffic led to a surge in demand for more bandwidth. This
has motivated the development of new 802.11 Wi-Fi
standards promising high data rate and low latency. How-
ever, the actual data rate and throughput available to wire-
less stations depend on many factors and are usually con-
siderably less than the maximal data rate defined by the
standard.

IEEE 802.11 series of standards provide backward
compatibility to support legacy and low-data rate devices.
Heterogeneous Wi-Fi enabled devices and loT sensors
have varied hardware resources, processing power, band-
width configurations, employing different PHY and MAC
layer techniques and capable of different data rates [2]. As
a result, the difference in data rates between low and high

data rate stations in the same wireless local area network
(WLAN) can reach hundreds of times.

Furthermore, supporting different data rates is in the
very nature of wireless technologies. Due to the dynamic
environment and mobile nature of wireless communica-
tion, IEEE 802.11 nodes use different modulation and en-
coding schemes to provide reliable transmission. Wireless
nodes use rate adaptation mechanism to dynamically
change their data rate depending on condition of the chan-
nel, relative position of the nodes in the wireless network,
and MAC layer retransmission of frames.

The diversity of data rate in a wireless network could
lead to performance anomaly [3] because IEEE 802.11
wireless local area networks (WLANS) use contention-
based medium access control mechanism where every
node, whether high-rate or low-rate, has the opportunity
to access the shared channel. When a low-data rate node
gains access to the medium, it takes longer time to trans-
mit its frame. Thus, low-rate nodes will occupy the chan-
nel much longer, penalizing high-rate nodes [2, 4] and can
severely degrade overall performance of the network and
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in particular the performance of high-data rate devices
[5-7]. This issue is becoming especially critical for video
streaming services in future smart systems, e.g. vehicular
networks [8], UAV-enabled [9] wireless networks, etc.

A number of enhancements at both PHY and MAC
layers have been introduced in 802.11n, 802.11ac and the
most recent IEEE 802.11ax standard [10] to improve per-
formance and mitigate the impact of performance anom-
aly in multi-rate wireless networks. However, perfor-
mance anomaly has not been resolved and the results of
our practical experiments benchmarking throughput of
mixed rate 802.11n/ac wireless networks clearly show that
even the most recent wireless standards still suffer from
airtime consumption unfairness.

There have been several studies benchmarking [11-
13] and modelling [14, 15] throughput of wireless net-
works and evaluating performance anomaly [16-18].
Even though these works are important for understanding
IEEE 802.11 performance overheads and uncovering the
nature of throughput unfairness in mixed data rate Wi-Fi
networks, but they mostly rely on analytical modelling or
simulation without verifying them experimentally. Be-
sides, their findings are mostly based on legacy
802.11b/a/g standards which do not offer quantitative re-
sults useful for users of more recent WLAN specifica-
tions. Despite the fact that the weak TCP performance
over wireless networks is a well-known problem, TCP is
widely used as a standard transport in smart systems and
loT application to carry sensor data and even for video
streaming [8-9]. Thus, in our study we focus on examin-
ing TCP performance over mixed data rate Wi-Fi network.

In this paper, we present the results of a comprehen-
sive study of performance anomaly in mixed rate 802.11n
and 802.11ac wireless networks using three approaches:
experimental measurements, analytical evaluation and
simulation in Network Simulator v.3 (NS3). In addition to
our earlier work [19], we considered three possible sce-
narios of using 20, 40, and 80 MHz-width wireless chan-
nels and complement the experimental findings with ana-
Iytical modelling and simulation of complex multi-node
scenarios in NS3.

The rest of the paper is organised as follows. In the
next section we briefly discuss the Wi-Fi distributed co-
ordination function and uncover a phenomenon of the air-
time consumption unfairness arisen in mixed data rate
wireless networks. Section 2 describes evaluation meth-
odology, scenarios and experimental setup. In Section 3
we report results of the throughput experimental meas-
urements performed in a test-bed Wi-Fi network. Section
4 examines performance anomaly in mixed data rate
wireless networks via simulation in NS3. Accuracy of
theoretical throughput modelling and simulation are dis-
cussed in Section 5. Performance anomaly in a multi-
node setup is studied in Section 6. The last section dis-
cusses main findings and concludes our work.

1. Wi-Fi medium access control
and airtime consumption unfairness

1.1. Distributed Coordinated Function

The fundamental medium access control mechanism
used by IEEE 802.11 standard is called distributed coordi-
nation function (DCF). DCF is a contention-based, best ef-
fort mechanism based on carrier sense multiple access with
collision avoidance (CSMA/CA) protocol. DCF treat all
traffic with the same priority.

In general, DCF provides a random pseudo-fair mul-
tiple access to a wireless media. This means statistically
each computer gets an equal number of chances to transfer
its data frames over a shared media. However, low data-
rate wireless stations consume more airtime to transfer a
given amount of data, leaving less airtime for other sta-
tions. This decreases the overall network throughput and
significantly degrades performance of high data rate de-
vices. Thus, DCF becomes unfair toward high-speed sta-
tions working in mixed data rate Wi-Fi networks. Fig. 1
helps in understanding a nature of the problem. It depicts
an example of a channel access cycle in case of two sta-
tions: low data rate Station A and high data rate Station
B. Station A has half of the link speed of Station B which
doubles its transmission time compared to B. It is also as-
sumed that stations A and B get access to the channel with
the same probability, and A and B frames are of the same
size.

Channel Access Cycle

A
( )

DIFS A frame + ACK DIFS | B frame + ACK

time”

Fig. 1. Time allocation of a channel access cycle

Thus, the high data rate client spends more time wait-
ing for the slow client to release the media then transmit-
ting its own frame. This means that even a single client
connected to the wireless network at a low data rate can
dramatically slow down all high data rate clients. This per-
formance anomaly has been studied in a series of works
[3, 17, 18]. Authors of [16] proposed a lightweight analyt-
ical model, which was further improved in [13] to estimate
throughput of wireless stations U; with regard to their data
rates:

(03

n 17 D

j=1 V]
where U; — is the throughput available to the i-th station;
V- is a data rate of the j-th station connected to the same
access point; n — is the total number of wireless stations
connected to the same access point; a — is an overhead
coefficient (0 < a <1).
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The model (1) roughly predicts the maximal
throughput available to each station in the Wi-Fi network
with mixed data rates where all stations are busy transmit-
ting and receiving data. It shows that all stations would
have approximately the same throughput independently
on their individual data rate. Moreover, this throughput
would approximate to the data rate of the slowest station,
which is in-line with another study [3]. Finally, the overall
bandwidth of a wireless network with n stations could be
estimated as:

Uz=n-Ui

(0]

on T e)
j=1 V]
A coefficient a (0<a<l, a~0.5) was introduced in
[20] to take into account such a decrease caused by many
reasons including inter-frame gaps and CSMA/CA conten-
tion windows, numerous Wi-Fi control frames, collisions
and retransmissions of corrupted frames. Many practical
studies showed that a real throughput achieved at OSI
layer7 (or layer4) is substantially lower than the data rate
at which a client is connected to the wireless network and
takes approximately 50% in Ad-hoc networks. Moreover,
if wireless stations communicate via the access point (i.e.
in the Infrastructure mode), the same message goes over
the air twice (from the source STA to the AP and then from
the AP to the destination STA) which additionally reduces
the throughput by half as much. A detailed consideration
of wireless networks overheads is given in [20], but it is
out of the scope of this paper.

1.2. Enhanced distributed channel access

802.11n and 802.11ac standards use an enhanced
variation of DCF for channel access called Enhanced
Distributed Channel Access (EDCA). EDCA mechanism
provides differentiated access to wireless medium by di-
viding traffic into four main access categories: back-
ground, best effort, video and voice. Instead of a constant
distributed coordination function interframe space
(DIFS) value, each traffic access category is assigned a
distinct arbitration interframe space (AIFS) and using
different values for minimum and maximum contention
windows [10]. Although, despite the improvements pro-
vided, EDCA does not seem to solve the throughput un-
fairness issue.

2. Methodology and experimental setup

We conducted a number of experiments to investi-
gate performance anomaly in mixed data rate Wi-Fi net-
works. The test-bed network configuration is depicted in
Fig. 2. It includes one desktop computer C connected di-
rectly to the Linksys WRT 1200AC (802.11ac) access
point via the Gigabit Ethernet wired connection. Two
wireless laptops (A and B) were equipped with the TP-

Link Archer AC600 (802.11ac) network adapters sup-
porting one spatial stream. These wireless laptops estab-
lished connections to the desktop computer C via the ac-
cess point. Evaluation version of IxChariot tool has been
used to benchmark wireless network throughput under
realistic load conditions. Using IxChariot we created two
simultaneous data streams between endpoints Aand C, B
and C running the same throughput benchmarking script
(see Fig. 3). The script sends a series of files via the TCP
connections established between endpoints. The file size
was set to 100 KB (default value) in case of 20 MHz and
40 MHz channel width setups. For the 80 MHz channel
width scenario we increased the file size up to 1 MB.

IxChariot estimates throughput by measuring how
fast a file is transferred between two endpoints of the data
stream. The script transferred a series of 1000 files in a
loop, which gives 1000 throughput measures.

High data rate
station (A)
changeable data rate ~<

A station (B) with the
802.11n/ac

N
Send®,
data 1
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Fig. 2. Experimental setup
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Fig. 3. IxChariot throughput benchmarking script

The experiments were conducted in an open area envi-
ronment with no other wireless networks installed nearby.
The core idea of our experiments was to create a mixed
data rate environment by having one of the wireless lap-
tops connected to access point at maximal data rate while
forcing the second laptop to use a lower data rate. With
this in mind, Station A was placed close to AP throughout
the whole experiment which enabled the maximal data
rate of its wireless connection.
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One should note that users cannot directly control and
set certain data rate for a wireless network adapter. It is se-
lected automatically by the station depending on signal
strength and noise level. To force the second laptop (Station
B) to switch to lower data rate, it was moved away from the
access point until its data rate dropped down to the next dis-
crete value (see Fig. 2).

The full range of data rates supported by 802.11ac
standards can be found in [21].

We performed a series of throughput benchmarks at
different data rates of Station B, starting from maximum
supported rate and decreased it down to lowest rate. We
consider three different scenarios corresponding to differ-
ent channel width: 20 MHz, 40 MHz and 80 MHz.

A single spatial stream theoretically supports maxi-
mal data rates of 72.2, 150 and 433.3 Mbps correspond-
ingly (see Table 1). If the signal strength is very low,
802.11n/ac devices can even switch over to 1 or 2 Mbps
data rate (supported by the legacy 802.11b standard) when
they work in the 2.4GHz band. The actual data rate at
which station A was sending data frames was extracted
from the radiotap header of sent packets captured by
Wireshark packet analyser. The most important experi-
mental settings are summarised in Table 1. A frequency
range, channel width and wireless modes were configured
via adapter/access point settings.

Table 1
Parameters for experimental evaluation of throughput
unfairness in mixed Wi-Fi networks

Parameter Scenario 1 | Scenario 2 | Scenario 3
Mode 802.11n/ac mixed
Frequency band, GHz 2.4 2.4 5
Channel Width, MHz 20 40 80
MIMO configuration 2x1:1 2x1:1 2x1:1
Maximal data rate 72.5 150 433.3
Minimal data rate 1 1 6

File size, KB 100 100 1000
Transmission protocol TCP TCP TCP
No of loop cycles 1000 1000 1000

3. Throughput benchmarking and their
comparison with the theoretical model

3.1. Throughput benchmarking results:
20MHz-width channel scenario

In this scenario the maximal data rate of a wireless
connection established between laptops and an access
point can reach 72.2 Mbps using one spatial stream. The
single data stream established between A and C occupies
the whole available throughput of a wireless network. It
reached 36.823 Mbps on average (varying between
14.286 and 47.059 Mbps) which is 51% of the data rate at
which A was connected to wireless access point. This ob-
servation is in line with a series of other experimental
works. Fig. 4 shows how the average throughput of two

independent data streams (A—C) and (B—C) is changed
depending on the data rate of Station B. When B also
sends data at the maximal data rate the two data streams
share the network throughput almost equally (18.343 vs
19.403 Mbps). It can be noted that the throughput of both
data streams decreased due to drop in Station B data rate.

At the same time, it is clear that the theoretical
model (1) overestimates throughput of slow data rate
(station B) and underestimate throughput of high data
rate (station A). Fig. 5 explains this phenomenon. It pre-
sents examples of raw throughput estimates measured by
IxChariot at different data rates of Station B.

One can notice two different patterns corresponding
to slow and high data rate stations, especially when the
difference between their data rates becomes significant
(Figs. 5,c-d). Even though the data rate of Station A re-
mains maximal, its throughput is decreasing on average.
However, in Fig. 5 we can notice throughput peaks regu-
larly experienced by Station A.

Analysing packet traces captured by Wireshark, we
have found out that throughput of Station A sharply in-
creased when Station B paused in data transfer. In turn,
these pauses occurred because of TCP protocol slowed
down its transmission rate reacting to packets loss (by re-
ducing transmission window) or when Station B lost wire-
less connection and was trying to reconnect. The fact that
TCP protocol works non-optimally over unstable wireless
connections is widely accepted and has been studied by
many authors [20, 22, 23].

Non-optimal settings of retransmission timer, wrong
congestions detection cause unnecessary retransmissions,
and reduced TCP congestion window also additionally de-
grades throughput of low data-rate Station B. However,
this gives an additional opportunity to high-data rate Sta-
tion A to overrun the theoretical throughput suggested by
(1). However, deeper investigation of this phenomenon is
beyond the scope of this paper.
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Fig. 4. Station throughputs depending
on the data rate of Station B: 20 MHz scenario
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Fig. 5. Throughput patterns of stations with different data rates: 20 MHz scenario

Nevertheless, our experimental results clearly show
that slow data rate stations actively transmitting data can
significantly degrade throughput of high data rate sta-
tions connected to wireless network.

3.2. Throughput benchmarking results:
40MHz-width channel scenario

In this scenario the maximal data rate of wireless con-
nection was 150 Mbps. The single data stream established
between A and C reaches 71.624 Mbps on average varying
between 16 and 80 Mbps. It is 48% of the maximal data
rate at which A was connected to wireless access point.
Figures 6 and 7 show that the theoretical model (1) approx-
imates stations throughput with a good accuracy. Only
when a data rate of Station B drops down to 1 Mbps (which
can happen when a Wi-Fi network uses 2.4 GHz range),
Station A considerably outperforms Station B due to non-
optimal behavior of TCP protocol (see Fig. 7). This phe-
nomenon was considered in previous scenario.

3.3. Throughput benchmarking results:
80MHz-width channel scenario

This scenario is only possible in pure 802.11ac wire-
less networks working in 5GHz range. The maximal al-
lowed data rate in the case of single spatial stream is equal
to 433.3 Mbps. The lowest supported data rate is 6 Mbps.
Figs. 8 and 9 show the drop in Station B data rate affects

throughput of both stations. However, the theoretical
model (1) considerably underestimates the average
throughput of Station A especially when difference be-
tween stations data rates becomes significant. It is also
noteworthy that the throughput achieved by Station A
when it monopolistically uses the wireless media is equal
to 181.8 Mbps on average, which is considerably less than
50% of its data rate. This is due to significant overheads,
even in most recent Wi-Fi technologies. During our exper-
iments we noticed that network adapter and access point
tend to use long guard intervals if the signal strength is not
maximal.
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Fig. 6. Station throughputs depending
on the data rate of Station B: 40 MHz scenario



90 ISSN 1814-4225 (print)
Radioelectronic and Computer Systems, 2022, no. 4(104) ISSN 2663-2012 (online)
80 80
‘ \ l Mbps
70 l r\ ( ’ ‘ ' ‘ 70 5
‘ il “l \ | ‘ i | ] “ f:"
% ! “‘ ‘ !' '\ ‘H “‘ | ,\‘ \‘\ * 60§VA ‘
50 x il ) l | El- 1 | |
M H ” ”‘ \H ‘H ' ‘ T ’ "‘ "H '“ |
40 .10 TR i ' ot il
‘ J (AT ) Wl “" b Wl 1 f
30 30 Ay ;\'H ‘i" .‘I'Lp.‘ ”‘ le‘“! ,'h
Mbps |, | '(. ! ( "I\ v
20 = 20 14
g Ve q \ 1
lOg: 10 !
O—g Time, s 0 Time, s
00700:00 00:00:01 00:00:02 00:00:03 00:00:04 00:00:00 00:00:01 00:00:02 00:00:03 00:00:04 00:00:05 00:00:06
(a) Va=150 Mbps (b) Va=150 Mbps; Vg=150 Mbps
80
Mbps Mbps
70 70
60 B 60 Ez
g’ [=)
50 © 50 3
" a0
30 30
20 20
10 YB Va ) Time, s ’ 10 Va Time, s
o Mk Ay Al o M NN L CUWNN W e N
00:0000 00:00:10 00:0020 00:00:30 00:00:40 00:00:50 00:01:00  00:00:00 00:00:10V5 00:00:20  00:00:30  00:00:40  00:00:50

(c) Va=150 Mbps; Vg=13.5 Mbps

(d) Va=150 Mbps; Ve=1 Mbps

Fig. 7. Throughput patterns of stations with different data rates: 40 MHz scenario

Hence, some of the data rates defined by 802.11n/ac
standards have never been used by station B.
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Fig. 8. Station throughputs depending
on the data rate of Station B: 80 MHz scenario

4. NS3 simulation of mixed data rate
Wi-Fi networks

4.1. NS3 simulation model and setup

NS3 (Network Simulator v.3) is an open source net-
work simulation tool which has been used extensively by
research community and recognised to be a reliable net-
work simulator [24]. It is a discrete-event computer net-
work simulator which runs high-level C++ models.

In simulation models we reproduced the same WLAN in-
frastructure and topology used for experimental through-
put measurements (see Fig. 2).
The simulation model was created as per following

sequence of operations:
1. Create network nodes and connections between them
according to Fig. 2.
2. Setup Gigabit Ethernet channel between Access Point
and Server C.
3. Setup Wi-Fi channel and physical layer between Ac-
cess Point and two wireless stations A and B:

a. Wi-Fi standard;
channel width;
number of antennas;
number of Tx and Rx spatial streams;
guard interval;

f. modulation code scheme;
4. Setup Wi-Fi mac layer:

a. network SSID;
5. Install protocol stack on all devices.
6. Configure IP settings on all devices.
7. Configure the application layer settings:

a. Create TCP sockets between wireless stations A
and B and server C;

b. Setup packet size;

c. Setup the application data rate for both stations;

d. Setup simulation time;
8. Run the simulation.
9. Collected the wireless nodes applications throughputs.

®o0o



Information security and safety 91
180 A AW - Y ViV 180
| ' Va Mbps
160 | ! i ’ , | 160 A
140 140 1 I ‘
' 1I,IR, A [ | (111§
120 120 1“r AR AT ML i AL AU
Mbps IR AT AT
100 100 | R (AR T i I VIR T i
A || “U‘ | ! i | | I
805 so V1 ARES! | ‘ |
(=%
60 60 VB
3 5
402 0e
[ D
20 2 3
0 Time, s 0 |E Time, s
00:00:00 00:00:01 00:00:02 00:00:03 00:00:04 00:00:05 00:00:06 00:00:07 00:00:08 00:00:00 00:00:02 00:00:04 00:00:06 00:00:08 00:00:10 00:00:12
(3) Va=433.3 Mbps (b) Va=433.3 Mbps; V=433.3 Mbps
180 i 180 b
I\ S I S
160 " 160 "
403 g ‘
= | =
1202 ‘ { 1202
E ‘ VA AJ Wl ) ‘ | E J»
| | | -
RS e 1 TIINT O TOY  Y '1: 1 AN 00E v 1
80 ";‘l.n‘uf‘v“ il AL - U PR S WAL 0 [t | i
v Y T Y™ AR 1y il
60 | LA {1 YA ( 1N ! 60 \ | | ih-|
40 \ m Il L
20 20 ‘ -
0 Ve Time, s 0 Vs | v/ Tifng, s
00:00:00 00:00:04 00:00:08 00:00:12 00:00:16 00:00:20 00:00:24 00:00:28 00:00:32 00:00:36  00:00:00 00:00:10 00:00:20 00:00:30 00:00:40 00:00:50
(c) Va=433.3 Mbps; V=117 Mbps (d) Va=433.3 Mbps; Vg=6 Mbps
Fig. 9. Throughput patterns of stations with different data rates: 80 MHz scenario
Table 2

We run a series of simulations for each of the sce-
narios reported in Table 1. In each simulation, data rate
of station A was set to maximal supported rate and never
changed. Instead of moving Station B away from access
point, we configured Station B settings to use the data
rates from the range obtained experimentally and re-
ported in Section 3.

4.2. NS3 simulation results and their comparison
with experimental and theoretical data

Tables 2-4 report throughputs of high and low data
rate stations A and B depending on differences in their data
rates estimated theoretically (1), measured experimentally
and simulated in NS3. Reported data show that NS3 simu-
lation results are in line with results obtained experimen-
tally and estimated using (1). They confirm the general
finding that low speed stations can significantly degrade
throughput of high data rate stations and drop the overall
network efficiency. Moreover, simulation results confirm
our practical observations that high data rate station starts
to over perform the low data rate station once the differ-
ence between their data rates becomes more significant.
Packet traces generated by NS3 showed that TCP protocol
of low-data rate station sends data with the lower intensity
even despite statistically equal transmission opportunities
at the MAC layer. Round trip time (RTT) measured by low
data rate station is significantly higher than RTT of high-
data rate station.

Scenario 1: a deviation between throughput modelling,
measurement and simulation

Data rates, Throughput, Mbps

Mbps Theoretical | Experimental | ns3 Simulation
St.A | St.B St. A=B SttA | St.B | StA | St.B
72.2 - 36.10 36.82 - 50.02 -
722 | 72.2 18.05 18.34 | 19.40 | 23.25 | 23.34
72.2 | 585 16.16 16.22 | 14.16 | 22.85 | 21.24
72.2 52 15.11 15.22 | 11.87 | 21.74 | 19.66
72.2 39 12.66 14.03 | 9.23 | 21.36 | 15.67
72.2 26 9.56 12.03 | 6.02 | 20.23 | 11.23
722 | 195 7.68 10.27 | 464 | 19.44 | 9.33
72.2 13 5.51 8.48 | 2.75 | 18.20 | 5.62
72.2 6.5 2.98 6.26 | 1.28 | 16.05 | 2.55
72.2 2 0.97 5.62 | 0.75 | 13.74 | 0.98
72.2 1 0.49 4.15 | 0.48 | 10.23 | 0.60

Table 3

Scenario 2: a deviation between throughput modelling,
measurement and simulation

Data rates, Throughput, Mbps

Mbps Theoretical | Experimental | ns3 Simulation
St A | St.B St. A=B St A|St.B | St A | St.B
150 - 75.00 71.62 - 103.98 -
150 150 37.50 34.93 | 35.93 | 52.84 | 53.14
150 135 35.53 32.63 | 31.04 | 50.28 | 47.25
150 108 31.40 30.18 | 28.74 | 41.31 | 42.85
150 81 26.30 25.81 | 23.61 | 37.99 | 36.44
150 54 19.85 18.35 | 17.05 | 32.08 | 26.80
150 | 405 15.94 14.79 | 12.32 | 26.10 | 22.60
150 27 11.44 8.87 | 6.00 | 20.59 | 14.40
150 | 135 6.19 5.18 | 2.63 | 17.23 | 7.22
150 6.5 3.12 3.60 | 0.72 | 1567 | 1.72
150 2 0.99 3.82 | 0.62 | 1452 | 0.95
150 1 0.50 5.40 | 0.22 | 13.04 | 0.59
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Table 4
Scenario 3: a deviation between throughput modelling,
measurement and simulation

Data rates, Throughput, Mbps

Mbps Theoretical | Experimental ns3 Simulation
St. A| St.B| St A=B St. A StB | St A | St.B
433.5 - 216.75 181.778 - 279.62 -
433.5| 4335 108.38 108.613 | 110.6 | 132.26 | 135.08
4335| 351 96.98 106.242 | 94.962 | 128.61 | 122.62
433.5]292.5 87.33 104.551 | 77.037 | 122.64 | 108.71
4335 | 234 75.98 97.02 66.2 | 109.96 | 99.26
4335 | 175 62.34 85.993 |43.197 | 92.00 | 85.30
4335 | 117 46.07 80.303 |34.848 | 72.57 | 65.16
433.5| 58.5 25.77 72.175 | 15546 | 46.91 | 42.21
4335 | 27 12.71 65.068 | 8.733 | 37.86 | 22.04
4335 | 135 6.55 56.176 | 6.211 | 36.27 | 9.96
433.5 6 2.96 37.937 | 2.361 | 35.84 | 4.84

This affects retransmission timer settings and causes
considerable pauses in TCP data flow which are used by
high data rate station to transmit its data. However, one
should note that NS3 simulation considerably overesti-
mates the initial stations’ throughputs (by 45% on average
— see Tables 2-4) compared to experimental results. This
means that NS3 simulator does not take into account all
overheads of wireless networks.

Ultimately, the simulation results confirm that NS3
does take into account airtime consumption unfairness
that occurred in mixed data rate Wi-Fi networks with ad-
equate accuracy.

5. Accuracy of theoretical throughput
modelling and simulation

In this section we evaluate how well the experi-
mental data are replicated by the simulation and analytical
models. With this purpose we use the coefficient of deter-
mination (R-squared) and a standard deviation between
predicted and measured throughput values (see Table 5).

In addition to analytical model (1) and NS3 simula-
tions, we also consider a conservative approach which es-
timates station’s throughput as inversely proportional to
number of stations. This estimate is used to roughly pre-
dict station’s throughput in half-duplex CSMA/CA net-
works where all stations in the same collision domain use
the same data rate (e.g. 10 Mbps in Ethernet networks or
100 Mbps in Fast Ethernet networks).

Table 5 shows that the conservative estimate is not
appropriate for wireless networks. In all three scenarios
R-squared estimated between the experimentally ob-
served and predicted throughput of high-data rate station
approximates to zero. Though, this approach is still appli-
cable for predicting throughput of stations with lower data
rate sharing common media with high-speed stations.

The theoretical model (1) gives a good approxima-
tion of experimental data in case of both high and low data
rate stations. However, the model assumes that high and

low data rate stations would have the same throughput ap-
proximate to data rate of the slowest station. This is not
generally true. Experimental results (see Figs. 4, 6, 8)
show that in all scenarios the high-data rate station always
outperforms the low data rate station, especially when the
difference between their data rates is increasing. As a re-
sult, model (1) slightly overestimate throughput for low
data rate station (the average standard deviation is equal
to 5 Mbps) and considerably underestimate throughput of
high-speed station (the average standard deviation is
equal to 13.5 Mbps).

Table 5 also shows that NS3 simulator predicts sta-
tions throughput with a considerably high accuracy, close
to theoretical modelling. It does take into consideration
airtime consumption unfairness between high and low
data rate stations and also accurately simulates behavior
of the TCP protocol. Simulation results correlate with ex-
perimental observations showing that the high-speed sta-
tion outperforms the slow one on average (see Tables 2-
4). However, as mentioned above, it seems NS3 does not
take into account all overheads existed in wireless net-
works.

Table 5
Accuracy of theoretical throughput modelling
and simulation

R-squared Std. Dev.

SttA | StB | StA | St.B

E @ Scenariol | 0.00 0.99 9.15 11.99
g § Scenario2 | 0.00 0.98 25.06 2.09
§ ¢ Scenario3 | 0.00 0.99 36.94 4.43
D Scenariol | 0.99 0.93 2.78 2.59
%% Scenario2 | 0.98 0.99 2.45 3.26
< E | Scenario3 | 0.97 0.97 35.18 9.57
& | Scenariol | 0.89 0.95 8.37 12.06

g g Scenario2 | 0.98 0.99 | 13,50 | 11.03
& | Scenario3 | 0.90 0.95 | 19.52 | 28.01

Therefore, throughputs of both high and low data
rate stations are considerably overestimated which results
in a significant standard deviation despite high R-squared
values (especially for station B).

6. Simulation of throughput degradation
in a multi-node setup using NS3

In this section we considered multi-node scenarios.
Running real experiments with multi-node Wi-Fi network
is expensive and not practical. Our simulations results re-
ported in previous sections demonstrated that NS3 does
take into consideration airtime consumption unfairness
that exists in mixed data-rate networks with good accu-
racy.
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Therefore, we carried out a series of multi-node sim-
ulations to investigate how the overall network through-
put and the average throughput available to each station
vary depending on the number of stations and the impact
of presence of even a single low data rate station on sta-
tions’ throughputs and network throughput. Two setups
are considered:

Setup-1: all wireless stations are connected to an ac-
cess point at the maximal data rate of 433.5 Mbps;

Setup-2: there is one low data rate station in the net-
works which is connected to an access point at the mini-
mal data rate of 6Mbps; the rest of the stations are con-
nected at the maximal data rate of 433.5 Mbps.

Fig. 10 shows how the overall network throughput de-
pends on the number of stations in both setups. If all stations
transmit data at the maximal data rate, we observe only
slight throughput degradation with the increase of number
of stations. This is explained by CSMA/CA overheads ap-
pearing when two or more stations share the media. Finally,
the overall network throughput stabilizes around 238 Mbps,
which is 55% of the maximal data rate 433.5 Mbps. This
aligns with our experiments and simulation model. Fig. 10
also shows that even a single low data rate station signifi-
cantly affects the overall network throughput.

On average, it decreases the overall network through-
put by a factor of 3.5. Further increasing the number of sta-
tions will increase the probability of collision occurring and
number of retransmissions. This, in turn, will cause network
throughput degradation for both setups.

Fig. 11 demonstrates how the average station’s
throughput depends on the total number of stations in the
network. When all stations use the same maximal data
rate, their average throughput is decreasing proportionally
to the number of stations. Histogram Setup-2L on Fig. 11
represents a throughput of a single low data rate station.

275
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1 2 3
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Setup-2 578 40.68 6521 83.81 81.99 68.94 68.08 67.14 66.00 68.11

Fig. 10. Overall network throughput depending
on the number of stations
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Fig. 11. Average station throughput depending

on the number of stations

It remains almost constant irrespective of number of
high data rate stations it shares the media with. At the same
time, average throughput of high data rate stations in the
second setup (Setup-2H) is approximately three times less
compared to Setup-1.

Finally, it can be seen that with the increase of number
of high data rate stations, their average throughput is approx-
imating to the throughput of the slow data rate station. These
results highlight the importance of solving performance
anomaly that existed in mixed data rate Wi-Fi networks and
clearly demonstrate that even a single low data rate station
can dramatically degrade throughputs of high data rate sta-
tions and significantly reduce the overall performance of the
wireless network.

Conclusions and Lessons Learnt

In this paper we investigated the problem of unfair
airtime distribution between wireless stations with differ-
ent data rates and its implication on stations throughput.

The problem is manifested by the fact that slow sta-
tions consume considerably more airtime than high speed
stations to send the same amount of data. As a result, in
heavy-loaded wireless networks even a single low data
rate station can significantly degrade the performance of
the whole network and dramatically decrease throughput
of high data rate stations. This performance anomaly was
examined (i) experimentally, (ii) via simulation and (iii)
analytical modelling. In our work we considered three
scenarios, using different Wi-Fi standards and channel
widths: 802.11n 20MHz, 802.11n 40MHz, and 802.11ac
80 MHz. Our experimental results have confirmed the sig-
nificance of the issue and indicated that the airtime con-
sumption unfairness dramatically decreases the through-
put of high data rate stations. It was shown that airtime
consumption unfairness degrades the throughput of high
data rate station by a factor of 3—6 times (depending on
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the scenario) when a single low data rate station transmits
data at the lowest supported data rate.

Simulation results and analytical modelling using (1)
have certain limitations as discussed in Sections 3-4. Never-
theless, they give considerably high approximation of the
experimental results and confirm experimental findings.

Most of the theoretical models proposed to evaluate
performance anomaly in Wi-Fi networks suggest that both
low and high data rate stations get the same throughput.
However, experimental and simulation results have
demonstrated, that despite a significant performance deg-
radation, the high-data rate station still outperforms the
low data rate station. This finding is discussed in more de-
tails in Section 3.

Ultimately, our work clearly shows that airtime con-
sumption unfairness still exists in recent wireless standard
IEEE802.11n/ac and there are no signs that the situation
changed in the new IEEE802.11ax. It remains one of the
major stumbling blocks in achieving the full potential of
modern Wi-Fi networks. Even though many techniques
have been proposed to mitigate this issue, none of them
offers a complex approach and provides an optimal solu-
tion. We believe that mitigating performance anomaly in
mixed-data rate WLANS requires a holistic approach that
combines the frame aggregation/fragmentation and adap-
tation of station’s data rate, contention window and other
link-layer parameters [25]. Therefore, in the future work,
we plan to design models and techniques allowing to take
into account some of these parameters considering funda-
mentals trade-offs between throughput, latency, utiliza-
tion and reliability.

Contributions of authors: conceptualization — An-
atoliy Gorbenko; methodology — Anatoliy Gorbenko,
Fash Safdari; formulation of tasks and literature review
— Anatoliy Gorbenko, Fash Safdari; development of
models — Anatoliy Gorbenko, Fash Safdari; software
development — Fash Safdari; verification — Anatoliy
Gorbenko; analysis of results — Anatoliy Gorbenko,
Fash Safdari; visualization — Anatoliy Gorbenko; writ-
ing — original draft preparation — Anatoliy Gorbenko,
Fash Safdari; writing — review and editing — Anatoliy
Gorbenko.

All the authors have read and agreed to the published
version of the manuscript.

References (GOST 7.1:2006)

1. Revisiting Wireless Internet Connectivity: 5G vs
Wi-Fi 6 [Text] / E. J. Oughton, W. Lehr, K. Katsaros, .
Selinis, D. Bubley and J. Kusuma // Telecommunications
Policy. — 2021. — Vol. 45, No. 5. — P. 1-15. DOI:
10.1016/j.telpol.2021.102127.

2. Naik, G. Coexistence of Wireless Technologies
in the 5 GHz Bands: A Survey of Existing Solutions and
a Roadmap for Future Research [Text] / G. Naik, J. Liu,

J.-M. J. Park // IEEE Communications Surveys & Tuto-
rials. — 2018. — Vol. 20, No. 3. — P. 1777-1798. DOI:
10.1109/COMST.2018.2815585.

3. Performance Anomaly of 802.11b [Text] / M.
Heusse, F. Rousseau, G. Berger-Sabbatel, A. Duda // An-
nual Joint Conference of the IEEE Computer and Com-
munications Societies (INFOCOM '2003). — 2003. — P.
836-843. DOI: 10.1109/INFCOM.2003.1208921.

4. Performance Evaluation of WiFi Direct for
Data Dissemination in Mobile Social Networks [Text] /
Z. Mao, J. Ma, Y. Jiang, B. Yao // IEEE Symposium on
Computers and Communications (ISCC'2017). — 2017. —
P. 1213-1218. DOI: 10.1109/ISCC.2017.8024690.

5. The Impact of Channel Bonding on 802.11n Net-
work Management [Text] / L. Deek, E. Garcia-Villegas,
E. Belding, S. Lee, K. Almeroth // Conference on emerg-
ing Networking Experiments and Technologies (CONEXT
'2011). - 2011 - P. 1-12. DOl
10.1145/2079296.2079307.

6. Zeng, Y. A first look at 802.11ac in action: en-
ergy efficiency and interference characterization [Text] /
Y. Zeng, P. H. Pathak, P. Mohapatra // IFIP Networking
Conference. - 2014. - P. 2-9. DOl
10.1109/CSNDSP.2018.8471865.

7. Abu-Sharkh, O. The impact of multi-rate opera-
tion on A-MSDU, A-MPDU and block acknowledgment
in greenfield IEEE802.11n wireless LANs [Text] / O.
Abu-Sharkh, M. Abdelhadi // Conference on Wireless Ad-
vanced (WiAD'2011). — 2011. — P. 116-121. DOI:
10.1109/WiAd.2011.5983297.

8. Performance Analysis of Video on Demand in
an IEEE 802.11p-based Vehicular Network [Text] / T.
Begin, A. Busson, 1. Guérin-Lassous, A. Boukerche //
Computer Communications. —2019. — Vol. 146. — P. 174-
185. DOI: 10.1016/j.comcom.2019.08.006.

9. Kliushnikov, .M. Scheduling UAV fleets for the
persistent operation of UAV-enabled wireless networks
during NPP monitoring [Text] / .M. Kliushnikov, H.V.
Fesenko, V.S. Kharchenko // Radioelectronic and com-
puter systems. — 2020. — Vol. 1. — P. 29-36. DOI:
10.32620/reks.2020.1.03.

10.IEEE Std 802.11ax-2021. Wireless LAN Me-
dium Access Control (MAC) and Physical Layer (PHY)
Specifications. Amendment 1: Enhancements for High-
Efficiency WLAN [Text]. — IEEE, 2021. — 767 p. DOI:
10.1109/IEEESTD.2021.9442429.

11.Sandoval, J. Performance Evaluation of IEEE
802.11ax for Residential Networks [Text] / J. Sandoval,
S. Cespedes // IEEE Latin-American Conference on
Communications (LATINCOM’2021). — 2021. — P. 1-7.
DOI: 10.1109/LATINCOMb53176.2021.9647762.

12. Performance Analysis of a Novel TCP Protocol
Algorithm Adapted to Wireless Networks [Text] / G.
Olmedo, R. Lara-Cueva, D. Martinez, C. de Almeida //
Future Internet. — 2020. — Vol. 12, No. 101. — P. 1-17.
DOI:10.3390/fi12060101.

13. Throughput estimation with regard to airtime
consumption unfairness in mixed data rate Wi-Fi net-
works [Text] / Abdul-Hadi, O. Tarasyuk, A. Gorbenko, V.
Kharchenko, T. Hollstein // Communications. — 2014. —



Information security and safety

95

Vol. 16, No. 1 - P
10.26552/com.C.2014.1.84-89.

14. Natkaniec, M. A Performance Analysis of IEEE
802.11ax Networks [Text] / M. Natkaniec, £. Prasnal, M.
Szymakowski // International Journal of Electronics and
Telecommunications. — 2020. — Vol. 66, No. 1. — P. 225-
230. DOI: 10.24425/ijet.2020.131867.

15. Implementation and Evaluation of WLAN
802.11ac for Residential Networks in NS-3 [Text] /Y. Xu,
A.B. Amewuda, F.A. Katsriku, J.-D. Abdulai // Journal of
Computer Networks and Communications. — 2018. —Vol.
9, Issue 25. — P. 1-10. DOI: 10.1155/2018/3518352.

16. Performance Evaluation of Multi-Rate Commu-
nication in Wireless LANs [Text] / F. Miki, D. Nobayashi,
Y. Fukuda, T. Ikenaga // IEEE Consumer Communica-
tions and Networking Conference (CCNC'2010). — 2010.
—P. 1-3. DOI: 10.1109/DESSERT.2019.8770038.

17.Abu-Sharkh, O. Multi-Rate 802.11 WLANSs
[Text] / O. Abu-Sharkh, A. Tewfik // IEEE Global Tele-
communications Conference (CLOBECOM’2005). —
2005. - P. 3128-3133. DOI: 10.1109/GLO-
COM.2005.1578333.

18. Performance Enhancement of Multirate IEEE
802.11 WLANSs with Geographically Scattered Stations
[Text] / D.-Y. Yang, T.-J. Lee, K. Jang, J.-B. Chang, S.
Choi // IEEE Transaction on Mobile Computing. — 2006.
— Vol. 5, No. 7. - P. 906-919. DOI:
10.1109/TMC.2006.101.

19. Safdari, F. Experimental Evaluation of Perfor-
mance Anomaly in Mixed Data Rate IEEE802.11ac
Wireless Networks [Text] / F. Safdari, A. Gorbenko //
IEEE International Conference on Dependable Systems,
Services and Technologies (DESSERT’2019). — 2019. —
P. 82-87. DOI: 10.1109/DESSERT.2019.8770038.

20. TCP Performance Issues over Wireless Links
[Text] / G. Xylomenos, G. Polyzos, P. Mahonen, M. Saar-
anen // IEEE Communications Magazine. — 2001. — Vol.
39, No. 4. — P. 52-58. DOI: 10.1109/35.917504.

21.802.11ac-2013. Wireless LAN Medium Access
Control (MAC) and Physical Layer (PHY) Specifica-
tions. Amendment 4: Enhancements for Very High
Throughput for Operation in Bands below 6 GHz [Text].
— |IEEE, 2013. - 485 p. DOI: 10.1109/IEE-
ESTD.2013.7797535.

22.Goswami, C. Transport Control Protocol (TCP)
enhancement over wireless environment: Issues and
challenges [Text] / C. Goswami, R. Shahane // Proceed-
ings of the IEEE International Conference on Inventive
Computing and Informatics (ICICI). — 2017. — P. 742-
749. DOI: 10.1109/ICICI.2017.8365234.

23.V-TCP: A Novel TCP Enhancement Technique
for Wireless Mobile Environments [Text] / D. Naga-
malai, D.-H. Kang, K.-Y. Moon, J.-K. Lee // Information
Networking: Convergence in Broadband and Mobile
Networking (ICOIN’2005). — 2005. — P. 122-131. DOI:
10.1007/978-3-540-30582-8_13.

24. Kamoltham, N. From NS-2 to NS-3 — Implemen-
tation and evaluation [Text] / N. Kamoltham, K. Nakorn,
K. Rojviboonchai // Computing, Communications and

84-89. DOI:

Applications Conference. — 2012. — P. 35-40. DOI:
10.1109/ComComAp.2012.6153999.

25. Contention window adaptation to ensure air-
time consumption fairness in multirate Wi-Fi networks
[Text] / O. Tarasyuk, A. Gorbenko, V. Kharchenko, T.
Hollstein // 10th International Conference on Digital
Technologies (DT°2014). — 2014, — P. 344-349. DOI:
10.1109/DT.2014.6868737.

References (BSI)

1. Oughton, E. J., Lehr, W., Katsaros, K., Selinis,
I., Bubley, D. and Kusuma, J. Revisiting Wireless Inter-
net Connectivity: 5G vs Wi-Fi 6. Telecommunications
Policy, 2021, vol. 45, no. 5, pp. 1-15. DOI: 10.1016/j.tel-
pol.2021.102127.

2. Naik, G., Liu, J. and Park, J.-M. J. Coexistence
of Wireless Technologies in the 5 GHz Bands: A Survey
of Existing Solutions and a Roadmap for Future Re-
search. IEEE Communications Surveys & Tutorials,
2018, wvol. 20, no. 3, pp. 1777-1798. DOI:
10.1109/COMST.2018.2815585.

3. Heusse, M., Rousseau, F., Berger-Sabbatel, G.
and Duda, A. Performance Anomaly of 802.11b. 22nd
Annual Joint Conference of the IEEE Computer and
Communications Societies (INFOCOM *2003), 2003, pp.
836-843. DOI: 10.1109/INFCOM.2003.1208921.

4. Mao, Z., Ma, J.,, Jiang, Y. and Yao, B. Perfor-
mance Evaluation of WiFi Direct for Data Dissemination
in Mobile Social Networks. IEEE Symposium on Com-
puters and Communications (ISCC'2017), Heraklion,
Greece, 2017. DOI: 10.1109/1SCC.2017.8024690

5. Deek, L., Garcia-Villegas, E., Belding, E., Lee,
S. and Almeroth, K. The Impact of Channel Bonding on
802.11n Network Management. Conference on emerging
Networking Experiments and Technologies (CoNEXT
'2011), 2011, pp. 1-12. DOI: 10.1145/2079296.2079307.

6. Zeng, Y., Pathak P. H. and Mohapatra, P. A first
look at 802.11ac in action: energy efficiency and inter-
ference characterization. IFIP Networking Conference,
2014, pp. 2-9. DOI: 10.1109/CSNDSP.2018.8471865.

7. Abu-Sharkh, O. and Abdelhadi, M. The impact
of multi-rate operation on A-MSDU, A-MPDU and block
acknowledgment in greenfield IEEE802.11n wireless
LANSs. Proceedings of the Conference on Wireless Ad-
vanced (WiAD'2011), 2011, pp. 116-121. DOI:
10.1109/WiAd.2011.5983297.

8. Begin, T., Busson, A., Guérin-Lassous, |. and
Boukerche, A. Performance Analysis of Video on De-
mand in an IEEE 802.11p-based Vehicular Network.
Computer Communications, 2019, vol. 146, pp. 174-185.
DOI: 10.1016/j.comcom.2019.08.006.

9. Kliushnikov, .M., H.\V. Fesenko, H.V.
Kharchenko, V.S. Scheduling UAV fleets for the persis-
tent operation of UAV-enabled wireless networks during
NPP monitoring. Radioelectronic and computer systems,
2020, vol. 1, pp. 29-36. DOI: 10.32620/reks.2020.1.03.

10.IEEE Std 802.11ax-2021. Wireless LAN Me-
dium Access Control (MAC) and Physical Layer (PHY)



96

Radioelectronic and Computer Systems, 2022, no. 4(104)

ISSN 1814-4225 (print)
ISSN 2663-2012 (online)

Specifications Amendment 1: Enhancements for High-Ef-
ficiency WLAN, IEEE, 2021, 767 p. DOI: 10.1109/IEE-
ESTD.2021.9442429.

11. Sandoval, J., Cespedes, S. Performance Evalua-
tion of IEEE 802.11ax for Residential Networks. IEEE
Latin-American  Conference on Communications
(LATINCOM2021), 2021, pp. 1-7.  DOI:
10.1109/LATINCOMb53176.2021.9647762.

12.0lmedo, G., Lara-Cueva, R., Martinez, D., de
Almeida, C. Performance Analysis of a Novel TCP Pro-
tocol Algorithm Adapted to Wireless Networks. Future
Internet, 2020, wvol. 12, no. 101, pp. 1-17.
DOI:10.3390/fi12060101.

13. Abdul-Hadi, A., Tarasyuk, O., Gorbenko, A.,
Kharchenko, V. and Hollstein, T. Throughput estimation
with regard to airtime consumption unfairness in mixed
data rate Wi-Fi networks. Communications, vol. 16, no.
1, pp. 84-89, 2014. DOI: 10.26552/com.C.2014.1.84-89.

14.Natkaniec, M., Prasnal, L., Szymakowski, M. A
Performance Analysis of IEEE 802.11ax Networks. In-
ternational Journal of Electronics and Telecommunica-
tions, 2020, vol. 66, no. 1, pp. 225-230. DOI:
10.24425/ijet.2020.131867.

15. Xu, Y., Amewuda, A.B., Katsriku, F.A., Ab-
dulai, J.-D. Implementation and Evaluation of WLAN
802.11ac for Residential Networks in NS-3. Journal of
Computer Networks and Communications, 2018, vol. 9,
issue 25, pp. 1-10. DOI: 10.1155/2018/3518352.

16. Miki, F., Nobayashi, D., Fukuda, Y. and Ike-
naga, T. Performance Evaluation of Multi-Rate Commu-
nication in Wireless LANs. IEEE Consumer Communi-
cations and Networking Conference (CCNC'2010), 2010,
pp. 1-3. DOI: 10.1109/DESSERT.2019.8770038.

17. Abu-Sharkh, O. and Tewfik, A. Multi-Rate
802.11 WLANS. IEEE Global Telecommunications Con-
ference (CLOBECOM "2005), 2005, pp. 3128-3133. DOI:
10.1109/GLOCOM.2005.1578333.

18.Yang, D.-Y., Lee, T.-J,, Jang, K., Chang, J.-B.
and Choi, S. Performance Enhancement of Multirate
IEEE 802.11 WLANSs with Geographically Scattered
Stations. IEEE Transaction on Mobile Computing, 2006,
vol. 5, no. 7, pp. 906-919. DOI: 10.1109/TMC.2006.101.

19. Safdari, F. and Gorbenko, A. Experimental
Evaluation of Performance Anomaly in Mixed Data Rate
IEEE802.11ac Wireless Networks, Proceedings of the
10th IEEE International Conference on Dependable Sys-
tems, Services and Technologies (DESSERT’2019),
2019, pp. 82-87. DOI: 10.1109/DES-
SERT.2019.8770038.

20. Xylomenos, G., Polyzos, G.C., Mahonen, P.,
Saaranen, M. TCP Performance Issues over Wireless
Links. IEEE Communications Magazine, 2001, vol. 39,
no. 4, pp. 52-58. DOI: 10.1109/35.917504.

21.802.11ac-2013. Wireless LAN Medium Access
Control (MAC) and Physical Layer (PHY) Specifica-
tions. Amendment 4: Enhancements for Very High
Throughput for Operation in Bands below 6 GHz, IEEE,
2013, 485 p. DOI: 10.1109/IEEESTD.2013.7797535.

22.Goswami, C. and Shahane, R. Transport Control
Protocol (TCP) enhancement over wireless environment:
Issues and challenges. Proceedings of the IEEE Interna-
tional Conference on Inventive Computing and Informat-
ics (ICICI°2017), 2017, pp. 742-749. DOIL:
10.1109/I1CICI1.2017.8365234.

23.Nagamalai, D., Kang, D.-H., Moon, K.-Y. and
Lee, J.-K. V-TCP: A Novel TCP Enhancement Tech-
nique for Wireless Mobile Environments. Proceedings of
the Information Networking: Convergence in Broadband
and Mobile Networking (ICOIN2005), 2005, pp. 122-
131. DOI: 10.1007/978-3-540-30582-8_13.

24. Kamoltham, N., Nakorn, K. and Rojviboonchai,
K. From NS-2 to NS-3 - Implementation and evaluation.
Proceedings of the Computing, Communications and Ap-
plications Conference (COMCOMAP "2012), 2012, pp.
35-40. DOI: 10.1109/ComComAp.2012.6153999.

25. Tarasyuk, O., Gorbenko, A., Kharchenko, V.,
Hollstein, T. Contention window adaptation to ensure
airtime consumption fairness in multirate Wi-Fi net-
works. 10th International Conference on Digital Tech-
nologies (DT°2014), 2014, pp. 344-349. DOl:
10.1109/DT.2014.6868737.

Haoitiuna 0o pedaxyii 25.09.2022, posensanyma Ha peoxonecii 20.11.2022

TEOPETUYHE TA EKCIEPUMEHTAJBHE JTOCJIKEHHS AHOMAJIIL ITPOAYKTUBHOCTI
Y BE3IPOTOBUX MEPEXKAX IEEE802.11ac 3 ABOHEHTAMM 3 PI3HOIO
MBUJAKICTIO IEPEJAYI IHOOPMAIIII

Dew Cagpoapi, Anamonii I'opoenko

Besnporosi nokansHi Mepexi (wireless local area networks, WLAN) craumapry IEEE 802.11 — nie Mepexi, sxi
BHKOPHCTOBYIOTH (DYHKIIIIO po3noainenoi koopaunaii (distributed coordination function, DCF) mys oprasizanii cimi-
JILHOT'O JIOCTYITY JT0 0€3IpOTOBOTO CEPEIOBHINA OaraThox 0€3IpOTOBUX CTaHIIH. [IpoAyKTHBHICTh MEeXaHI3My PO3IIO-
JIIJIEHOT KOOPAMHAIIIT 3 BUIIAJKOBUM JIOCTYIIOM B OCHOBHOMY 3aJIC)KUTh BiJl HABAHTAXKEHHS HA MEPEXKY, KiIbKOCTI 0e3-
JPOTOBUX BY3IIiB, a TAKOX IXHBOI INBUIKOCTI Iepemadi maHux. Bimomo, mo y mepexax Wi-Fi saxi o6cnyroByrors
0e31pOoTOBHUX a0OHEHTIB 31 3MIIIAHOO IBHJIKICTIO MTEpeIadi JaHUX BUHUKAE HECITPABEIIIUBICTD PO3ITOALTY IMPOITYCK-
HOI 3TATHOCTI MiX ITUMH aboHeHTaMu. Lle# heHOMEH, TaKOXK BiIOMHI SIK aHOMAJTisl IPOAYKTHBHOCTI, BIACTHBHHA ca-
Mi#l yHKIIIT pO3ITOMiIeHOT KOOPAWHAIII CITITLHOT'O JOCTYITY. AHOMATiS POAYKTHBHOCTI TPOSIBISIETHCS Yepe3 Te, M0
KITIEHTH 3 MEHIIIOIO IMMBUKICTIO CIIOXKUBAIOTh 3HAYHO OibIie eipHOro 9acy i mepeaadi MeBHOro o0cATy TaHuX,
3aJIMIIAa0Y MeHIe edipHoro yacy it OibII MIBUAKUX aOOHEHTIB. Y CTaTTi BCEOIYHO JOCTIIDKYETHCS aHOMAIis
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MPOAYKTUBHOCTI, IO BUHUKAE B O€3IPOTOBUX Mepekax 3 aOOHEHTaMH 3 Pi3HOIO IIBHIKICTIO Mepenadi JaHUX, BUKO-
PHCTOBYIOUH TPH I IXOAH: EKCIIEPUMEHTAIbHE BUMIPIOBaHHS, aHATITHYHE JOCTIIPKEHHS Ta IMITaIliifHe MOIETIOBAHHS
B Network Simulator v.3 (NS3). Pe3ynbTati eKCrepuMeHTaILHOTO JTOCHTIKEHHS Ta MOPIBHSAHHS MTPOIYCKHOI 371aT-
HOCTi a0OHEHTIB y O0e3mpoToBiil Mepexki 802.11ac moKa3yroTh, M0 MPoOIeMa HECIIPABEITUBOT'O CIIOKUBAHHS edip-
HOT'0 Yacy 3aJIUIIAETHCS aKTYaIbHOIO HABITh I HAHOLIBIN CYYacHUX CTaHAAPTIB 0€3pOoTOBOro 3B’ A3Ky. byio moka-
3aHO, 0 HABITh OJ[HA CTAHIIig 3 HU3BKOIO IIBHUIKICTIO MepeAadi JaHUX 3HIKYE MPONYCKHY 3AaTHICTh CTaHIlH 3 BU-
COKOIO IIBUIKICTIO Mepenayi naHux y 3—6 pasiB. IMiTamiliHe Ta aHaTiTHYHE MOJIETIOBAHHS ITiATBEPIKYIOTh I BH-
CHOBOK 13 3HAYHOIO TOYHICTIO. BiJIBIIICTh TEOPETHUHUX MOJEIIEH, 110 OI[iHIOIOTH aHOMAJIif0 MPOAYKTUBHOCTI B Mepe-
xax Wi-Fi, mepen6ayarotTs 0JHAKOBY MPOIMYCKHY 3aTHICTh BY3JIiB HE3AJIEKHO Bifl MBHAKICTI epeaayi. OgHaK eKc-
MEepPUMEHI JaHi Ta pe3yIbTaTH MOIEIIOBAHHS OKAa3yIOTh, 110, HE3BaXKAIOUN Ha 3HAYHE MOTIPIIEHHS MPOAYKTUBHOCTI,
BHCOKOIIBHIKICHI CTaHIII{ OYMHAIOTH BUMIEPEHKYBATH HU3bKOIIBHUIKICHI, KOJH PI3HUI MK TIXHIMHU IIBHIKOCTSIMH
mepeiayi JaHuX cTae 3HayHOor0. Lle moB’s3aHo 3 kpamnior ehekTuBHicTIO potokony TCP mpu podoTi yepe3 BUCOKO-
MIBUAKICHI 0e3IpOTOBI 3’€qHanHsa. BapTo TakoX BiA3HAYMTH, IO MPOMYCKHA 3[aTHICTh, Ka MOXKe OyTH JOCATHYTa
CTaHI[I€I0, KOJIM BOHA MOHOITOJBHO BUKOPHCTOBYE O€3IPOTOBHI KaHA 3B’SI3KY, € 3HAYHO MeHIo 3a 50% Bif ii
MIBHMIKOCTI Mepeiadi uepes 3HauHi HaKJIaJHi BUTPATH HABITh y HAMHOBIIIKMX TexHOOrisaXx Wi-Fi. Bupimnienus anomantii
MIPOAYKTHUBHOCTI B 0e31poToBux Mepexkax Wi-Fi Bumarae 1ijnicHOro maxoy, SKHi Ma€ IOEAHYBATH arperamniro/dpa-
TMEHTAIIII0 KaJpiB 1 aJanTalfito MBUIKOCTI Mepenavi JaHWX, BiKHA KOHKYPEHIIIT Ta iHIIHMX MapaMeTpiB KaHaJIbHOTO
PpiBHSL.

Karwuosi cioBa: IEEE802.11ac; 6e3mporosi Mepexi; Wi-Fi; CSMA/CA; 3milnana mBHIKICTh Hepeaadi; He-
CIPaBEITUBOTO CIIOXKHMBAHHSA e(hipHOr0 Yacy; aHOMaisl MPOAYKTHBHOCTI; MPOITyCKHA 3/IaTHICTh, EKCIICPUMEHTAIBHE
BHUMIPIOBaHHS; aHAJIITHYHE JTOCITIKCHHS, IMiTaIliiiHE MOJICTFOBAHHS.
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