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SENTIMENT ANALYSIS AND PREDICTION OF POLARITY VACCINES BASED
ON TWITTER DATA USING DEEP NLP TECHNIQUES

The global impact of COVID-19 has been significant and several vaccines have been developed to combat this
virus. However, these vaccines have varying levels of efficacy and effectiveness in preventing illness and provid-
ing immunity. As the world continues to grapple with the ongoing pandemic, the development and distribution
of effective vaccines remains a top priority, making monitoring prevention strategies mandatory and necessary
to mitigate the spread of the disease. These vaccines have raised a huge debate on social networks and in the
media about their effectiveness and secondary effects. This has generated big data, requiring intelligent tools
capable of analyzing these data in depth and extracting the underlying knowledge and feelings. There is a scar-
city of works that analyze feelings and the prediction of these feelings based on their estimated polarities at the
same time. In this work, first, we use big data and Natural Language Processing (NLP) tools to extract the
entities expressed in tweets about AstraZeneca and Pfizer and estimate their polarities; second, we use a Long
Short-Term Memory (LSTM) neural network to predict the polarities of these two vaccines in the future. To
ensure parallel data treatment for large-scale processing via clustered systems, we use the Apache Spark Frame-
work (ASF) which enables the treatment of massive amounts of data in a distributed way. Results showed that
the Pfizer vaccine is more popular and trustworthy than AstraZeneca. Additionally, according to the predictions
generated by Long Short-Term Memory (LSTM) model, it is likely that Pfizer will continue to maintain its strong
market position in the foreseeable future. These predictive analytics, which uses advanced machine learning
techniques, have proven to be accurate in forecasting trends and identifying patterns in data. As such, we have
confidence in the LSTM's prediction of Pfizer's ongoing dominance in the industry.
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1. Introduction

Today, the massive amounts of information circu-
lating in social networks and the enormous sharing of
opinions and feelings among users have led specialists to
think about creating tools for exploiting this data to iden-
tify decision-support strategies or rather carry out anthro-
pological, political, or social-economic analyses [1, 2].

Social media are experiencing a drastic and daily
change in content and the sharing of views permanently
about news, especially when it comes to a phenomenon
that has a global aspect like pandemics, which invites
specialists to process this flow of data carefully and at-
tentively to release all useful information that can be a
subject for strategic monitoring. Twitter is one of the so-
cial networks where the daily population shares their sur-
veys, opinions, or points of view [3 - 5].

1.1 Problematic

Since March 11, 2020, the World Health Organiza-
tion (WHO) has been declaring the danger relating to the
epidemic new virus (COVID-19), and it has insisted on
the need for a global commitment to resist and fight the
pandemic.

The WHO has created a complete guideline to slow
down the dizzying spread of the pandemic while putting
mechanisms and strategies in place for the search for ef-
fective and safe vaccines. But in emergency conditions
and the need to react immediately, the guideline was
based on public health and physical and social measures,
restricting mass gatherings, closing schools, universities,
shopping malls, and restaurants, and limiting travel to
places where COVID-19 is spreading. Despite these pre-
cautions, humanity was developing a safe solution for re-
suming a normal and secure life. Everyone must protect
themselves and each other against COVID-19.

This situation has forced most countries facing chal-
lenges to monitor and slow down the pandemic with all
available means. Despite these precautions and even with
the appearance of certain vaccines, the pandemic has not
stopped spreading. Two years later, COVID-19 continues
to have a substantial impact on people's daily lives and
has spread across more than 210 countries and territories
[6], affecting more than 607 million people in the world
and resulting in 6.15 million deaths [7].

This work consists of comparing two vaccines in
terms of effectiveness and popularity based on tweets us-
ing NLP algorithms.
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1.2 Big Data Analysis on Social Media

Today’s world is based on digitization, which pre-
sents us with a problem we have never faced before [8].
Every device is currently connected to the Internet of
Things (IoT), which means there is instant and always-
on access to data collection. The flow of data circulating
on social networks has the potential for companies and
organizations to better understand their behavior, but big
data goes even further. It is capable of helping specialists
to face global problems because it provides the infor-
mation needed for appropriate  decision-mak-
ing [4, 9, 10].

Social media analytics is one of the best examples
of how big data is shaping our lives today. Scientists face
a challenge in identifying decision support strategies
based on the proper data use, and artificial intelligence
tools [11].

1.3 Obijective and approach

Twitter is used by hundreds of millions of people
around the world, which gives credibility to studies car-
ried out on the platform. Given the huge number of users,
the current estimate is 330 million monthly active users
and 145 million daily active users.

The main objective of this work is to carry out an
exploratory and visual analysis of the tweets collected
and cleaned in our dataset for the different vaccines
(AstraZeneca, etc.). To highlight the number of tweets
that vaccines have generated, we give the map statistic
based on the number of patients that have been adminis-
tered vaccines so far; see fig. 1. As of 4 September 2022,
a total of 125 400 61501 vaccine doses have been admin-
istered! To determine the polarity of tweets, we first use
the English word list developed by Finn rup Nielsen
(AFINN) lexicon [10], which is a list of English terms
containing over 3,300 words. In the second step, classify
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these vaccines based on the calculated polarities. The
sentiment of the tweets can be positive, neutral, or nega-
tive. In the last step, calculate the future prediction be-
havior for polarity vaccines using the LSTM time series.

2. Related work

Different studies have been carried out for risk as-
sessment or decision-making regarding COVID-19 in
which advice to prioritize populations with social condi-
tions is necessary for more effective control of the epi-
demic in its next phase and should become the norm in
the planning, prevention, and mitigation of all health
problems [12, 13]. In this context, Twitter has been
widely used for studies relating to the COVID-19 pan-
demic vaccine [14, 15]. In these studies, an analysis of
the sentiments and emotions of the tweets was carried out
to understand the attitude of the citizens towards the
waves of COVID-19 [16 — 18].

In their paper [19], the authors present the NLP (bag
of words) implementation technique for message alli-
ance, relying on the Twitter omicron infocatalog. On the
Twitter omicron tweet, infocatalog uses the sentiment
preparation information from the Twitter statistics set to
give a plan to further extend the categorization. In this
sense, the authors consider the exploration of sentiments
in the Twitter omicron tweet to arrange the inquiry of all
consumers, regardless of whether they are favourable,
unfavourable, or dispassionate.

The authors of [13] enable sentiment analysis by
utilizing Twitter data for research. First, the authors col-
lect currently accessible tweets and hashtags about dif-
ferent types of COVID vaccinations posted on Twitter
using the Twitter API. Then, the loaded tweets are pa-
rameterized to produce a combination of non-trained
rules and random variables. To build their model, they
used Tweepy, which is a wrapper for the Twitter API.
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Fig. 1. The map statistic is based on the number of patients who have received a treatment
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Then, as part of the sentiment analysis of new posts, the
software generates donut-shaped charts. In [1], the au-
thors investigated tweets related to coronavirus vaccines
to comprehend people's feelings regarding various gen-
der-level brands of vaccines. This approach concentrated
on the impact of COVID-19 vaccines on gender by taking
into account descriptive, diagnostic, predictive, and pre-
scriptive analyses on the Twitter dataset.

These researches are much diversified and each one
of them has treated the problems, related to the
COVID-19 pandemic, from a different point of view us-
ing NLP and Big data techniques; the most used data
source, among the social networks, is Twitter. In this
work, the data are also extracted from Twitter but we will
consider several aspects: (a) comparison of the two vac-
cines Pfizer and AstraZeneca based on the polarity index
and (b) prediction of these polarities for the next period,
which will allow a deep predictive comparison thanks to
recursive neural networks with deep learning.

3. Methodology
and implementation

Natural Language Processing (NLP) is a discipline
that focuses on the understanding, manipulation, and
generation of natural language by machines.

NLP is the interface between computer science and
linguistics. It, therefore, relates to the capacity of the ma-
chine to interact directly with humans. The first applica-
tions of NLP were for automatic translation. A little later,
the fields of application widened to include the senti-
mental analysis of the text in which this work is located.

Sentiment analysis involves identifying subjective
information in a text to extract the author’s opinion [19].

In general, the analysis of feelings makes it possible
to measure the level of satisfaction of users concerning
the themes or services provided by an organization or
company. It has proven to be much more effective than
conventional methods.

Driver Program

3.1 System architecture

To collect data efficiently and in a reasonable time
frame, we used Apache Spark Framework (ASF), to get
the maximum number of tweets in the minimum amount
of time, thanks to the low latency, and their massively
parallel processing framework as detailed in fig. 2.

Data collection is the process of assembling infor-
mation on a particular topic in a methodical way. Col-
lected tweets will be stored as structured and unstructured
data in a data lake, which is a centralized repository, see
fig. 3. In this architecture, we present steps from the col-
lection, transformation, and visualization as a graphic.

3.2 Collection of tweets

When working with social media and especially
textual data, the user community creates and manages the
content. This implies that NO RULES exist! This implies
that one must perform additional steps for the preparation
of the collected data to ensure correct analysis. Next, we
explore the text associated with a set of tweets accessed
using Tweepy and the Twitter API.

This is done using standard natural language pro-
cessing (also called text mining) approaches.

The first step is the collection of Tweets. To start,
we must perform the following operations:

— create a standard or academic Twitter account;

— using this Twitter account, one can request de-
veloper access and then create an application that will
generate the API credentials that one uses to access Twit-
ter from Python;

— import the Tweepy package. Once the Twitter
application is configured, we start by importing the Py-
thon libraries needed to access the tweets. To access the
Twitter API, you need 4 Twitter application keys. These
keys can be found in your Twitter app settings under the
Keys and Access Tokens tab.

When we have authentificated ourselves, we launch
the query to collect the data set.

Worker Node

& Executor | Cache

Y

SparkContext
_—

/—;
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\ y
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Fig. 2. Parallel processing illustration of Spark
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3.3 Text processing and transformation

We proceed with the cleaning of the tweets to ana-
lyze the frequency of the words found. Most text mining
algorithms respect the following steps:

— remove Tweet URLs;

— clean up tweet text, including case differences
(e.g. upper, lower) that will affect unique word counts,
and remove words that are not useful for analysis;

— summarize and count words found in tweets;

— replicate the results in the form of dashboards.

The NLP method is a procedure that requires a vital
stage of text preprocessing. It reconstructs text into a
clear and more usable format for machine learning algo-
rithms. Text preprocessing steps include removing re-
tweets, URLs, and punctuation, converting emojis to
words, tokenization, removing stop words, radicalizing,
and removing collection words.

Retweets

A retweet is when a user shares another user's tweet.
The removal of retweets is very important because dupli-
cate tweets can distort the results of the word frequency.
That is why the authors have started the treatment by re-
moving duplicate tweets.

URLSs and punctuations

In this step, we remove URLs and punctuation
from tweets. Cleaning URLs is essential because it
doesn’t make sense and won’t affect their sentimental
value, but they too can be word frequency because each
tweet has a link [20]. Using Python packages, you can
remove unnecessary signs and punctuation from tweets,
such as «?, /,! ».

spake @

Data Lake

Fig. 3. Data Architecture

Emoji

After cleaning the tweets of retweets, URLs, and
punctuation, the next step is to convert the emgjis to
words using emoji.demojize() from the Python library.
Some users use emojis to express their feelings.
Therefore, suddenly, converting these emojis into
sentences improves the study of sentiment analysis in
tweets.

Stop Words

After separating the words from the tweets, the next
step is to remove the stop words. To do this, we use
the Sklearn package "stop words." Removing stopwords
will be useful for calculating the sentiment of the tweet,
as these stopwords are not useful for analysis. These stop
words will skew a bucket of phrases from the tweet.

4. Long Short-Term Memory Layer
to forecast the vaccines polarities

Among the well-known recurrent neural network in
the deep learning domain, we find Long short-term
memory (LSTM) [21]. Using the feedback connections,
LSTM can learn static and sequential data, such as time
series [22]. A common LSTM unit is composed of a cell,
an input gate, an output gate, and a forget gate. The cell
remembers values over arbitrary time intervals and the
three gates regulate the flow of information into and out
of the cell. LSTM is useful for prediction-making based
on time series data [23].

Let i, f, g, and o be the input gate, the forget gate,
the input layer, and the output gate, respectively. The di-
agram in Figure 3, shows the flow of data at time step t
based on the network knowledge in the previous time
steps.
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Fig. 4. The cell remembers values over arbitrary time
intervals and the three gates regulate the flow
of information into and out of the cell

In figure 4, the vectors X, h, and c; are defined as
follows:

Xe. input vector of ti the LSTM unit;

ht: hidden state vector is also known as output vec-
tor of LSTM unit;

ct : cell state vector.

The weights and the bias of the LSTM are randomly
initialized. Then we can use the stochastic gradient de-
scent algorithm, root mean square propagation algorithm
or derived from the adaptive moment estimation algo-
rithm (Adam) to set the weights and bias. In our case, we
use the Adam algorithm, which uses a parameter update
with momentum[24]:

m; = Bymy_; + (1 —B,)VE(8)),
vi = Byvi_q + (1= B)[VE(B)D]?,

B1 and B2 decay rates and o are chosen by the user. To
update the network parameters, Adam uses the equation:

amnm,

\/Vt+£'

where € is a small non-negative real number.

In the experimental session, we will use the LSTM
to forecast the vaccines polarities for future weeks. This
choice can be justified by the fact that the recurrent net-
work can give a good prediction based on a few data
points.

B4 =0 —

5. Experimental Result and Discussion

This study was made with the aim of making a com-
parison between two types of vaccines widely used by
most countries, based on tweets from social networks
(Twitter). A sentimental study was carried out using the
PNL algorithm.

In the first instance, we assigned sentimental anal-
yses to tweets about two vaccines: AstraZeneca and
Pfizer. In our case, we treated the polarity of the words
related to each separate vaccine (negative, neutral, or
positive).

5.1 System classification

The architecture of the system is illustrated in fig. 5,
which includes the different steps mentioned above.

Data collection

[ Preprocessing data ]

A,

[ Feature extraction ]

A

[ Sentiment analysis ]

[ Polarity classification ]

Fig. 5. System Architecture

We start with the step of collecting data on Twitter
to build our own dataset, then we proceed to the
data preprocessing phase before extracting the useful
characteristics for the evaluation, and finally, we move
on to a thorough examination of the feelings and charac-
terization of the polarity [1].

In the present study, we performed a sentiment anal-
ysis for the data we collected during the months of Sep-
tember and November 2021. From figure 5, we notice
that the word that has more negative feelings is that of
AstraZeneca (2974 negative words).

5.2 Observation and analysis of results

In this study, we built a dataset from the collected
and cleaned tweets to perform our analysis. One way to
analyze social media data, especially related to events
such as pandemics, is to calculate the frequency and the
polarity of words related. Figure 6 gives the most com-
mon negative words in tweets.

The most important thing to remember when carry-
ing out a sentiment analysis is to detect whether a state-
ment is subjective or objective in nature. If the given line
is considered subjective, it is necessary to determine its
polarity (i.e., whether positive, negative, or neutral) [25];
see figures 7 and 8.

This section of the study presents the results of two
keywords, "Pfizer" and "AstraZeneca" in the same pe-
riod, as well as an emotive analysis of Twitter comments.
In this case, subjectivity determines whether a word is
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subjective or objective. On the other hand, polarity tells
us about a person’s positive and negative responses to a
keyword or phrase. The zero point separates negative and
positive feedback. We notice that positive feedback for
the Pfizer vaccine is higher than negative feedback in the
case of the AstraZeneca vaccine, and the percentage of
positive tweets is higher than the percentage of negative
tweets for the Pfizer vaccine, unlike that of AstraZeneca.
The number of tweets processed after cleaning for the
Pfizer vaccine is very large compared to that of Astra-
Zeneca.

A diagnostic analysis explores ideas using infor-
mation from different attributes during a sentimental
analysis of tweets, it can be seen that there are high-fre-
quency and widely used words related to vaccines that
are collected to explore the general understanding of hu-
man attitudes toward different vaccines.
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Fig. 6. Most common negative words
in tweets (AstraZeneca)
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Fig. 7. Distributions of Tweets by Polarity for AstraZeneca and Pfizer vaccines
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Examples of diagnostic analysis are shown in fig. 8.
Tweets with positive sentiments frequently contain
words with a score of "> 0", while tweets with negative
sentiments frequently contain words with a score of "0."

Tweets with a positive score about a vaccine indi-
cate that it has shown its effectiveness and that it can
be counted on for good protection against the pandemic,
while those with a negative score give a signal to the con-
cerned for improvement or review, knowing what people
like or dislike can lead to more confident and clear deci-
sion-making.

Figure 9 gives the word count for positive tweets for
AstraZeneca and Pfizer vaccines. Figure 10 gives the
time series of different vaccines’ polarities. From this fig-
ure, we observe Pfizer vaccine has more credibility and
is more popular than AstraZeneca in the studied period.

We used LSTM to forecast the polarities of differ-
ent vaccines in the coming weeks. In recent weeks, we
considered the polarities of these vaccines and divided
them into learning (80 %) and testing (20 %) data set.
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The LSTM algorithm was configured as follows:
number of Hidden neurons (200); learning algorithm
(Adam); MaxEpochs (250); Gradient Threshold (1); Ini-
tial Learn Rate (0.005); Learn Rate Schedule (piecewise);
Learn Rate Drop (125); Learn Rate Drop Factor (0.2).
We use Root-mean-square error (RMSE) to measure the
performance of the proposed system that compares the
predicted polarities to the right ones.

Figures 11 and 12 give, respectively, the evolution
of the loss and RMSE with time. We notice that the
LSTMs associated with Pfizer and AstraZeneca start to
converge after 150 epochs.

Concerning the predictions of the polarities of the
two vaccines for the coming weeks, figures 13 and 14
give, respectively, the obtained predictions using the
trained LSTMs. In this sense, we note that the polarities
of the two vaccines will have different behaviors in the
future. Indeed, Pfizer will maintain its dominance over
AstraZeneca except that, toward the end of the predic-
tion, the popularity of the second vaccine will gain sev-
eral points at the expense of Pfizer.
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Fig. 9. Word Count for Posmve Tweets for AstraZeneca and Pfizer vaccines
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Fig. 10. Time series of vaccines polarity
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Fig. 12. LSTM performance on AstraZeneca polarity
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Fig. 13. Prediction on Pfizer polarity

6. Conclusion

The development of vaccines was an urgent and
necessary necessity at a time when the world was suffer-
ing from an exceptional health crisis, so it was the main
objective of scientific research in the medical field, from
which a lot of material and immaterial resources have
been reversed. Along with preventive measures, the vac-
cine helps to control and halt the dizzying spread of
COVID-19 on a large scale. Meanwhile, vaccine hesi-
tancy is another problem to be addressed, especially with
the distrust and lack of trust on the part of citizens.

In the present study, we did a sentimental analysis
of tweets from a properly integrated dataset collected
from Twitter. This analysis was based on natural lan-
guage processing (NLP) using the AFINN lexicon, which
is a list of English terms containing more than 3,300
words. Each word is associated with a partition of senti-
ment. This study allows us to visualize the attitudes of
people toward the Pfizer and AstraZeneca vaccines over
a very specific period. We have also applied the LSTM
algorithm to predict the polarities of these vaccines for
several future weeks based on current polarities. We note
that the polarities of the two vaccines will behave differ-
ently in the future. In addition, Pfizer will continue to out-
perform AstraZeneca, but near the end of the forecast, the
popularity of the second vaccine will gain several points
over Pfizer.
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AHAJII3 CEHTUMEHTY TA MIPOTI'HO3 IIOJIAPHOCTI BAKIIUH
HA OCHOBI JAHUX TBITTEPA 3 BUKOPUCTAHHSM TEXHIK I'"IHBOKOI'O NPL

Xacan baoi, Imao baoi, Kapim Ene Mymayaxin,
A3i3 Xamoacane, A6oenvxanex baxpi

I'mo6anermii BB COVID-19 OyB 3HauHNM, 1 7151 60pOTHOH 3 MM BipycoM OyiI0 po3po0IeHo KillbKa BaKIIHH.
OpmHak 1 BakIMHA MAalOTh PI3HUHA piBeHh €(PEKTHBHOCTI Ta PE3yAbTATUBHOCTI B MPO(INaKTHI 3aXBOPIOBAHB 1
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3abe3meueHHi iMyHiTeTy. OCKUIBKM CBIT TPOJOBXYE OOpOTHCS 3 TaHIEMI€l0, siKa TpHBa€, po3poOka Ta
PO3IIOBCIOKEHHS €)EKTUBHHUX BAKIMH 3aJIUIIAIOTHCS TOJIOBHUM MPIOPUTETOM, IO POOUTH CTpATETii MOHITOPHHTY
MpoQiTaKTUKA O00OB’SI3KOBUMHU Ta HEOOXITHUMHU I TIOM SIKIICHHS TOIMUpPEHHS 1i€i xBopoOw. Lli BakiuHM
BUKJIMKAIN OypXJIMBY JUCKYCIIO B comianbHuX Mepexax i 3MI mozo ix epexruBHOCTI Ta BTOpMHHUX edekTiB. Le
TIPU3BENIO JIO CTBOPEHHS BEIUKUX JaHUX, IO MOTpeOye IHTENEeKTyalbHUX IHCTPYMEHTIB, 3IaTHHUX TJHOOKO
aHaJI3yBaTH I JaHi Ta BUTATYBaTH OCHOBHI 3HAHHS Ta BiM4yTTs. Maio po0it, sIKi OJJHOYACHO 3JiHCHIOIOTH aHaji3
MOYYTTIB 1 IPOTHO3YBaHHS LIMX TOYYTTIB Ha OCHOBI IX OIIHOYHOI MOJSPHOCTI. Y Wi po0OoTi, mo-mepuie, My
BHUKOPHCTOBYEMO BEJIHKI JIaHi Ta iHCTpyMeHTH 00poOku npupoanoi MoBu (NLP), o0 BUILINTH CYTHOCTI, BUpaXkeHi
B TBiTax mpo AstraZeneca ta Pfizer, i oliHUTH iX MONAPHOCTI; HO-ApYyre, MU BUKOPUCTOBYEMO HEHPOHHY MEpExXY
JoBrorpuBaioi koporkodacHoi nam’ari (LSTM), mo6 mepenbaunty MOMSPHOCTI IUX JBOX BaKUUH Y MaHOyTHHOMY.
[{o6 3a0e3meunTy MmapaielibHy 0OpOOKY JaHUX JJIA BETHMKOMACIITaOHOI OOpOOKM uepe3 KIacTepHi CHCTEMH, MU
BukopuctoByeMo Apache Spark Framework (ASF), sika nae 3Mory po3nofijieHo 0OpOOJISATH BEJHKI 00CATH JaHHX.
Pe3ynpraTn mokasainw, mo BakuuHa Pfizer € Ginbi monmynsipHOO Ta HaAidHIMOW, HiX AstraZeneca. KpiM Toro, 3rigHo
3 MPOrHO3aMH, CTBOPEHUMH MOJIEILTIO JIOBrOCTPOKOBOT KopoTkoyacHoi mam’siti (LSTM), iskom iMoBipHo, mo Pfizer
TIPOJIOBXKHTH 30epiraTi CBOi CHJIBbHI MO3HIIT Ha PUHKY B OCSDKHOMY MailOyTHhOMY. L{s1 mporHocTr4Ha aHamiTHKa, sKa
BHUKOPHCTOBYE TEPENOBI METOAM MAIIMHHOIO HaBUYaHHS, JOBENa CBOIO TOYHICTH y NMPOTHO3YBaHHI TEHJCHIH 1
BUSIBJIEHHI 3aKOHOMipHOCTEH y naHuX. TakuMm 4rHOM, MM BrieBHeHI B nporHo3i LSTM npo mocriliHe 1oMiHyBaHHS
Pfizer y ramysi.

Karwuosi cioBa: o6podka mpuponnoi moBu (NLP); mammuue naB4yanHs; Benwuki gani; COVID-19; ananis
HACTPOiB; MPOrHO3yBaHHs; BAKIMHU; OBra koporkouacHa nam'ste (LSTM); Apache Spark Framework (ASF).
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