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EARLY SIZE ESTIMATION OF WEB APPS CREATED USING CODEIGNITER
FRAMEWORK BY NONLINEAR REGRESSION MODELS

Subject matter: Early software size estimation is one of the project managers' significant problems in evaluat-
ing app development efforts because software size is the major determinant of software project effort. Function
points (FPs) and lines of code (LOC) are most commonly used as measures of size in existing software effort
estimation methods and models. As is known, both these metrics have their advantages and disadvantages
when used for software effort estimation. Although the FPs-based measure has the advantage over the LOC in
that it does not depend on the technologies used, however, the assessment of efforts requires considering such
factors (environmental factors). Considering the above factors can be ensured by appropriate models for esti-
mating the LOC-based effort. Nowadays, many Web apps are created using PHP frameworks making the app
development faster. Codelgniter is one such powerful framework. However, there are no regression models for
estimating the software size of Web apps created using the Codelgniter framework. This requires the construc-
tion of the appropriate models. The task of this paper is to develop a nonlinear regression model for estimat-
ing the software size (in KLOC, kilo lines of code) of Web apps created using the Codelgniter framework.
Method: We apply the technique for constructing nonlinear regression models based on the multivariate nor-
malizing transformations and prediction intervals. The result is three nonlinear regression models with three
predictors: the total number of classes, the average number of methods per class, and the DIT (Depth of Inher-
itance Tree) average per class. To build these models for estimating the size of Web apps created using the
Codelgniter framework, we used three well-known normalizing transformations: two univariate transfor-
mations (the decimal logarithm and the Box-Cox transformation) and the Box-Cox four-variate transfor-
mation. Conclusions. The nonlinear regression model constructed by the Box-Cox four-variate transformation
has better size prediction results than other regression models based on the univariate transformations.

Keywords: software size estimation; web app; Codelgniter; framework; nonlinear regression model; normaliz-
ing transformation; non-Gaussian data.

Function points (FPs) and lines of code (LOC) are
most commonly used as measures of size in existing
software effort estimation methods and models. As

Introduction

Early software size estimation is one of the project

managers' significant problems in evaluating app devel-
opment efforts [1, 2] including Web apps [3, 4]. Ac-
cording to [5], “Software size is the major determinant
of software project effort.” Failed software size estimat-
ing is often the main contributor to failed effort esti-
mates and, in consequence, failed projects.

Despite a large number of currently existing vari-
ous methods and models for estimating the software size
[6, 7] including object-oriented approach [8], research
in this direction does not stop [9, 10]. This is primarily
due to the low accuracy of estimating the size of the
software in the early stages of its development. One way
to solve this problem is to develop appropriate models
for estimating the size of the software, which is devel-
oped in a specific programming language such as C++
[11], Java [12], PHP [13], Visual Basic [14] and for a
specific type of app, including information systems
[15], embedded software components [16], Web

apps [17].

known [5], both of these metrics have their advantages
and disadvantages when used for software effort estima-
tion. Although the FPs-based measure has the advantage
over the LOC in that it does not depend on the technol-
ogies used — in particular, the programming language,
however, the assessment of efforts requires taking into
account such factors (environmental factors). Taking
into account the above factors can be ensured by appro-
priate models for estimating the LOC-based effort.
Nowadays many Web apps are created using PHP
frameworks making the app development faster. Co-
delgniter (https://www.codeigniter.com/) is a powerful
PHP framework with a very small footprint, built for
developers who need a simple and elegant toolkit to
create full-featured web apps. However, there are no
regression models for estimating the software size of
Web apps created using the Codelgniter framework.
There are some regression equations, both linear [14,
15] and nonlinear [13], for estimating the software size
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of information open-source PHP-based systems. Also,
there are regression models for estimating the software
size of Web apps created using some PHP frameworks
such as CakePhp, Laravel, and Yii [18, 19]. This de-
mands the construction of the models for early software
size estimation of Web apps created using the Codelg-
niter framework.

Although machine learning methods are becoming
increasingly popular for software size estimation [20],
methods based on nonlinear regression analysis have
not yet reached their full potential [21, 22]. We suggest
using the nonlinear regression models for estimating the
size of Web apps created using the Codelgniter frame-
work because, firstly, there are two random variables,
both a dependent variable (response) and an error term,
in a regression model, and, secondly, the size (response)
distribution is not Gaussian. We apply the technique for
constructing nonlinear regression models based on the
multivariate normalizing transformations and prediction
intervals [23]. In this technique, prediction intervals of
nonlinear regressions are used to detect the outliers in
constructing a nonlinear regression model. Usually, the
above process is iterative since we repeat building the
model for new data after the outlier cutoff. If there are
no outliers, the process of constructing the nonlinear
regression model ends.

From the above, the following two questions are
quite natural. The first question: is it possible to use
existing nonlinear regression models [18, 19] for other
PHP frameworks to estimate the software size of Web
apps created using the Codelgniter framework with a
magnitude of relative error (MRE) of not more than
0.25? The second question: is it better to use the multi-
variate normalizing transformations in comparison to
the univariate ones for building a nonlinear regression
model to estimate the software size of Web apps created
using the Codelgniter framework? In this paper, we get
answers to these questions. For these purposes, first, we
apply existing nonlinear regression models [18, 19] for
other PHP frameworks to estimate the software size of
Web apps created using the Codelgniter framework,
second, we compare nonlinear regression models con-
structed by the well-known univariate and multivariate
normalizing transformations for estimating the software
size of Web apps created using the Codelgniter frame-
work.

1. Formulation of the problem

Suppose given the original sample as the four-
dimensional non-Gaussian data set: actual software size
in the thousand lines of code (KLOC) Y, the total num-
ber of classes X;, the average number of methods per

class X,, the average of Depth of Inheritance Tree

(DIT) per class X3 in a class diagram from N Web

apps. Suppose that there are a five-variate normalizing
transformation of non-Gaussian random  vector

P={Y,X;,X,X3}" to Gaussian random vector

T= {ZY,Zl,Zz,Z?,}T given by

T=y(P) @)

and the inverse transformation for (1)

P=y (7). ¥

It is required to build the nonlinear regression model in
the form Y =Y(X;,X5,X3,¢) based on the transfor-
mations (1) and (2).

The aim of this paper is to build the nonlinear re-
gression model based on the transformations (1) and (2)
for estimating the software size (in KLOC) of Web apps
created using the Codelgniter framework.

2. Problem Solution

To build a nonlinear regression model for estimat-
ing the size of Web apps created using the Codelgniter
framework, we collected data from 50 apps hosted on
GitHub (https://github.com). We took 50 apps because
it is generally accepted that the lower limit of a large
sample is 30, and many models (for example, [11, 15])
were built for the data number from 30 to 50. We ob-
tained the data set by the PhpMetrics tool
(https://phpmetrics.org/) around the following variables:
actual software size (in KLOC) Y, the total number of
classes X;, the average number of methods per class

X5, and the DIT average per class X3. Table 1 con-

tains that data set. As in [18, 19], we chose the above
predictors X;, X,, and X3 because these can be ob-

tained from the class diagram.

We used values of variable Y and predictors from
Table 1 to estimate the size of Web apps created using
the Codelgniter framework by existing nonlinear regres-
sion models [18, 19] for CakePhp and Yii frameworks.
Although the PRED(0.25) value is 0.9 for 50 data rows
from Table 1 if we use the model [18] for the CakePhp
framework however five data rows (rows 11, 15, 23, 42,
and 47) have magnitude relative error is greater than
0.958. The PRED(0.25) value is 0.06 for 50 data rows
from Table 1 if we use the model [19] for the Yii
framework. In other words, there are only three data
rows (rows 15, 42, and 47) for which MRE is less than
0.25. The above indicates that it is not possible to use
existing nonlinear regression models [18, 19] for all
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data rows from Table 1 to estimate the size of Web apps
created using the Codelgniter framework with an MRE
value of not more than 0.25. Hence, it is necessary to
build a model for estimating the software size of Web
apps created using the Codelgniter framework.

Table 1
The data set and SMD values

No| Y X1 Xz Xs SMD | SMD,
1 42.068 142 11.66 1.33 3.50 3.94
2 37.94 132 10.89 1.29 2.18 1.76
3 39.073 138 10.80 1.31 0.56 0.40
4 40.487 143 10.76 1.33 0.49 1.24
5 38.994 140  10.72 1.31 0.80 0.24
6 | 119.424 274 1270 1.17 18.72 11.64
7 39.269 146 10.38 1.30 3.15 2.22
8 41.85 142 11.23 1.30 0.23 0.17
9 | 127.696 330 1152 1.19 10.77 7.16
10 | 155.740 420  11.33 121 2033 11.17
11 2.280 32 0.31 1.71 10.66 10.48
12 | 38912 141 10.60 1.31 1.13 0.40
13| 38326 134  10.85 1.31 0.48 0.94
14 | 39.699 139 10.81 1.31 0.49 0.68
15 2.265 31 0.19 1.75 7.95 10.00
16 | 32.390 97 13.31 1.26 3.05 2.66
17 | 45540 177 9.91 1.38 7.85 5.91
18 | 33.368 101 13.45 1.25 2.76 4.83
19 | 37.754 134]  10.79 1.31 0.66 0.49
20 | 28333 83 13.41 1.24 4.45 476
21| 40.908 140  11.04 1.33 0.75 2.79
22| 39.276 144] 1044 1.33 0.68 0.33
23 2.361 35 0.23 1.77 8.40 1053
24 0.939 10 3.80 1.67 9.39 16.21
25 | 38.431 147 10.43 1.38 6.01 5.87
26 | 54.052 187 11.41 1.29 2.17 10.21
27 | 41347 150  10.49 1.34 1.06 1.25
28 | 38654 132 11.10 1.29 1.33 1.20
29 | 39.817 152 10.33 1.32 1.87 2.13
30 | 28.653 83 13.40 1.29 6.58 9.44
31| 41236 150]  10.49 1.30 2.34 1.33
32| 32778 100 13.10 1.26 2.43 2.34
33| 38.867 135 11.01 1.31 0.26 0.43
34| 29738 94 12.84 1.24 4.02 5.64
35 | 39.404 146 10.44 1.33 0.86 0.20
36 | 33.373 97 13.75 1.26 476 418
37| 38763 134] 1101 1.31 0.25 0.75
38| 44.253 155  11.25 1.31 0.91 2.30
39 | 34.230 106 12.86 1.31 6.15 5.87
40 | 39.205 148 10.26 1.31 2.63 1.71
41| 39.191 142 10.62 1.35 157 2.46
42 2.097 30 0.20 1.75 7.98 7.55
43| 128.355 341 11.38 1.20 9.80 6.16
44 | 39611 143 10.65 1.31 0.98 0.31
45 | 39.565 142 10.89 1.31 0.57 0.39
46 | 38.184 135 10.79 1.30 1.38 0.89
47 2.347 34 0.18 1.77 8.36 9.11
48 | 41.800 154] 1049 1.33 1.17 0.56
49 | 31.365 98 12.89 1.25 2.69 3.40
50 | 32.836 101 13.19 1.26 2.44 3.39

To do this we checked the four-dimensional data
from Table 1 for multivariate outliers. This is step 1
according to [23]. But before that, we tested the normal-

ity of multivariate data from Table 1 because well-
known statistical methods (for example, multivariate
outlier detection based on the squared Mahalanobis dis-
tance (SMD) [24]) are used to detect outliers in multi-
variate data under the assumption that the data is de-
scribed by a Gaussian distribution [25, 26].

We applied a multivariate normality test proposed
by Mardia [27, 28]. This test is based on measures of
multivariate skewness B; and kurtosis ,. According

to the Mardia test [27], the distribution of four-
dimensional data from Table 1 is not Gaussian since the
test statistic for multivariate skewness NpB,/6 of this

data, which equals 148.95, is greater than the quantile of
the Chi-Square distribution, which is 40.00 for 20 de-
grees of freedom and 0.005 significance level. Analogi-
cally, the test statistic for multivariate kurtosis f,,

which equals 35.64, is greater than the value of the
Gaussian distribution quantile, which is 29.05 for the
mean of 24, the variance of 3.84, and 0.005 significance
level.

Because we used the statistical technique [25] to
detect multivariate outliers in the four-dimensional non-
Gaussian data from Table 1 based on the multivariate
normalizing transformations and the SMD for normal-
ized data. To normalize the data from Table 1, we ap-
plied the four-variate Box-Cox transformation with
components [24]

X 1|/, if A =0;
Z-=x(>~j)=( P e ®
In(x; ), if =0,

Here Z; is a Gaussian variable; % is a parameter of the

Box-Cox transformation, j=1,2,3. The variable Zy is

defined analogously (3) with the only difference that
instead of Z;, Xj, and X; should be put respectively

ZY VY, and 7\,Y .

The parameter estimates of the four-variate Box-
Cox transformation for the data from Table 1 are calcu-
lated by the maximum likelihood method according to

[24] and are Ay =0.0336755, A =0.1019055,

A, =1.047316, A5 =1.353001.

Table 1 contains the SMD for normalized data
(SMDz), which is transformed using the four-variate
Box-Cox transformation. The SMDz values from Table
1 indicate that row 24 is a multivariate outlier in four-
dimensional non-Gaussian data since the SMDz value
for this data row is greater than the quantile of the Chi-
Square distribution, which equals 14.86 for 4 degrees of
freedom and 0.005 significance level. Note, for data
without normalization, row 10 is the multivariate outlier
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since the SMD value for row 36 is the largest and great-
er than the above quantile. In Table 1, the above SMD
and SMDz values are highlighted in bold.

We erased data row 24 as a multivariate outlier.
The first iteration is completed. And we go to step 1 of
the second iteration according to [23].

We checked the four-dimensional data from
Table 1 (without row 24) for multivariate outliers.
To do this, we normalized 49 data rows using the four-
variate Box-Cox transformation with components,
which are defined by (3). The parameter estimates
of the four-variate Box-Cox transformation for 49 data
rows from Table 1 (without row 24) are calculated
by the maximum likelihood method according

to [24] and are Ay =-0.0066662, A; =—0.00943335,

A, =1.1404485, A4 =1.4723061. There is no multivar-
iate outlier in four-dimensional non-Gaussian data from
Table 1 (without row 24) since the SMD; values for 49
data rows are less than the quantile of the Chi-Square
distribution, which equals 14.86 for 4 degrees of free-
dom and 0.005 significance level.

Next, we built a nonlinear regression model based
on the four-variate Box-Cox transformation for 49 data
rows. The nonlinear regression model with three predic-
tors for estimating the size of Web apps created using
the Codelgniter framework is built based on the four-
variate Box-Cox transformation for 49 data rows from
Table 1 (without row 24) and has the form

+1]1/XY,

Y= [iY (2y +e) 4)

where ¢ is a Gaussian random variable, s~N(0,c§),
with the estimate 6, of 0.0272; Z is a prediction re-
sult by  the linear regression equation
Zy =bg+byZ; +b,Z, +b3Z3 for normalized data,
which are transformed by the four-variate Box-Cox
transformation with components (3); 60:—2.7220,

by =1.207254, b, =0.058823, by =—0.628765.

After constructing a model (4), we have to find the
nonlinear regression prediction interval [23]

Wl[ZY ita/Z,vSZY {1+%+ (f)—()Ts?(z;r()}l/Z] ,(5)

where vy is the transformation

1) /iy

(3) for Y,

1_(z . ; -
\yy_(xyzy+ oty 182 student's t

distribution quantile with /2 significance level and v

degrees of freedom; v=N-k-1; k is a number of in-
dependent variables (in our case, k is 3); z¥ is a vector

with components Zy -2y, Zp —Z,, Z3 —Z3 for i-

713y 52 —1N(z 2)2
I’OW, J—NE ji ) ZY _;E Yi - Yi ’
j=123; S, isa 3x3 matrix

SZ121 SZ122 52123
Sz=Szz, Sz,z, Sz,z5 |- (6)
Szizz Szy75 Sza74

N — —
In6) Sz,7, = (Zq; - Zo)z - Z:). a.r=123.
i=1

For the data normalized by the four-variate Box-
Cox transformation from 49 Web apps, the matrix (6) is
the following:

13516 79.493 -3.733
Sz =|79.493 975.021 -36.849 |.
-3.733 -36.849 1.500

Table 2 contains the values of lower (LB) and upper
(UB) bounds of the nonlinear regression prediction in-
terval calculated by (5) based on the four-variate Box-
Cox transformation for 0.05 significance level in the
second iteration for 49 data rows from Table 1 (without
row 24). In Table 2, we denoted LB and UB in the sec-
ond iteration as LB, and UB, respectively.

As we observe in Table 2, there are two values of
Y for Web apps 26 and 30 (rows 26 and 30) that are out
of the prediction intervals computed by (5) for a signifi-
cance level of 0.05. Next, we erased data rows 26 and
30. In Table 2, we highlighted the data outliers in bold,
and a dash (-) shows the exception of the relevant data.
The second iteration is completed. And we go to step 1
of the third iteration according to [23].

We checked the four-dimensional data from
Table 1 (without rows 24, 26, and 30) for multivariate
outliers. To do this, we normalized 47 data rows using
the four-variate Box-Cox transformation with compo-
nents, which are defined by (3). The parameter esti-
mates of the four-variate Box-Cox transformation for 47
data rows from Table 1 (without data rows 24, 26, and
30) are calculated by the maximum likelihood method

[24] and are Ay =-0.036072,

A, =-0.0806416, A, =1.151465, i3 =1.613450.

There is no multivariate outlier in four-dimensional
non-Gaussian data from Table 1 (without rows 24, 26,
and 30) since the SMD; values for 47 data rows are less

according to
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than the quantile of the Chi-Square distribution, which
equals 14.86 for 4 degrees of freedom and 0.005 signifi-
cance level.

Table 2
LB and UB of nonlinear regression prediction intervals
in various iterations

N v The second iteration The fourth iteration
° LBz UB2 LBs UBs
1 42.068 39.778 44.942 40.497 44.446
2 37.94 35.253 39.715 35.845 39.222
3 39.073 36.370 40.903 36.984 40.422
4 40.487 37.247 41.901 37.874 41.409
5 38.994 36.743 41.327 37.374 40.852
6 | 119.424 106.122 119.813 109.708 120.752
7 39.269 37.764 42553 38.457 42.101
8 41.85 39.297 44191 40.019 43.749
9 | 127.696 117.525 133.171 120.059 132.588
10 155.74 151.331 171.934 152.640 169.040
11 2.28 2.183 2.482 2.190 2.393
12 38.912 36.677 41.262 37.310 40.790
13 38.326 35.277 39.673 35.848 39.175
14 39.699 36.713 41.287 37.339 40.810
15 2.265 2.028 2.296 - -
16 32.39 30.757 34.698 30.929 33.880
17 4554 42.837 48527 43,540 47.892
18 33.368 32.893 37.106 33.174 36.348
19 37.754 35.098 39.475 35.665 38.977
20 28.333 26.129 29.567 26.018 28.548
21 40.908 37.183 41.854 37.802 41.351
22 39.276 36.565 41.120 37.175 40.631
23 2.361 2.303 2.611 2.332 2.542
25 38.431 35.948 40.696 36.509 40.110
26 54.052 55.583 62.623 - -
27 41.347 38.232 43.030 38.883 42.534
28 38.654 35.899 40.408 36.503 39.919
29 39.817 38.895 43.756 39.592 43.296
30 28.653 25.192 28.493 - -
31 41.236 39.362 44.325 40.104 43.888
32 32.778 31.321 35.314 31.548 34,541
33 38.867 36.075 40.563 36.669 40.070
34 29.738 28.831 32.604 28.954 31.755
35 39.404 37.164 41.796 37.793 41.312
36 33.373 31.929 36.079 32.122 35.248
37 38.763 35.759 40.208 36.341 39.711
38 44.253 43.317 48.755 44174 48.348
39 34.23 31.644 35.802 31.928 35.060
40 39.205 37.729 42.483 38.408 42.025
41 39.191 35.948 40.492 36.518 39.964
42 2.097 1.952 2.211 1.952 2.125
43| 128.355 119.862 135.810 122.127 134.874
44 39.611 37.452 42.128 38.110 41,663
45 39.565 37.906 42.626 38573 42.162
46 38.184 35.654 40.129 36.254 39.644
47 2.347 2.221 2.518 2.245 2.447
48 41.8 39.738 44.708 40.445 44.236
49 31.365 30.235 34.118 30.427 33.324
50 32.836 31.938 36.013 32.191 35.252

Next, we built a nonlinear regression model (4)
based on the four-variate Box-Cox transformation for

47 data rows. In this case in model (5) the estimate 6,

equals bo=-3.38010, b, =1.562030,

b, =0.0511177, bg =—-0.562295.

After constructing a model (4), we have to find the
nonlinear regression prediction interval using (5). For
the data normalized by the four-variate Box-Cox trans-
formation from 47 Web apps, the matrix (6) is the fol-
lowing:

0.01997,

6.937 60.683 —2.904
Sz =| 60.683 990.492 -39.368 |.
—-2904 -39.368 1.674

There is one value of Y for Web app 15 (row 15) that is
out of the prediction intervals computed by (5) for a
significance level of 0.05. Next, we erased data row 15.
The third iteration is completed. And we go to step 1 of
the fourth iteration according to [23].

We checked the four-dimensional data from
Table 1 (without rows 15, 24, 26, and 30) for multivari-
ate outliers. To do this, we normalized 46 data rows
using the four-variate Box-Cox transformation with
components, which are defined by (3). The parameter
estimates of the four-variate Box-Cox transformation
for 46 data rows from Table 1 (without data rows 15,
24, 26, and 30) are calculated by the maximum likeli-
hood method according to [23] and are

Ay =—0.0483054, A;=-0.121859, A,=1.18457,

i3 =1.57566. There is no multivariate outlier in four-

dimensional non-Gaussian data from Table 1 (without
rows 15, 24, 26, and 30) since the SMD; values for 46
data rows are less than the quantile of the Chi-Square
distribution, which equals 14.86 for 4 degrees of free-
dom and 0.005 significance level.

Next, we built a nonlinear regression model (4)
based on the four-variate Box-Cox transformation for
46 data rows. In this case in the model (5) the estimate

5. equals 0.01761, by=-3.90201, b, =1.84301,

b, =0.045971, by =—0.553901.

After constructing a model (4), we calculated the
nonlinear regression prediction interval for 46 data rows
in the fourth iteration (see Table 2). For the data nor-
malized by the four-variate Box-Cox transformation
from 46 Web apps, the matrix (6) is the following:

6.937 60.683 —2.904
Sz =| 60.683 990.492 -39.368 |.
—-2904 -39.368 1.674

In Table 2, we denoted LB and UB in the fourth itera-
tion as LB4 and UB., respectively. The LB4 and UBs
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values indicate there are no values of Y for 46 data rows
that are out of the prediction intervals computed by (5)
for a significance level of 0.05. Because we completed
the stages' iterations and constructed a nonlinear regres-
sion model (4) with 46 Web apps data.

Also, to estimate the size of Web apps created us-
ing the Codelgniter framework, we built two nonlinear
regression models with three predictors based on the
univariate normalizing transformations (the decimal
logarithm, and the Box-Cox transformation) for the
same 46 Web apps data from Table 1.

The nonlinear regression model with three predic-
tors based on the univariate Box-Cox transformation has
the form (4) too, but with the only difference that pa-

rameters estimates are the following: XY =0.46420,
A, =1.92580,
b, =1.11051,

63 =-111.6498, 6, =0.27344.

For the data normalized by the univariate Box-Cox
transformation from 46 Web apps, the matrix (6) is the
following:

A, =0.343935, A3 =—6.95771,

bo =9.02530, b, =—0.00083422,

320.282 1035.442 —0.79465
Sz =|1035.442 16281.89 -6.3029
—0.79465 -6.3029 0.003834

The nonlinear regression model based on the decimal
logarithm transformation has the form

Bo xe D1y D23 D
Y =100 XX 52X 53, @)
where  the estimators for  parameters are:
bo=-0.015841,  b; =0.920457, b, =0.094150,

bs =—3.90152. The estimate & is 0.02687.

For the data normalized by the decimal logarithm
transformation from 46 Web apps, the matrix (6) is the
following:

2354 3.890 -0.336
Sz=| 3890 10.663 -0.834|.
-0.336 —-0.834 0.0734

To evaluate the prediction accuracy of the nonlinear
regression models we applied the standard metrics R?,
MMRE, and PRED(0.25). MMRE and PRED(0.25) are
accepted as standard evaluations of prediction results by
regression models. These metrics are applied in soft-
ware engineering too [29, 30]. The acceptable values of
MMRE and PRED(0.25) are not more than 0.25 and not

less than 0.75 respectively. The values of R?, MMRE
and PRED(0.25) are shown in Table 3 for models (4)
for both the univariate and four-variate Box-Cox trans-
formations, and model (7).

Table 3
The prediction accuracy metrics
of the nonlinear regression models

Metrics univariate bivariate

Log10 Box-Cox Box-Cox
R? 0.9975 0.9946 0.9984
MMRmin 0.0031 0.0011 0.0002
MMR max 0.9719 0.2657 0.0443
MMRE 0.0492 0.0452 0.0167
PRED(0.25)| 0.8261 0.9783 1.0000

The values of these metrics are acceptable for all
models. These values indicate good prediction accuracy
of the nonlinear regression models (4) and (7) for esti-
mating the size of Web apps created using the Codelg-
niter framework. However, model (4) based on the four-
variate Box-Cox transformation has the best R?, MMRE
and PRED(0.25) values.

Also, Table 3 contains minimum and maximum
values of MRE denoted MMRmin and MMRpax, respec-
tively. As we observe in Table 3, we have the smallest
MMRmax Value for model (4) based on the four-variate
Box-Cox transformation. The above indicates the ad-
vantages of using model (4) based on the four-variate
Box-Cox transformation for estimating the size of Web
apps created using the Codelgniter framework.

The advantage of using model (4) based on the
four-variate Box-Cox transformation in comparison to
other constructed models based on univariate transfor-
mations is also indicated by the width of the confidence
and prediction intervals. We calculated the confidence
intervals of regressions by (5) with the only difference
that in the sum in curly brackets, there is not 1.

The widths of the confidence interval of nonlinear
regression based on the Box-Cox four-variate transfor-
mation are less than for nonlinear regression based on
the Box-Cox univariate transformation for all 46 data
rows (with a difference from 28 up to 810%). Also, the
widths of the confidence interval of nonlinear regression
based on the Box-Cox four-variate transformation are
less than for nonlinear regression based on the decimal
logarithm univariate transformation for 41 (with the
difference up to 398%) from 46 data rows (except rows
45, 46, and 48-50 with the difference up to 59%).

Approximately the same results are obtained for
the prediction intervals of nonlinear regressions. The
widths of the prediction interval of nonlinear regression
based on the Box-Cox four-variate transformation are
less than for nonlinear regression based on the Box-Cox
univariate transformation for all 46 data rows (with a
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difference from 13 up to 841 %). Also, the widths of the
prediction interval of nonlinear regression based on the
Box-Cox four-variate transformation are less than for
nonlinear regression based on the decimal logarithm
univariate transformation for 41 (with the difference up
to 265 %) from 46 data rows (except rows 45, 46, and
48-50 with the difference up to 52 %).

The above indicates that it is better to use the mul-
tivariate normalizing transformations in comparison to
the univariate ones for building a nonlinear regression
model to estimate the software size of Web apps created
using the Codelgniter framework.

Conclusions

Early size estimation (in KLOC) of Web apps cre-
ated using the Codelgniter framework by nonlinear re-
gression models with three predictors based on the nor-
malizing transformations, both univariate and multivari-
ate ones, is performed. The nonlinear regression model
constructed using the four-variate Box-Cox transfor-
mation has better size prediction results compared to
other regression ones based on the univariate transfor-
mations (the decimal logarithm and Box-Cox).

To construct nonlinear regression models with
multiple predictors for estimating the software size of
Web apps created using the Codelgniter framework, it
needs to apply multivariate normalizing transformations
and outlier detection.

Prospects for further research may include the ap-
plication of other multivariate normalizing transfor-
mations and data sets from at least 100 apps to construct
nonlinear regression models for estimating the size of
Web apps created using the specific frameworks.
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PAHHSI OHIHKA PO3MIPY BEB-3ACTOCYHKIB,
O CTBOPIOKOTHLCS 3 BAKOPUCTAHHSIM ®PEMMBOPKY CODEIGNITER,
3A JOIIOMOTI OO HEJIIHIMHUX PEI'PECIMHUX MOJIEJIEU

C. b. IIpuxoovko, 1. C. Illlymko, A. C. IIpuxodvko

Tema: PanHe OIiHIOBAHHS PO3MIpYy IIPOrPaMHOrO 3a0e3ME€YEHHsT € OJHIEI0 3 CEPHO3HMX MPoOIEeM KEePiBHUKIB
MPOEKTIB IIPH OIUHII 3YCHIb PO3POOKH TOAATKIB, OCKIIBKH PO3Mip IIPOrPaMHOTO 3a0€3IeUeHHs € OCHOBHUM (DaKToO-
poM, IO BH3HAYaA€ 3YCHILIL 3 PO3POOKM MporpaMHoro 3abesmeueHus. dynakionanshi touku (FP) i psaku xomy
(LOC) Haiiuacrilie BUKOPUCTOBYIOTLCS K Mipa po3Mipy B ICHYIOUHMX METOAaX 1 MOJAENAX OLIHIOBAHHS TPYHIOMICT-
KOCTI IIPOrpaMHOro 3ade3nedyeHHs. Sk BioMo, OOMABI IIi METPUKH MalOTh CBOI IIepeBaru Ta HEJOIIKH IIPH BUKOPHU-
CTaHHI JIJIS OLIIHIOBAHHS TPYIOMICTKOCTI PO3POOKH MPOrpaMHOro 3abe3reucHHs. Xoda Mmipa Ha ocHoBi FP Mae me-
pesary nepen LOC B ToMy, 110 BOHA HE 3aJICKHTh BiJ] BAKOPHCTOBYBAHHMX TEXHOJIOTIH, IIPOTE OLIHIOBAHHS TPYIO-
MICTKOCTI BUMAara€e BpaxyBaHHs TakuX (akTopiB ((paKTOpiB HAaBKOIMIIHLOI'O CEpenoBHIla). BpaxyBaHHs mepepaxo-
BaHUX BHUIlE (DAKTOpIB MOke OyTH 3a0e3reueHa BIAMOBITHUMH MOICISIMH OLIHIOBAHHS TPYOOMICTKOCTI HAa OCHOBI
LOC. B ganuii yac 6arato Be0-3aCTOCYHKIB CTBOPIOIOTBCS 3 BHKOpUCTaHHAIM PHP (peliMBOpKiIB, 1110 MPUCKOPIOE
po3podky momatkiB. Codelgniter — ouH 13 TaKUX MOTYKHUX (pperiMBOpKiB. OMHAK HEMAE PErPECiitHMX MOIENEH IIst
OI[IHIOBAHHS PO3MIpy IIPOrpaMHOro 3abe3rneueHHs Be0-3aCTOCYHKIB, 10 CTBOPIOIOTHCS 3 BUKOPUCTAHHAM (hpeiMBO-
pky Codelgniter. Ile moTpebye moOym0BH BiAMOBIAHUX Mojelieil. 3aBaaHHs Wi€l cTaTTi — MO0y yBaTH MOJIETh He-
JIHIAHOT perpecii Iy OLIHIOBaHHS po3Mipy mporpaMmHoro 3abesmeueHus (y KLOC, tucsyax psakiB Koay) BeO-
JIOJIATKIB, 10 CTBOPIOIOTHCA 3a JTonoMororo (peitmBopky Codelgniter. MeToa: Mu 3aCTOCOBYEMO METO TIOOYTOBH
HEJIHIHHMX PerpeciiHuX MOJEICH Ha OCHOBI 0araTOBUMIipHHX HOPMAaIi3yIOUHX MEPETBOPEHD Ta IHTEPBAIIIB IIPOrHO-
3yBaHHA. Pe3yJabTaToM € Tpu HENiHifHI perpeciiiHi Mozemi 3 TpboMa NPEIUKTOPaMU: 3arajbHa KiTbKICTh KIIACIB,
cepenHs KITbKICTh METOJIB Ha Kiac Ta cepenne 3HadeHHs DIT (nepeBa rimOuaM cnaakyBaHHs) Ha kiac. [1[o6 mo-
OyayBaTh III MOJCHI IJisS OI[IHIOBAHHS PO3Mipy BE0-3aCTOCYHKIB, IO CTBOPIOIOTHCS 3a JOIMOMOTOK (pEeHMBOPKY
Codelgniter, Mu BUKOPHCTOBYBAJIM TPH BiJIOMI HOpPMai3yloui IEPEeTBOPEHHS: ABAa OXHOBUMIpPHI EPETBOPEHHS (7e-
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caTKoBHU Jorapudm i meperBopeHHsS bokca-Kokca) i dotmpuBuMipHe meperBopeHHS bokca-Kokca. BucHOBKH.
Mogens HenmiHIHHOT perpecii, modymoBaHa 3a JOIIOMOT0I0 YOTHPUBUMIpHOTO TiepeTBopeHHs bokca-Kokca, Mae Haii-
Kpali pe3yIbTaTH MPOrHO3YBAHHS PO3MIpPY MOPIBHSHO 3 IHIMUMH PErpeciiHAMH MOJCIISIMH, IO IPYHTYIOTBCS Ha
OTHOBUMIPHHX TIEPETBOPCHHSIX.
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