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THE COMBINED MODEL FOR SOFTWARE DEVELOPMENT EFFORT
ESTIMATION USING POLYNOMIAL REGRESSION
FOR HETEROGENEOUS PROJECTS

Subject matter: Estimating the software work is a crucial job of persons participating in software project man-
agement. The difficulty in predicting effort is compounded by the fact that software development is always chang-
ing. In the past, researchers used one form of development methodology in their work to estimate effort and time.
Estimations of the software projects are estimated with different size matrices. The lines of code, story point and
use case point are required for the estimation using algorithmic models for procedural, agile, and object-ori-
ented development approaches. Currently, the companies use these three types of size matrices for estimating
projects. Not any one model present estimates the effort for different development approaches with different size
metrics. This paper proposes a combined software estimation model for three types of development methodolo-
gies with regression analysis. The estimation can be done with the proposed model for a software project devel-
oped using the procedural, agile, and object-oriented approach. Method: The input for the model is the size of
the software, such as lines of code, story point, and use case point. The model is developed using the polynomial
regression. The model is developed with the four constant parameters that are based on the procedural, agile,
and object-oriented projects. A dataset of python projects for procedural, zia dataset for agile, company dataset
for object-oriented methodology is used to propose the model. Conclusion: The effort is predicted for the pro-
cedural, agile, and object-oriented projects with the polynomial regression model and compare the results to
existing models to validate the work. The R? is used to measure accuracy and the MMRE is used to determine
error. The accuracy of the proposed model was higher than 90% and the error was found to be less than 0.05.
The results are compared with case-based reasoning and an ensemble model for the procedural approach, linear
regression and Bayesian network for the agile approach, and linear and log-linear regression for object-oriented
approach. The minimum error and maximum accuracy is achieved compared to these techniques.

Keywords: software cost estimation; lines of code; user story point; use case point; polynomial regression;

combined mode.
Introduction

In software engineering, an effort is used to quantify
workforce usage and is defined as the total time spent by
members of a development team to perform a task. Effort
estimation is the process of estimating how much effort
will be required to develop or maintain a software appli-
cation. This effort is usually measured in terms of the
number of hours a person works or the amount of money
required to pay for the work. Effort estimating is used in
the early phases of the software development life cycle to
aid in the creation of project plans and budgets. This strat-
egy can be used by a project manager or product owner
to accurately forecast cost and assign resources.

Although effort estimate can be applied to any soft-
ware development approach, it is most commonly asso-
ciated with Agile. The product owner is in charge of
keeping track of project deliverables. They'll figure out
how long it'll take them to complete each task. Instead
than looking at time or cost estimates, they'll focus on
user stories and story points. Except the individual mem-
ber of team, agile require entire team for software devel-
opment. In the agile approach, the workload is assigned

to the entire team except for the individual member of the
team. A team of best specialists require to provide the
project in a decided scope and budget [1].

A widely acknowledged and widely used technique
for capturing the business processes and requirements of
a software application project is use case modelling. Be-
cause use cases define the project's functional scope, as-
sessing their contents provides significant insight into the
time and resources required to develop and implement a
project. The UCP technique, which is based on Gustav
Karner's work [2], abstracts the use case actors, scenar-
ios, and other technological and environmental elements
into an equation.

Software estimation approaches have improved
during the previous three decades. The bulk of software
effort estimation tools, approaches, and model-based pro-
cedures rely on historical data from earlier completed
projects to generate a mathematical formula for estimat-
ing software expenditures. COCOMO [3], SEER-SEM,
PUTNAM's model, PRICE-S, SLIM, [4], agile model
[5], use case model [6], and other researchers have dis-
cussed a number of software effort estimating models.
These models leverage size of the software as the primary
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input for estimating software cost, along with other ele-
ments and characteristics including personal and project
attributes, complexity, environmental factors, and so on.
Learning-oriented models [7] are based on past estimat-
ing experience. The models are created by using the prior
estimating techniques to train them. Artificial intelli-
gence, neural networks [6], machine learning [8], case-
based reasoning [9], optimization approaches [10], fuzzy
logic [11], and other learning-oriented techniques are ex-
amples. When there is a lack of quantifiable and empiri-
cal data, model-based techniques come in handy. The
quantifiable and empirical facts, on the other hand, are
not necessary for the expert-based approach [12]. This
method calculates the software cost of a new project by
comparing it to a similar project that was completed pre-
viously. The analogy-based method leverages data from
a before finished project to estimate software costs [13].
In software engineering, a multitude of development ap-
proaches are now used to create software. The estima-
tions of these strategies are based on a variety of input
parameters. These development approaches employ sev-
eral size estimation matrices. To improve the accuracy of
effort estimation, researchers applied a number of ma-
chine learning methodologies and evolutionary algo-
rithms.

1. Related work

Sequential development approach: Shahpar et al.
[14] used the PSA-SA (Particle swarm optimization-
Simulated annealing) approach for feature weighting in
their analogy-based estimation for software work estima-
tion. On the Albrecht dataset, the performance of this ap-
proach was compared to that of the MMRE, MdMRE,
and PRED. A Taguchi-based artificial neural network
with two different activation functions was proposed by
Nevena et al. [15]. In this study, six different datasets
based on lines of code were used. The input values are
applied using the clustering method. The results were
validated using the mean magnitude relative error. This
work minimizes the execution time by executing a small
number of iterations. Support vector machine (SVM),
Multilayer Perceptron (MLP), and Generalized Linear
Models (GLM) are three machine learning algorithms
suggested by Pospieszny et al. [16]. (GLM). Using the
ISBSG dataset, the described approaches are utilized to
estimate software effort and duration. The author vali-
dates and compares their previous work to the MMRE
and PRED, concluding that the SVM and ensemble
model generate superior results.

Agile development approach: Panda et al. [17] em-
ploy the General Regression Neural Network (GRNN),
the Probabilistic Neural Network (PNN), the Cascade-
Correlation Neural Network (CCNN), and the Group
Method of Data Handling (GMDH) Polynomial Neural

Network to evaluate the effort in agile development.
These neural networks were taken into account in the
user narrative point analysis. The cost of software devel-
opment was calculated using neural network models. The
neural networks were compared based on a few common
factors. Based on story size, velocity, narrative complex-
ity, friction, and dynamic aspects, Zia et al. [5] estimated
development time and cost using an agile methodology
dataset, resulting in lower MMRE values for time and
cost. Khuat and Le [18] presented a hybrid algorithm us-
ing the PSO and ABC to improve accuracy by suggesting
the parameters of an estimating model for the agile ap-
proach using story points and velocity. The Zia dataset
was used to generate a model, which was subsequently
validated with the MMRE, MdMRE, PRED, R2, and
MAR.

Object-oriented development approach: Nassif et
al. [6] used a multilayer perceptron neural network to es-
timate development effort. The size of the program in the
use case point and the team's productivity were used as
inputs in this study. The network was trained using the
back-propagation method, and the model's result was a
software development effort. The results were validated
using the mean relative error method. This study used a
total of 160 ISBSG projects, academics, and small soft-
ware development businesses. The UCP, which is based
on expert guesses, has been used in several research to
calculate effort using productivity. To evaluate effort,
productivity is paired with the size measure UCP in var-
ious research. Most productivity estimates, on the other
hand, are based on expert predictions, which might result
in inconsistencies. Azzeh and Nassif [19] developed a
hybrid model that combined the SVM and RBNN machine
learning algorithms to close this gap. These approaches
were created for the categorization and forecasting
stages, as well as the model, which was created with the
assistance of industry and student initiatives. This model
was evaluated using the SA, MAE, MBRE, and MIBRE.

2. Proposed work with Polynomial
regression

In the present work, the multiple linear regression is
applied on the data that contains the dependent and inde-
pendent variables. The stepwise approach is used for the
regression analysis for the procedural, agile, and object-
oriented development approaches. The stepwise ap-
proach is applied to find out the most correlated variables
and by choosing the selected parameters, a software ef-
fort estimation model is given. For the estimation of ef-
fort required for software development, a regression
model is given where the estimation is done with the se-
lected parameters of three development approaches. In all
the three development approaches, the most correlated
variable is the size which is the lines of code, story point,
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and use case point for the procedural, agile, and object-
oriented projects respectively. Therefore, the size is the
main input for the effort estimation model.

With only one independent variable, x, polynomial
regression is a particular instance of multiple regression
[20]. The model of one-variable polynomial regression
can be written as presenting in equation 1.

Vi = Bo + Bixi + Box?i + 4 BxN; + e, 1)

where k is the degree of the polynomial. The degree of
the polynomial is the order of the model.

2.1. Experiment strategy

The research is carried out by gathering data and de-
termining the relationship between the response and pre-
dictors. After that, regression model is built using the
most correlated variables of the dataset. The size, meas-
ured in lines of code, story point, and use case point,
found the most correlated variable for procedural, agile,
and object-oriented approaches, respectively. With the
use of evaluation metrics, the model is assessed. Finally,
for each of the three development methodologies, the
suggested model is compared to earlier software effort
estimating methods.

The proposed polynomial regression model is used
as a measure in this study. For the evaluation of the effort
necessary for software development, the regression re-
quired historical data. The story point, initial velocity
(Vi), declaration, which is the product of friction and dy-
namic factors (FF*DF), total velocity (V), and workdays
are the independent variables and effort is the dependent
variable in the Agile dataset. The dependent variable in
the procedural dataset is effort, while the independent
variables are lines of code, as well as the fifteen compo-
nents from the four categories of project, product, per-
sonal, and platform. One dependent parameter, effort,
and four independent parameters, unadjusted weight, un-
adjusted use case weight, technical variables, and envi-
ronmental factors, make up the object-oriented dataset.
The stepwise principle was followed in the construction
of regression model utilizing computational tools. The
significance level of p=0.05 was used to examine the as-
sociation.

2.2. Dataset

A dataset of python projects is used for procedural
development in this study [21] that has 9 projects. The
effort is a dependent attribute; the lines of code is an in-
dependent variable. The Zia dataset [22] was used as the
basis for the agile development approach. The software
projects from the six software houses were collected in
[5] to build this dataset. The agile methodology is used to

construct these projects. Twenty-one projects are in-
cluded in the dataset. This dataset has one dependent var-
iable, effort, and one independent variable, story point.
The dataset for the estimation of use case point is taken
from [23]. The real 20 column in the dataset contains the
use case point (UCP) determined by dividing the real ef-
fort by 20 (the productivity threshold utilized in prior re-
search). One dependent variable is the amount of effort
required to develop software programs.

2.3.Accuracy measure

We opted to utilize the mean magnitude relative er-
ror (MMRE), which is extensively used and suggested by
researchers, to compare the prediction accuracy of the es-
timate model. MMRE assesses the differences between
expected and actual values. The formula for the MMRE
is given in equation 2. The mean square error (MSE) and
coefficient of determination (R?) are also used to find out
the error and accuracy. These accuracy measures are also
used to validate the planned work. The MSE and R? are
calculating as showing in the equation 3 and 4, respec-
tively.

(ActVal — EstVal)

MMRE = 3
ActVal

)
MSE = (ActVal — EstVal)?, 3)

(ActVal — EstVal)?

R2=1 SLLA 4
(ActVal — Actval)” )

where ActVal stands for the actual value, EstVal stands
for the estimated value, and ActVal stands for the mean of
the actual value.

3. Polynomial regression model evaluation

With polynomial regression analysis, numerous
multiple linear regression models can be built for differ-
ent levels of degree. From these models, the best model
is chosen that give the best results for procedural, agile,
and object-oriented projects. Equations 5 represent the
polynomial model for the three development methodolo-
gies. This model is created with the one variable which is
the size of project. Since in earlier section, the size finds
most correlated variable, the polynomial model used this
variable to create the model.

Effort = a + b(s) + c(s?) + d(s%). (5)

In this model, the s is the size of project which is
measured in lines of code for procedural project, story
point for agile project, and use case point for object-ori-
ented project. The, b, ¢, and d are the coefficients that
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have the constant values which are different for each de-
velopment methodologies. The values of these coeffi-
cients are given in table 1.

Table 1
Coefficients of proposed model based on procedural,
agile, and object-oriented projects

Development a b c d
approach
Procedural 0 0.5533 | 0.0183 | 0.0003
Agile 37.68 | -0.4709 | 0.0054 | 0.00001
Object-oriented | 0.001 19 0.0002 | 0.00006

4. Results and Discussion

The research identifies the correlation coefficient
between the response and predictor. The size of the pro-
ject has been determined to be the most correlated param-
eter for all three development methodologies, where the
effort and other input characteristics are correlated. The
size is the most significant variable to consider when es-
timating the project's effort. The size of procedural pro-
jects ismeasured in lines of code, while agile projects are
measured in story points, and object-oriented projects are
measured in use case points. Figure 1 depicts the relation-
ship between code size (lines of code, story points, and
use case points) and effort in terms of polynomial regres-
sion. The correlated variables used for the effort estima-
tion model in the procedural dataset is the line of code.
The story point is used in the effort estimation for agile
because it is the most correlated variable to effort. In case
of object-oriented projects, the use case point, the most
correlated variable, is used for developing the effort esti-
mation model. The R?, MMRE, and MSE, as shown in
table 2, are used to determine the model's accuracy.

Table 2
Accuracy matrices for three development
methodologies using the proposed model

Development R2 MMRE MSE
approach
Procedural 91 % 0.048 1.747091
Agile 91 % 0.039 101.9186
Object-oriented 99 % -0.012 7235.187
Table 3

Comparison of proposed model
for procedural projects

Techniques MMRE
CBR[9] 0.45
Ensemble model [16] 0.17
Proposed model 0.04

The best model for the procedural, agile, and object-
oriented datasets, which have the highest accuracy for ef-
fort estimation, is shown in table 2. Figure 2, demonstrate

the estimation findings for the three development meth-
odologies. In figure 1, (a) is showing the actual and pre-
dicted effort for procedural projects, (b) is showing the
actual and predicted effort for agile projects, and (c) is
showing the actual and predicted effort for object-ori-
ented projects. The results are also validated with the pre-
vious results. The comparison for the proposed model us-
ing three procedural, agile, and object-oriented is given
in table 3, 4, and 5 respectively.

Table 4
Comparison of proposed model
for agile projects
Techniques MMRE
Linear regression [5] 0.07
Bayesian network 0.06
Proposed model 0.03
Table 5
Comparison of proposed model
for object-oriented projects
Techniques MMRE R?
Log-linear [6] 0.39 --
Linear regression [23] -- 72 %
Proposed model -0.01 94 %
Conclusions

In the present work, the software effort estimation
is done for the procedural, agile, and object-oriented de-
velopment approaches. For estimating effort, the param-
eters are identified by finding the correlation between the
dependent and independent parameters of the three de-
velopment approaches. The four new coefficients are cre-
ated by regression analysis. The software effort estima-
tion model is created with the polynomial regression for
the procedural, agile, and object-oriented projects. The
multiple linear regression and correlation is done by us-
ing the stepwise approach for finding the suitable param-
eter for effort estimation. This research work conclude
that the linear regression model for the agile projects
gives the best results for estimating the effort required for
software development.

Contributions of authors: purpose and task for-
mulation of the software cost estimation based on differ-
ent development methodologies, concept of size matrix
of software using agile, traditional, and object-oriented
projects, development of software effort estimation
model by using polynomial regression — Amrita
Sharma; review and analysis of references, suggesting
the concept of combined model for effort estimation, de-
velopment of mathematical model, and analysis and
presentation of results — Neha Chaudhary. All the au-
thors have read and agreed to the published version of the
manuscript.
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KOMBUHHUPOBAHHASA MOJEJIb U151 OHEHKHA 3ATPAT HA PABPABOTKY
INPOI'PAMMHOI'O OBECHEYEHUSI C HCIIOJIb30BAHUEM
MNOJIMHOMMUAJIBHOU PEI'PECCHUMU VIS TETEPOI'EHHBIX TPOEKTOB

Ampuma Hlapma, Hexa Yayoxapu

Tema: OrneHka paOOTHI IPOrPAMMHOTO 00CCIICUCHNUS SBISCTCS BaXKHOU 3aJ1aueil JIvIl, yIaCTBYIONIMX B YIPABICHUH IPOEK-
TaMHU TIPOrpaMMHOro obecrieueHrs. CII0KHOCTh MPOTHO3UPOBAHMS YCHIIMH YCYryOJsieTcss TeM (akToM, 4To pa3paboTka Ipo-
rPaMMHOTO 00ECIICUEHHS MMOCTOSHHO MEHSETCs. B MponnioM mcciie[oBaTeNy UCIONb30BaId OMHY (OPMY METOIOJIOTHH pa3pa-
OOTKH B CBOEH paboTe JIJIsl OIIEHKH YCHiInid ¥ BpeMeHU. OIeHKa IPOrpaMMHBIX IIPOSKTOB BBITIONHSACTCS C TOMOIIIBI0 MaTPHIT pas-
Horo pasMepa. CTpOKH Koja, CEO)KETHAsI TOYKa ¥ TOYKA BapHaHTa UCIIOIh30BAHUS B OCHOBHOM TPEO YIOTCSI JUIsl OIICHKU C MCIIONb-
30BaHHEM AJITOPUTMHYCCKUX MOJEINCH I MPOIETYPHBIX, THOKHX M O00BEKTHO-OPHEHTHPOBAHHBIX MOJXOJOB K paspaboTke. B
HACTOSIIICEe BpeMs KOMITAHWW WCIIONB3YIOT 3TH TPH THIIA Pa3MEPHBIX MaTpHIl Ui olleHku npoektoB. Lleab: B nanHoi paGote
MIPEUIOKEHBI KOMOMHUPOBAHHBIE MPOTrPAMMHBIC MOJICIIN OIICHKH IS TPEX TUIIOB METOAONIOTHA pa3padoTku. OleHKa MOXKET ObITh
ciesiaHa ¢ MIOMOIIBIO MTPEATIOKEHHON MOJIETTH MPOrPaMMHOT0 TIPOEKTa, pa3paboTaHHOTO C MCHONB30BaHUEM IPOIETypHOT0, THO-
KOT'0 ¥ 00BEKTHO-OPHEHTHPOBAHHOTO 1TOIX0/1a. MeTo/: BXOIHBIMU TAHHBIMHE JUTS MOJICTICH SBIISICTCSI pa3Mep MpOrpaMMHOTo odec-
MEYCHUSI, TAKOH KaK CTPOKH KOJIa, CIOKETHAs TOYKA 1 TOYKa BapHaHTa MCIOIB30BaHusA. Mojienu pa3paboTaHbl ¢ HCIONBE30BaHUEM
MHOKECTBCHHOW JINHEWHON PErpecCHy C TOIIATOBBIM TOAX0MI0M. MoJen pa3pabaThlBalOTCs C YETHIPbMs TIOCTOSHHBIME Tapa-
MeTpaMH, KOTOpble OCHOBaHBI Ha IpOIEIYPHBIX, THOKMX U 00BEKTHO-OPHEHTHPOBAHHBIX NpoekTax. HaGop maHHEIX MPOEKTOB
Python st mponexypHbIX, HabOp HaHHBIX zia At Agile, Habop TaHHBIX KOMITAHHUH JUIs1 00bEKTHO-OPHEHTHPOBAaHHON METOI0JI0-
T'HH ACTIONB3YIOTCS JUTS TIPEIOKEHISI MOJieiel. 3aKIi0ueHne: IPOrHO3UPYIOTCS YCHITHS JUTS TIPOLIEAYPHBIX, THOKUX 1 OOBEKTHO-
OPHEHTHUPOBAHHBIX TIPOEKTOB C MOJIENISIMU JIMHEHHOH Perpecchy ¥ CPaBHUBAIOTCS PE3YIBTATHI C CYIIECTBYIOIMMH MOJIEIISIMHA JUTS
MpoBepKu padoThl. B paboTe mocturaercsi MakcHManbHasi TOYHOCTD OLIEHKH MPOTrPaMMHBIX TIPOSKTOB C MUHHUMAIIBHON OITHOKOM.

KitioueBble cji0Ba: OIlCHKa CTOMMOCTH POrPaMMHOT0 00ECTIeUeHHS; CTPOKH KOJIa; IOJTb30BaTENILCKasi HCTOPHS; TOUKA Ba-
pHMaHTa KCIOJIb30BaHUsI; HOMHOMHUAJIBHAS PErpeccusl; KOMOMHHPOBAHHBIN PEXKHM.

KOMBIHOBAHA MOJIEJIb IJIS1 OHIHKU BUTPAT HA PO3POBKY ITIPOI'PAMHOI'O 3ABE3ITEYHEHHS
3 BAKOPUCTAHHSAM MOJTHOMIAJILHOT PET'PECII JIJIsI TETEPOTEHHUX ITPOEKTIB

Ampima Illapma, Hexa Yayoxapi

Tema: OuiHka poOOTH MPOrpamMHOro 3a0e3NneyYeHHs € BAKINBOIO poOOTOIO 0Ci0, sIKi OepyTh y4acTh B YIpaBIIiHHI IPOrpamM-
HHMM HPOEKTOM. TPYAHOLI B MPOTHO3yBaHHI 3yCHJIb YCKIAAHIOIOTHCS TUM (AKTOM, LIO0 PO3pOOKa MPOrpamMHOro 3abe3neueHHs
MOCTIHHO 3MIHIOETHCS. PaHile TOCHiTHUKYA BUKOPHCTOBYBAIH OIHY 3 ()OPM METOAOJOTIT pO3pOOKH y CBOIN POOOTI IIsl OL[IHKK
3ycunb i yacy. OLjiHKa Ui MPOrpaMHUX MPOEKTIB BUKOHYETHCS 32 JOIMOMOIOK0 MaTPHIb PI3HOro po3Mmipy. Psaku koxy, TOUKH
icTOpii Ta TOYKH BUKOPHUCTAHHS B OCHOBHOMY HEOOXI/HI JUIS OLIIHKY 3 BUKOPHCTAHHSM alTrOPUTMIYHUX MOJEJIeH I npoLeayp-
HUX, THYYKHX Ta 00’ €KTHO-OPi€HTOBAHMX ITiAXOJIB IO po3pOOKH. 3apa3 KOMIIaHii BAKOPHCTOBYIOTH i TPH THITH MaTPHIIb PO3MIpiB
JUTS OLIIHKY TPOeKTiB. MeTa: V¥ 1iif poOOTi 3ampornoHoBaHO KOMOiIHOBaHI MOJIENi OLIHKH MPOTrPaMHOro 3a0e3MeueHHs I TPhOX
THITIB METOOJIOTiH po3pobku. OLiHKY MOXKHA 3AIHCHUTH 3a JOIIOMOIOI0 3aIIPOIMIOHOBAHOI MOZENi IIPOrPaMHOro MPOEKTY, PO3PO-
OJICHOTO 3 BUKOPHCTAHHM MPOLIEAYPHOT 0, IIBUAKOrO Ta 00'€KTHO-OPi€HTOBAHOrO MiAXOAy. MeToN: BXiJHUMH MapaMeTpaMu st
Mozernel € po3Mip MPOrpaMHOro 3abe3neueH s, HAIPHUKIIaa PSAKA KOOy, CIJKeTHA TOUYKA Ta TOYKa BUKOPUCTAaHHs. Mozeri po3po-
0JIeHI 3a IONIOMOr0K0 MHOXKHHHOI JIIHIHHOT perpecii 3 noerarnHuM migixoxoM. Mogerni po3po0iieHi 3 4oTupMa HOCTiHUMU MapamMe-
Tpamuy, siKi 6a3yroThCsl Ha MPOLIEIYPHHX, THYYKUX Ta 00 €KTHO-Opi€HTOBAaHMX mpoekTax. Habip nanux mpoektiB Python mist mpo-
LeaypHHUX, Habip manux zia mis Agile, HaGip maHUX KOMITaHil U1st 06’ €KTHO-OPIEHTOBAHOI METOO0JIOT BHKOPUCTOBYIOTHCS LIS
MPOMOHYBAaHHS MoJeei. BUCHOBOK: 3yCHIIIS MPOTHO3YIOTBCS IS IPOLICAYPHHX, THYYKHX Ta 00’ €KTHO-OPIEHTOBAHUX MPOEKTIB
3 MOJIEJISIMH JIiHIHHOT perpecii Ta MOpiBHIOIOTHCS Pe3yNbTaTH 3 ICHYIOUHMMH MOJAEISMHE IS TiepeBipku podoru. Pobora nocsrae
HaKMKpaIoi TOYHOCTI JUIs OLIIHKU MIPOIrPAMHHX IPOEKTIB 3 MiHIMAJIBHOIO MOXHUOKOIO.

KitrouoBi ciioBa: oriHka BapTOCTi MPOrpaMHOro 3a0e3NeUeHHsl; PSIKH KOAY; TOYKa iCTOpIl KOpUCTYBaya; TOUKA BUMAAKY
BHUKOPUCTAHHSI; MOMIHOMIiaJIbHa perpecisi; KOMOIHOBAaHHUH PEXKUM.
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