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METHODS AND ALGORITHMS FOR PROTECTING INFORMATION
IN OPTICAL TEXT RECOGNITION SYSTEMS

The subject of the study. A concept of OCR systems performance improvement is proposed, which is achieved
through the integrated use of special algorithms for preliminary processing of documents picture, an extended
set of service functions, and advanced techniques for information protection. Study objectives: development of
algorithms that compensate for the influence of the unfavorable points like imperfect lighting conditions over-
shooting, images geometric deformation, noises, etc., which corrupt the pictured text, on the efficiency of that
text recognition. It is needed to provide for a series of service procedures that would ensure adequate data
handling while viewing, converting, and storing in standard formats the results, and ensuring the possibility to
exchange data in open communication networks. Additionally, it is necessary to ensure the information protec-
tion against unauthorized use at the stage of data processing and provide secretiveness of their transmission
through the communication channels. Investigation methods and research results: developed and tested algo-
rithms for preliminary picture data processing, namely, for the captured image geometry transformation, pic-
ture noise correction with different filters, image binarization when using the adaptive thresholds reduced the
negative influence of irregular image portions illumination; in the software, the special services ensure the da-
ta processing ease and information protection are affected. In particular, the interactive procedure for text
segmentation is proposed, which implies the possibility of anonymizing its fragments and contributes to col-
lecting confidentiality for documents treated. The package for processing document shots contains the face de-
tection algorithm bringing the identification of such information features; it can be used further in the task of
face recognition. After the textual doc is recognized, the received data encryption is provided by generating a
QR-code and the steganography methods can deliver the privacy of this information transmission. The algo-
rithms' structures are described in detail and the stability of their work under various conditions is investigat-
ed. Focused on the case study, docs' text recognition software was developed with the usage of Tesseract ver-
sion 4.0 optical character recognition program. The program named "HQ Scanner" is written in Python using
the present resources of the OpenCV library. An original technique for evaluating the efficiency of algorithms
using the criterion of the maximum probability of correct text recognition is implemented in the soft-
ware. Conclusions. The study results can constitute the basis for developing advanced specialized software for
easy-to-use commercial OCR systems.

Keywords: Optical character recognition; probability of correct text recognition; text segmentation fragment
anonymization; QR code; steganography algorithms.

The work is dedicated to the promising OCR sys-
tem selection, the enhancement of the system operation

1. Introduction

Currently, most problems on characters recogni-
tion and classification are solved using resources of
artificial intelligence and employing deep learning neu-
ral networks. One of the most popular and demanded
areas in patterns recognition is optical character recog-
nition (OCR) technique. Since it is customary nowadays
to avoid the paper format while storing, reading and
editing information, there exist the systems for convert-
ing textual and digital data from paper to electronic
format. Both seeking and handling information over
digital documents happen much easier and faster than
with viewing handwritten or printed paper data. There-
fore text data extraction from documents picture finds
numerous useful applications.

quality in condition of interfering influences, as well as
to the methods of protecting confidential information
obtained as a result of text recognition.

1.1. Motivation for research

Today, there are a sufficient number of ready-
made software solutions for optical text recognition.
There are numerous free-to-use and customized text
recognition applications available on the IT services
market. The most popular are the FineReader by
ABBYY Company and the OCR system CuneiForm by
Cognitive Technologies; The Tesseract engine is a free
OCR program developed by Hewlett-Packard and do-
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nated in 2006 by Google. Some other well-known soft-
ware products are shown in Fig. 1.

ABBYY
FineReader

&=
,

Tesseracr OCR

Pl N

OmniPage

Fig. 1. Optical text recognition facilities

With the analysis of these means, the following
conclusions can be drawn:

—several programs do not get an intuitive inter-
face;

—the programs cannot run in the background;

—not all programs have image pre-processing re-
sources to improve the quality of text recognition;

—none of the programs gives 100% result and per-
fect saving of formatting.

Taking into account the above things, the choice
was made in favor of the Tesseract program.

The Tesseract program became a very popular tool
for optical texts recognition recently [1, 2]. This is an
open source OCR engine, which grounds neural net-
works to search and identify textual contents in images
media. Since the version 4.0, Tesseract employs the
Long Short-Term Memory architecture (LSTM) for
recurrent neural networks.

In laboratory "glasshouse” conditions, i.e. under
comfortable lighting while shooting the text document
and absence of picture's geometric distortions while
concluding recognition, the Tesseract software mani-
fests perfective efficiency. The accuracy of text identifi-
cation approaches 99%. However, external interfering
impacts reduce sharply the system operation quality, up
to complete loss of its performance.

To the current, the leading OCR experts have re-
viewed and analyzed in detail the works on assessment
of certain factors negative influence on the efficiency of
text recognition [3]. It is stressed that severe hard issues
in realizing an OCR program is not the recognition pro-
cedure itself but the bound with that stages of the image
preprocessing, noise reduction and cleaning. The ex-
perts have brought in a number of constructive solutions
for such issues [4, 5]. These focus on algorithms, which
correct image imperfections that appear due to wretched

position of the text document with respect to the camera
coordinate system while shooting. However, a real chal-
lenge of different light intensity for fragments when
photographing a document is not properly discussed.
Though these issues result in worse for text recognition
and sometimes end with losing whole fragments if they
appear to be shadowed while shooting. Unfortunately, at
present there are no universal recommendations on this
matter, let alone standards [6, 7].

1.2. Work related analysis

The examination of the complex problem on im-
proving the quality of text recognition systems indicates
a few main areas of work that can significantly improve
the performance of existing systems, namely:

—keyword discovery, which is based on deep con-
volutional neural networks, to protect personal infor-
mation in document images. The method involves the
key characters detection and the vocabulary analysis; it
is developed on the basis of RetinaNet and transfer
learning. To search for the key characters, the RetinaNet
neural network that consists of convolutional layers is
employed. The latter constitute a pyramidal network and
two subnets used to search key characters in a region of
interest on the document picture. The proposed tech-
nique is significantly superior to the classic Tesseract
OCR software (known facility used for detecting key
characters in document images). The paper [18] presents
an example of such an approach;

—compensation for the most significant negative
external factors (images geometric distortion, shading of
image fragments, poor contrast, noise, etc.). This de-
mands pre-processing and picture enhancement to en-
sure correct identification and classification of text im-
ages. To estimate the level of projective distortion at the
point of the reconstructed image, a theoretically sub-
stantiated method was developed [19]. On this basis, a
new technique for binary estimation of the quality of
reconstructed images is proposed. Notably useful results
are contained in the studies, which use, before recogniz-
ing the text image, the picture binarization with adaptive
thresholds applied [10, 20, 21];

—comprehensive measures aimed at protection of
confidential information being received in the result of
textual document recognition rely currently on QR cod-
ing [11, 12] and the use of various LSB steganography
options to mask the fact of message transmission over
open communication channels [11 — 13, 15].

In addition to the above-mentioned identification
tasks related to the recognition of texts in photographs
taken under non-standard conditions or low-resolution
cameras, there are special tasks associated with provid-
ing additional service functions, such as ease of view-
ing, the ability to record data in a regular format, detec-
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tion and recognition of faces in images found in texts,
etc. All this determines the content of the work offered
to your attention.

2. Formulation of the problem

When designing optical character recognition sys-
tems based on the Tesseract OCR engine, it is necessary
not only to compensate for negative external influences,
but also to provide additional service functions that al-
low you to view, sort and save text information obtained
as a result of recognition in a standard form. The most
important indicator of the quality of the system is also
the availability of information protection functions, both
at the stage of document recognition and during their
transmission over open communication channels.

The system design concept implies significant
improvement of the text recognition systems quality
when relying on photographs of the paper documents,
and provides for realizing the following mandatory pro-
visions:

— assessment of the external factors negatively af-
fecting the outcome of the text recognition system;

— formulation of criteria and indicators to quanti-
tatively assess the quality of text recognition;

— creation of a set of algorithms to fulfil images
preliminary treatment intended to effectively compen-
sate for the influence of disturbing factors;

— providing a set of service functions for the con-
venience of processing source data, viewing them, con-
verting and saving them in standard formats, and trans-
mitting results via communication channels;

— ensuring the confidentiality of the received data
at the stage of processing and ensuring secrecy during
transmission over communication channels;

— designing and testing the software for practical
implementation of the research results;

— to supply a guidance for further improvement of
optical texts recognition techniques.

3. Tools and methods for the study

Hardware. The project is focused on the use of af-
fordable and relatively cheap means of photography
(phones, tablets, cameras, webcams and other non-
volatile devices). The operation of the optical text
recognition system is implemented in a laptop; the sys-
tem can be hosted on a Raspberry Pi single board com-
puter if a mobile system option is needed.

Software resources. The Python programming
language and the resources of the OpenCV library were
used [8, 9]. This choice was done due to open access to
software products and their compatibility with Win-
dows, Linux and Android operating systems. For texts

recognition, the Tesseract software version 4.0 is used
as the dedicated program module.

Factors of negative effects:

— bad quality of original documents (poor print
quality, insufficient text contrast, or poor paper quality);

— unfavorable lighting conditions for the scene
when photographing;

— photographic equipment bad-quality and incor-
rect operator actions resulting in, for example, pictures
defocusing and so on;

— shootings geometric distortion (photograph's
disposition mismatch to the recognition facility coordi-
nates system).

Text recognition fidelity assessment. To assess
the effectiveness of text recognition in various condi-
tions, a quantitative indicator of efficiency is used [10].
This index determines the accuracy of text recognition,
which allows for a comparative analysis of various case
studies; the evaluation takes into account such parame-
ters as N_src (number of characters in the source text),
N_dst (number of correctly recognized characters),
N_extra (number of erroneous new characters after
recognition), N_missed (humber of unrecognized char-
acters).

"HQ Scanner" system’s modules. During re-
searches, a complex program was created, the block
diagram of which is shown in Fig. 2. The program under
name "HQ Scanner" is designed on a modular basis
where the modules run around using common interface.

In building the program interface, the PyQt5 li-
brary and the associated Qt Designer environment were
used.

PyQt is a set of extensions in the Qt graphics
framework employing the Python programming lan-
guage. PyQt also includes Qt Designer (Qt Creator) as a
graphical user interface designer. The pyuic program
generates code from files created in Qt Designer.

The content of individual modules and the results
of a study of their effectiveness are described in detail
by the authors in a previous publication [10].

Therefore, further we will consider only the algo-
rithms used to protect information both in the process of
creating an electronic version of documents, and in the
process of transferring this data through communication
channels.

Note it is not needed usually to run the system for
text documentation identification in real-time format.
Besides often, the interactive procedures like current
viewing of transformation results, text partial segmenta-
tion, etc. are necessary to perform. These principally
slow down the program, but essentially increase the text
recognition authenticity.

Interface and main functions of the program
"HQ Scanner". Fig. 3 displays the master window
running theprogram basic facilities.
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Program "HQ Scanner”

_| Functional modules | I Interface l I Service modules l—
—-I GeometricTransform | | MainWindow |-——-| StartWindow | l FaceDetection |-—
—-I Preprossing | | TextWindow I-———l CardWindow | | QR-codes I‘_‘
—-I SegmentationClass | | FaceDetectionWindow |-——-| SettingsWindow | l DataStorage I‘_
—-| OCR_Class |
Fig. 2. “HQ Scanner” structure
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Fig. 3. "HQ Scanner" program master window

The program toolbar is on the top, and the window
common workspace is shared conditionally into three
parts. There is a box on the left that is used to open the
required file for viewing; the panel has the option to sort
files by either "file_name" or "file_type" feature (point-
ed for that are the related buttons "Filename" and "File-
type"). Over these, a path to locate the input doc is
shown.

The toolbar displays a set of tab labels used to se-
lect the required operating mode. The name's first letter
of the operation being called settled the icon label
(Fig. 4).

Segmentation and anonymization. To avoid un-
necessary effort, the program provides the ability to
segment the page of the processed text document (after

segmentation, only the key fragments are treated and
identified).

The segmentation routine is performed in the
interactive mode with the help of the mouse on the
“Segmentation” tab shown in Fig. 5, a.

Similarly, to maintain the confidentiality of the
processed information, necessary image sections can be
hidden handling the dedicated window after activation
of the tab "Anonymization" (Fig. 5, b).

Display and save recognition results. You can
call a dedicated window (Fig. 6) to display and next to
save the recognition outcomes.

Also in this box, there is own little toolbar that al-
lows one to select the text font size and to save the re-
sults of OCR in * . docx or * . pdf format with the use
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Fig. 4. Toolbar of the program and the purpose of its elements
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Fig. 5. Pop-up windows for segmentation and anonymization of text fragments:
a — segmentation window; b — anonymization window

of the dedicated buttons. Pushing either of the options
yields a file being reflected on the navigation tab de-
signed for viewing and sorting files (see Fig. 3) and
having the same name as the original image, though
getting the just chosen extension.

The most prospective function of the toolbar in the
viewing and saving recognition results window is
generation of the QR-code for the given piece of the
text. QR-codes is a highly progressive tool for hiding
text information in the form of a compact im-

age [11, 12]. It is common to utilize the png format to
store results in this technique.

The program's function for generating QR-codes is
activated when it is necessary to preserve the confiden-
tiality of information obtained during recognition. The
images with QR-codes are used as embedded images in
a cover image due to what the information transmitted
via communication channel obtains protection, for in-
stance, through the LSB-steganography technique [13,
14]. This method of encrypting messages and, simulta-
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Fig. 6. Pop-up window to display and save OCR results

neously, ensuring the data transfer secrecy seems to be
very promising and in demand in various applications.

4. Data protection using steganography
techniques

The use of steganography to hide secret data im-
plies their transfer using conventional multimedia (pic-
tures, audio or video files). The main purpose of the
approach is to hide the very existence of certain infor-
mation. The general structure of the network for trans-
mitting secret messages is shown in Fig. 7.

The most popular and adequate method to solve
the problem is using an image as a message container
and the option of steganography known as LSB ste-
ganography (LSB stands for 'least significant bit"). For
clarity of further presentation, we will be using the term
'image-cover'. The idea of coding is to replace the least

Security and Communication Networks

significant bits in the container picture with the bits of
the message being a secret. The latter can be both textu-
al data and a new embedded image.

Quiality criteria for steganographic transforma-
tions. While high-quality steganography using, the an
empty and filled container image difference should not
be perceptible to the human visuals. However, the per-
ception can differ significantly at various observers
[16, 17]. Therefore, related quantitative indicators are
required to evolve objective assessment of this differ-
ence when comparing image containers before and after
steganography. In the work, these indicators will be:

— MSE (mean square error) — standard deviation
of a mathematical expectation:

1
MSE = X . Z (CX‘y - Sx.y)z ,
Xy

Sender \ | Embedding
message

Stego

NS

| secret
| message

Extractlng Receiver [
::> message reeive

secret message

Fig. 7. Generic steganography scheme
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where X, Y are the sizes of the cover image; C and
S — cover image names before and after transformations;

— PSNR (peak signal-to-noise ratio) — the ratio of a
signal possible maximum value and a power of the
noise distorting the signal value; the indicator is calcu-
lated as:

(ch)’
PSNR = 10" logloM—SE,
where CY* is the maximum value accepted by a pixel
of the cover-image.

QR-codes as embedded image. One of the most
promising techniques for encrypting text data, the au-
thors consider using of QR-codes, and this has been
implemented in the "HQ Scanner" release; in the pre-
view window here, the option to generate a QR-code for
a piece of the text after its recognition is available.

Revise that the newer the QR-code version, the
more characters in the text can be embedded (version 40
can involve up to 3,000 characters, while a page of the
dense A4 text contains about 2,500 characters). QR-
code images are stored in *.png format. It is these QR-
code image formats that are used as embedded-images
in a cover-image if the transmitted over communication
channel information needs to be protected by the LSB
steganography method.

Secret data encoding algorithms. Consider an
example. An occasional 600 x 400 pixel RGB picture
was chosen as the cover-image (Fig. 8), and the embed-
ded image would be a QR-code in three different ver-
sions for the encrypted text like “Most individuals don't
think about numbers, or numerical representations of
quantity, but they do play a major part in everyday life".

Let us accept the following constraints: the em-
bedding image is treated as a grayscale picture (one
channel), and the covering image will have the RGB
format (three color channels) to enhance the total pixels,
in which the attachment can be embedded.

In the example, we assume that embedding image
has a fixed size (300 x 300 pixels), and each of its pixels
is represented in a byte format. The encoding procedure
for embedding (regardless of techniques) one image into
another can be represented as the following algorithm:

1. Conversion of the two-dimensional array of pix-
els (300 x 300) for the embedding image into a one-
dimensional array (1 x 90,000) (Fig. 9).

2. Conversion of the cover-image three-channel
pixels array (600 x 400 x 3) into a one-dimensional ar-
ray (1 x 720,000) (Fig. 10).

3. The numbers that represent each pixel's byte of
the embedded-image are divided into groups with a def-
inite number of bits. These bit groups are next used to
replace the corresponding pixel bits of the cover-image.
Over implementation, various replacement options are
possible. The authors investigated 4 possible coding
options, each has its own advantage and disadvantage.
Consider each of the proposed options in more detail
and choose the most advantageous one.

Algorithm 1. Herein, the 4 most significant bits
from each byte of the embedding content are extracted
to be located at the place of the 4 least significant bits of
the cover image in the appropriate byte (Fig.11).

The scheme implementation results are shown in
Fig. 12, and the corresponding calculated quality indica-
tors are given in table 1.

c

Fig. 8. General steganographic encoding scheme:
a— 10 version of the QR-code; b — 20 version of the QR-code; ¢ — 40 version of the QR-code
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Fig.10. Cover image transformation

Embedding massive

Pii—0110/10]1] — feeeceescesccessccecscscscese

N\

Cover massive

Prar— 11010010 —'—foooooooooooooooooooooooooo

U

PLir— 11010110

J

Fig. 11. Steganography algorithm 1: formatting cover image's 1st byte

Fig. 12. Cover image:

Table 1
Statistical characteristics of steganographic transformations
QR'COde type MSE red channel MSE green channel MSE blue channel MSE total PSNR
QR-code (version 10) 8.9547 9.1357 11.7422 9.9442 38.1551
QR-code (version 20) 8.8306 9.0881 11.2795 9.7327 38.2485
QR-code (version40) 9.0308 9.3903 11.0065 9.8092 38.2144
Rl
1

a — after steganographic encoding, b — corresponding histograms before and after transformation
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Note that the encoded byte after decoding does not
completely correspond to the original byte of the em-
bedding-image after using this encoding option, since
the least significant 4 bits are discarded during the en-
coding process. This feature leads to the fact that the
embedded image

will be different, after decoding, from the original.
So, this steganography option implies that the total
number of bytes of the embedding image R, should
not exceed the total number of bytes of the cover image
l{CCDV:

Remb < R(:ov .

Algorithm 2. Each byte of the embedding image is
hidden in the two bytes of the cover image, namely: the
byte's 4 most significant bits have to replace the 4 lower
bits of the cover image's first byte, and the least signifi-
cant bits replace the 4 least significant bits of the cover-
image's second byte (Fig. 13).

When using this steganography scheme, the bytes
of the embedding image completely correspond after
decoding to the original ones, since the 4 least signifi-
cant bits are not discarded completely, as over previous
scheme, but are stored in one more byte of the cover
image pixel.

In this steganography technique, a set of bytes of
the embedding image R ., increased twice should not

exceed the total number of bytes of the container image
l:{COV:

ZRernb < Rcov '

The scheme implementation results are shown in
Fig. 13, and the corresponding quality indicators calcu-
lated are given in table 2.

Obviously, the coding results quality in the both
options is not great, since after the attachment of the
secret massive into the cover image consequences of the
attachments are visually noticeable on it.

A characteristic visual marker of the encoding kind
quality are the depicted jointly normalized brightness
distribution histograms related to the cover image be-
fore and after encoding (with the corresponding images
of embedded QR-codes; see Fig. 12 and Fig. 13). It is
clearly seen that the brightness distribution function
resulted due to the embedding takes on a more random
behavior, where the brightness fluctuation are also
clearly noticeable being almost the same in level in the
both considered variants.

No less indicative are the outcomes in table 2, 3.
The statistical data for the cover images difference be-
fore and after encoding are expedient to use them for
selecting an optimal encoding scheme.

Algorithm 3. The embedding image byte is shared
in the last two bits of the four bytes of the cover image
(two bits in each) as shown in Fig. 13.

Count, %

Embedding massive

1 - before steganography
2 - after steganography

Pii—=01101011 —'—co-o-oo-oo-oo-ooooo-oo-oo-o |

2.0

Cover massive

pl,l,l'—» 1 10 1 00 ]0 74|—C'3..1‘,..1‘,..1‘,..1‘,..1‘,..1‘,..1‘,..1‘,. |

Prig— 11101001

Cover massive after steganography

Prir— 11010110 —|—.’3..1‘,..1‘,..1‘,..1‘,..1‘,..1‘,..1‘,..1‘,.

Prig— 111011001

0.0

100 150 200 250 Intensity

Fig. 13. Encoding algorithm 2:
a — forming first byte of the cover image, b — cover image histogram before and after transform

Table 2
Statistical characteristics of steganographic transformations
QR-code type MSE red channel | MSE green channel | M SE biue channel MSE total PSNR
QR-code (version 10) 17.4515 18.4967 22.5156 19.4879 35.2331
QR-code (version 20) 18.1893 18.8327 22.3913 19.8044 35.1632
QR-code (version 40) 18.1153 18.4461 21.4748 19.3453 35.2651
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Table 3
Statistical characteristics of steganographic transformations
QR-code type MSE red channel MSE green channel MSE blue channel MSE total PSNR
QR-code (version 10) 1.6766 1.6723 1.6736 1.6742 45.8927
QR-code (version 20) 1.7251 1.7013 1.7046 1.7103 45.8000
QR-code (version 40) 1.6902 1.6530 1.6917 1.6783 45.8821

Similar to the previous technique, all information
bits of the embedding image are completely retained
while encoding, which makes it possible to obtain an
identical image after decoding.

In this steganography technique, the total number
of bytes of the cover image R, must cover the four
times number of bytes of the embedding image R.y:

4'Remb < R(:ov .

The results of the implementation scheme are
shown in Fig. 14, quality indicators are given in table 3.

Note that the 3rd coding option gives much better
performance than the previous two. First of all, foot-
prints of the embedding image are not observed in the
cover image, and the histograms brightness index dis-
persion after the secret image is inserted into the cover
image is much smaller. Besides, the statistical indicators
for the difference of the cover images before and after
the encoding procedure provision are also significantly
lower.

Algorithm 4. Each byte bit of the embedding im-
age is hidden with the last bit in a set of eight bytes of
the cover image.

This encoding-decoding routine is similar to the
previous algorithm of option 3 with the difference that
now one information byte is encoded into 8 bytes of the
cover image instead of 4.

Embedding massive

Pi,i—0110/10 —'—c--lou-l--ucc-oloucl-oucc-o |

Cover massive

Prir—~ 11010000 -

PLig— 11101001 -
PLis— 10110001
P2ir— 111101[00]

:?.712..I?..I?..I?..12..2?..1?..1?. |

Cover massive after stegangraphy
Prir — 11010001 —'—a::-,::--::--::..::.-::-.::-.::..::.
Prig—~111010[10
Prib—101100[10]
Pair—~111101[117]

The technique demands that the total number of
bytes of the cover image R, would cover the eight
times number of bytes of the embedding image R.pp:

8Remb < Rcov .

The corresponding quality indicators calculated are
given in table 4.

Fig. 15 shows the dependence graphs for the MSE
and PSNR indicators on the steganography scheme re-
lated to the different options of the QR-code used in the
embedded image. It can be seen that the graphs for dif-
ferent QR options coincide, which means that using a
different version of the QR-code affects a little to the
quality.

It is evident that the steganography techniques of
the 1st and 2nd schemes with their maximum MSE and
minimum PSNR are the least suitable for a practical
application. This is due to the fact that the bits of the
embedding image replace within the option 2 the 4 least
significant bits in the 2 bytes of the cover image. This
leads to seeable distortions of the cover image and,
hence, to enhanced values of the MSE.

The option 1 (the bits of the embedding-image are
also encoded in the least significant 4 bits of the cover
image) results in a lower MSE value compared to the
option 2, although it also leads to distortion of the em-
bedding image after decoding, as the least significant 4
bits of each byte of the embedding image are again dis-
carded.

Count, %

1- before steganography
2 - after steganography

L]

0 50 100 150 200

250 Intensity

Fig. 14. Encoding algorithm 3:
a — forming first byte of the cover image, b — cover image histogram before and after transform



164 ISSN 1814-4225 (print)
Radioelectronic and Computer Systems, 2022, no. 1(101) ISSN 2663-2012 (online)
Table 4
Statistical characteristics of steganographic transformations
QR-code type MSE red channel MSE green channel MSE biue channel MSE total PSNR
QR-code (version 10) 0.4977 0.5011 0.4982 0.4989 51.1499
QR-code (version 20) 0.5027 0.4975 0.4980 0.4994 51.1463
QR-code (version 40) 0.5014 0.4981 0.4984 0.4993 51.1471
MSE A P::R A
2 e e ver20 — e 20

QR code ver40
18 Bk bifals

>

-~
Method N2

0 1 2 3 4

w— QR code ver.40

-
>
Method N2

0 1 2 3 4

b

Fig. 15. Embedding quality indicators dependence on the scheme and the volume QR-code:
a—MSE, b— PSNR

The smallest MSE is achieved in the 4th coding
option, since in this case only the very last significant
bits of the cover image bytes are being distorted. This
option has the best performance with respect to both
MSE and PSNR, but it is worth to note, when using the
embedding in the last bits, various external noises can
produce a noticeable effect on the cover image. In turn,
this can result in a loss of information in the embedding
image. Also, this option requires significantly bigger
number of bytes of the cover image for adequate encod-
ing.

Therefore, the most acceptable is the steganogra-
phy scheme 3 that yields a low MSE value, requires
fewer bytes of the cover image compared to the
scheme 4, and it is less sensitive to noises in the cover
image transfer.

Cover image selection. In addition a special in-
vestigation was held that related the analysis of features
of the cover images appropriate for steganography. Nine
different cover images were chosen (Fig. 16) and the
corresponding MSE and PSNR indicators at every of
mentioned steganography techniques were calculated. In
each scheme study, a 40-size QR-code was used to en-
code the embedding image. The results are shown in
Fig. 17.

The graphs consideration shows that the use of the
steganography options 1, 2 yields the dependence of the
mean-square error and signal-to-noise ratio values on
the container image choice (seen curvature of the corre-
sponding plots). When using the options 3, 4 there are
no such effects; this testifies getting of declared ste-

ganography outcomes independently on the cover image
chosen to bring the procedure.

In the conclusion, we can constitute that using of
the steganography scheme specified as Option 3
hereabove can be used to approach the result, which
depends neither upon the QR code version encrypting
the embedding image nor on the pattern picture chosen
for the container.

5. Conclusion

The concept of significant improvement in the
quality of the operation of OCR systems has been
proposed and successfully implemented due to the
complex use of algorithms for preliminary processing of
document images, an expansion of the set of service
functions and the use of methods and algorithms for
information protection.

Pre-processing of the initial data made it possible
to achieve almost 100% accuracy of text recognition.
Particularly useful in this project are the service
functions  of  interactive = segmentation  and
anonymization of text documents, which allow ensuring
data confidentiality at the stage of preliminary
preparation.

It is possible to encode text information in the
form of QR codes. This makes it possible not only to
encrypt the documentation, but also to provide an
original method for the secrecy of data transmission
over open communication channels using stegano-
graphy methods.
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Fig. 16. A set of cover images

20 encoding option 2

W /\L_’—/

encoding option 1

*0: /\;__/

encoding option 3 encoding option 4

A PSNR, 15

encoding option 4

encoding option 3

40 [ encoding option 1

encoding option 2

Fig. 17. Steganography quality variation gotten at cover image change: a — MSE, b — PSNR

In scientific terms, the authors of the project
consider it expedient to further develop the LBS
steganography technology using the presentation of text
information in the QR code format for more effective
information protection in optical text recognition
systems.

Contribution of authors: analysis of present in-
formation resources related to improving quality of
OCR systems. Formulating the problem of study the
methods and algorithms required to protect information
in optical text recognition systems; specifying require-
ments for their practical implementation — K. Derga-
chov; suggested to encrypt obtained in the result of op-
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tical text recognition confidential information with us-
ing QR-codes, and to use LSB-steganography algo-
rithms while transmitting this information through open
communication channels (like e-mails). Several pro-
posed security algorithms have been implemented into
practice — L. Krasnov; selecting, use and optimization
of modern programming methods and relevant infor-
mation resources for implementation of the information
security algorithms proposed; testing of the created
software; conducting relevant experimental studies —
V. Bilozerskyi; formulation of the main conclusions
based on the results of the research and recommenda-
tions for their practical use, carrying the paper general
editing, translating the source materials from Ukrainian
to English — A. Zymovin. All authors have read and
agreed to the published version of the manuscript.

References (GOST 7.1:2006)

1. Tesseract — ocr/Tesseract [Electronic re-
source]. — Available at: https://github.com/tesseract-

ocr/tesseract. — 18.05.2021.
2. Python-tesseract — Optical character recogni-
tion (OCR) tool for Python [Electronic resource]. —

Available at: https://pypi.org/project/pytesseract/. —
18.05.2021.

3. A Study on Optical Character Recognition-
Techniques [Text] / N. Sahu, M. Sonkusare // The Inter-
national Journal of Computational Science, Information
Technology and Control Engineering (IJCSITCE). —
2017. — Vol. 4, No. 1. — 14 p. DOI: 10.5121/ ijcsit-
ce.2017.4101.

4. Offline optical character recognition (OCR)
method: An effective method for scanned documents
[Text] / Mujibur Rahman Majumder et al. // 22nd Inter-
national Conference on Computer and Information
Technology (ICCIT) - 2019. - P. 1-5. DOI:
10.1109/ ICCIT48885.2019.9038593.

5. Improved OCR quality for smart scanned docu-
ment management system [Text] / Anh Phan Viet et al. /
Journal of Science and Technique — Le Quy Don Tech-
nical University. — 2020. — No. 210. — P. 51-67.

6. Image to Text Conversion Using Tesseract
[Text] / N. Pawar, Z. Shaikh, P. Shinde, Y. Warke //
International Research Journal of Engineering and
Technology (IRJET). — 2019, — Vol. 6, iss 02. —
P. 516-519.

7. Scan.it — on Advances in Computing, Commu-
nication and Control (Text Recognition, Translation
and Conversion) [Text] / M. Acharya, P. Chouhan, A.
Deshmukh // International Conference (ICAC3). — 2019.
—P. 1-5. DOI: 10.1109/ICAC347590.2019. 9036849.

8. OpenCV Tutorials — Image Processing
(imgproc module) [Electronic resource]. — Available at:
https://opencv.org/ — 18.05.2021.

9. OpenCV / dnn modules [Electronic resource]. —.
Available at: https://github.com/opencv/opencv/tree/
master/modules/dnn. — 18.05.2021).

10. Data pre-processing to increase the quality of
optical text recognition systems [Text] / K. Dergachov,
et al. // Padioenexmponni i xomn’'tomepmi cucmemu. —
2021. - AMe 4(100). - P. 183-198. DOI:
10.32620/reks.2021.4.15.

11. A Secure QR Code System for Sharing Person-
al Confidential Information [Text] / M. S. Ahamed, H.
Mustafa Asiful // International Conference on Comput-
er, Communication, Chemical, Materials and Electronic
Engineering (ICAME2). — 2019. — P. 1-4, DOI:
10.1109/ ICAME247184.2019.9036521.

12. Some Methods of QR code Transmission using
Steganography [Text] / D. F. Pastukhov et al. // World
of transport and transportation. — 2019. — Vol. 17, Iss.
3.—P.16-39.

13. Efficiency Assessment of the Steganographic
Coding Method with Indirect Integration of Critical
Information [Text] / O. Yudin et al. // IEEE Internation-
al Conference on Advanced Trends in Information The-
ory (ATIT). - 2019. - P. 36-40. DOI:
10.1109/ATIT49449.2019.9030473.

14. PSNR and MSE based investigation of LSB
[Text] / K. Joshi, R. Yadav and S. Allwadhi // Interna-
tional Conference on Computational Techniques in In-
formation and Communication Technologies (IC-
CTICT). — 2016. — P. 280-285. DOI: 10.1109/ICCTICT.
2016. 7514593.

15. QR code image steganography (LSB BIT) with
secret image (MSB BIT) using AES cryptography and
JPEG compression [Text] / R. Rituraj et al. // Recent
Scientific Research. — 2019. — Vol. 9, Issue, 7. — P.
27820-27826.

16. Li, F. Two-step providing of desired quality in
lossy image compression by SPIHT [Text] / F. Li,
S. Krivenko, V. Lukin /I Paodioenexmponni i
xkomn tomepui cucmemu. — 2020. — Ne 2(94). — C. 22-32.
DOI: 10.32620/reks.2020.2.02.

17. Objective Quality Metrics in Correlation with
Subjective Quality Metrics for Steganography [Text] /
R. Wazirali et al. // Asia-Pacific Conference on Com-
puter Aided System Engineering. — 2015. — P. 238-245,
DOI: 10.1109/APCASE.2015.49.

18. Keyword Detection Based on RetinaNet and
Transfer Learning for Personal Information Protection
in Document Image [Text] / G.-S. Lin et al. // Appl. Sci.
— 2021. — Vol. 11. — Article No. 9528. DOI:
10.3390/app11209528.

19. A Method of Image Quality Assessment for
Text Recognition on Camera-Captured and Projectively
Distorted Documents [Text] / J. Shemiakina, et al. //
Mathematics. — 2021. — Vol. 9. — Article No. 2155. DOI:
10.3390/ math9172155.


https://github.com/tesseract-ocr/tesseract
https://github.com/tesseract-ocr/tesseract
https://pypi.org/project/pytesseract/
https://www.semanticscholar.org/paper/A-Study-on-Optical-Character-Recognition-Techniques-Sahu-Sonkusare/b10eae94b44a20be223d64c559ce49284fcca782
https://www.semanticscholar.org/paper/A-Study-on-Optical-Character-Recognition-Techniques-Sahu-Sonkusare/b10eae94b44a20be223d64c559ce49284fcca782
http://dx.doi.org/10.1109/ICCIT48885.2019.9038593
https://opencv.org/
https://github.com/opencv/opencv/tree/%20master/modules/dnn
https://github.com/opencv/opencv/tree/%20master/modules/dnn

Cyber security and data protection

167

20. Business Process Automation: A Workflow In-
corporating Optical Character Recognition and Ap-
proximate String and Pattern Matching for Solving
Practical Industry Problems [Text] / C. de Jager et al. //
Appl. Syst. Innov. — 2019. — Vol. 2, No. 4. — Article No.
33. DOI: 10.3390/asi2040033.

21. Manual character recognition with OCR
[Text] / Sasmitha Kumari Sahu et al. // Project. — 2021.
DOI: 10.13140/RG.2.2.32608.81927.

References (BSI)

1. Tesseract — ocr / Tesseract. Available at:
https://github.com/tesseract-ocr/tesseract.
18.05.2021).

2. Python-tesseract — Optical character recogni-
tion (OCR) tool for Python. Available at: https:

/Ipypi.org/project/ pytesseract/. (accessed 18.05.2021).

3. Sahu, N., Sonkusare, M. A Study on Optical
Character Recognition-Techniques. The International
Journal of Computational Science, Information Tech-
nology and Control Engineering (IJCSITCE), 2017, vol.
4, no. 1. 14 p. DOI: 10.5121/ijcsitce.2017.4101.

4. Mujibur Rahman Majumder et al. Offline opti-
cal character recognition (OCR) method: An effective
method for scanned documents. 22nd International
Conference on Computer and Information Technology
(ICCIT) — 2019, pp. 1-5. DOI: 10.1109/1CCIT48885.
2019. 9038593.

5. Viet, Anh Phan. et al. Improved OCR quality for
smart scanned document management system. Journal
of Science and Technique — Le Quy Don Technical
University, 2020, no. 210, pp. 51-67.

6. Pawar, N., Shaikh, Z., Shinde, P., Warke, Y.,
Image to Text Conversion Using Tesseract. Internation-
al Research Journal of Engineering and Technology
(IRJET), 2019, vol. 6, iss 2, pp. 516-519.

7. Acharya, M., Chouhan, P., Deshmukh, A.
Scan.it - on Advances in Computing, Communication
and Control (Text Recognition, Translation and Conver-
sion). International Conference (ICAC3), 2019, pp. 1-5.
DOI: 10.1109/ICAC347590.2019. 9036849.

8. OpenCV Tutorials — Image Processing
(imgproc module). Available at: https://opencv.org/
(accessed 18.05.2021).

9. OpenCV [/ dnn modules. Available at:
https://github.com/opencv/opencv/tree/master/modules/
dnn (accessed 18.05.2021).

10. Dergachov, K. et al. Data pre-processing to in-
crease the quality of optical text recognition systems.
Radioelektronni i komp'uterni sistemi — Radioelectronic

(accessed

and computer systems, 2021, no. 4(100), pp. 183-198.
DOI: 10.32620/reks.2021.4.15.

11. Ahamed, M. S., Asiful, Mustafa H. A Secure
QR Code System for Sharing Personal Confidential
Information. International Conference on Computer,
Communication, Chemical, Materials and Electronic
Engineering (IC4AME2), 2019, pp. 1-4, DOL:
10.1109/1C4ME247184.2019.9036521.

12. Pastukhov, D. F. et al. Some Methods of QR
code Transmission using Steganography. World of
transport and transportation, 2019, vol. 17, Iss. 3, pp.
16-39.

13. Yudin, O. et al. Efficiency Assessment of the
Steganographic Coding Method with Indirect Integra-
tion of Critical Information. IEEE International Confer-
ence on Advanced Trends in Information Theory (ATIT),
2019, pp. 36-40, DOI: 10.1109/ATIT49449.2019.
9030473.

14. Joshi, K. et al. PSNR and MSE based investi-
gation of LSB. International Conference on Computa-
tional Techniques in Information and Communication
Technologies (ICCTICT), 2016, pp. 280-285, DOI:
10.1109/ICCTICT.2016.7514593.

15. Rituraj, R. et al. QR code image steganography
(LSB BIT) with secret image (MSB BIT) using AES
cryptography and JPEG compression. International
Journal of Recent Scientific Research, 2019, vol. 9, Is-
sue, 7, pp. 27820-27826.

16. Li, F., Krivenko, S., Lukin, V. Two-step
provsding of desired quality in lossy image compression
by spiht. Radioelektronni i komp'uterni sistemi — Radio-
electronic and computer systems, 2020, no. 2(94), pp.
22-32. DOI: 10.32620/reks.2020.2.02.

17. Wazirali, R. et al. Objective Quality Metrics in
Correlation with Subjective Quality Metrics for Ste-
ganography. Asia-Pacific Conference on Computer Aid-
ed System Engineering, 2015, pp. 238-245, DOI:
10.1109/APCASE.2015.49.

18. Lin, G.-S. et al. Keyword Detection Based on
RetinaNet and Transfer Learning for Personal Infor-
mation Protection in Document Image. Appl. Sci., 2021,
vol. 11, article no. 9528. DOI: 10.3390/app11209528.

19. Shemiakina, J. et al. A Method of Image Quali-
ty Assessment for Text Recognition on Camera-
Captured and Projectively Distorted Documents. Math-
ematics, 2021, vol. 9, article no. 2155. DOI:
10.3390/math9172155.

20. De Jager, C. et al. Business Process Automa-
tion: A Workflow Incorporating Optical Character
Recognition and Approximate String and Pattern
Matching for Solving Practical Industry Problems. Appl.
Syst. Innov., 2019, vol. 2, no. 4, article no. 33. DOI:
10.3390/asi2040033.

21. Sasmitha Kumari Sahu et al. Manual character
recognition with  OCR. Project, 2021 DOI:
10.13140/RG.2.2.32608.81927.

Haoitiuna 0o pedaxyii 24.11.2021, posensnyma Ha pedxonecii 16.02.2022


https://github.com/tesseract-ocr/tesseract
https://pypi.org/project/pytesseract/
https://pypi.org/project/pytesseract/
https://www.semanticscholar.org/paper/A-Study-on-Optical-Character-Recognition-Techniques-Sahu-Sonkusare/b10eae94b44a20be223d64c559ce49284fcca782
https://www.semanticscholar.org/paper/A-Study-on-Optical-Character-Recognition-Techniques-Sahu-Sonkusare/b10eae94b44a20be223d64c559ce49284fcca782
http://dx.doi.org/10.1109/ICCIT48885.2019.9038593
http://dx.doi.org/10.1109/ICCIT48885.2019.9038593
https://opencv.org/
https://github.com/opencv/opencv/tree/master/modules/%20dnn
https://github.com/opencv/opencv/tree/master/modules/%20dnn

168 ISSN 1814-4225 (print)
Radioelectronic and Computer Systems, 2022, no. 1(101) ISSN 2663-2012 (online)

METO/IH TA AJITOPUTMH 3AXACTY THOOPMAIII Y CUCTEMAX
OIITUYHOI'O PO3III3BHABAHHSA TEKCTIB

K. 0. [lepzauoes, JI. O. Kpacnos, B. O. binozepcokuii., A. A. 3umosun

peamer nocaixxennsi. [IponoHyeTHCsl KOHIEMNIIS TiABUIIEHHS SIKOCTI pOOOTH CHCTEM ONTHYHOTO PO3ITi3Ha-
BaHHS TEKCTIB 32 paXyHOK KOMIUIEKCHOTO BUKOPUCTaHHS aJTOPUTMIB IONEPETHBOI 00pOOKH 300paXKeHb JOKYMEH-
TiB, PO3IIMPEHHs HA0OPY CepBiCHUX (PYHKILIN Ta BUKOPHCTaHHS METO/IIB Ta aITOPUTMIB 3aXUcTy iHpopMmarii. Mera
JOCJTi/IZKeHHs. 3alpoIoHyBaTH Hadip ajJTrOPUTMIB, IO KOMIIEHCYIOTh BIUIMB 30BHILIHIX HETaTHBHHX BIUTHBIB (He-
CHPHUATIMBUI reOMEeTpUYHHUH (pakTop, MoraHi yMOBH OCBITIEHHS miJ] yac gororpadyBaHHs, BIUTUB IIyMiB Ta iH.) HA
eeKTUBHICTh pOOOTH CHCTEM pO3Mi3HaBaHHsS TEKCTiB. HeoOXimHO mependaynTi HU3KY CEpPBICHUX IMPOLENYp, SKi
3a0e3MeuyroTh 3py4HicTh 00poOKM maHux (X meperyisil, IepeTBOpeHHs Ta 30epekeHHsl y CTaHJapTHUX (opMarax,
3a0e3MeueHHs] MOXKIIMBOCTI OOMiHY JaHMMH y BIIKPUTHX KOMYHIKamiiHMX Mepexax). Kpim mporo HeoOXimHO 3a-
Oe3neunTy 3axucT iH(OpMAIi BiJ HECAHKI[IOHOBAHOT'O BUKOPHCTAaHHsS Ha eTari oOpoOKHM AaHMX Ta 3a0e3IednuTH
CKPUTHICTP X Ilepenadi KaHanamu 3B's3Ky. Bukopmcrani MeTonu Ta pe3yiabTaTH gociaimkeHb: Po3poOieHo Ta
MIPOTECTOBAHO aJTOPUTMH TONEPEAHbOI 00pOOKH NaHUX (T€OMETPHYHI MePEeTBOPEHHS BUXIAHUX 300pakeHsb, iX 00-
pobOka HabopoM pi3HHX (iNBTPiB, OiHApH3allis 3 aJaNTHBHIMHU [OPOTaMH NIEPETBOPEHHS ISl YCYHEHHs BIUIMBY He-
piBHOMIipHOTrO 3acBideHHs (oTo). [lepenbadeHo HU3KY CEPBICHUX MPOIEAYP, 10 3a0€3MEUYIOTh 3PYIHICTH 00POOKH
JaHuX Ta ix iH(opmauiiiHui 3axucT. 30KpeMa, 3alpolOHOBAHO IHTEPAaKTHBHY NPOLENYPY CErMEHTAllii TeKCTy 3
MOXIIUBICTIO aHOHIMI3allii OKpeMHX HOoro (hparMeHTiB, 10 CHpHsie 30epeKeHHI0 KOH(DIICHIIIHOCTI TOKYMEHTIB, 110
00poOIISIIOThECS. Y MakeT aJiropuTMiB 00pOOKH (POTO3HIMKIB JOKyMeEHTAllii MiABUILEHHS MOXIIUBOCTEH 3 ineHTHi-
Kallii 1aHux BOyZOBaHWII anroput™ JerekTyBaHHs ociO (face detection), mpu3HaueHWil MomaNbBIIOro iX po3mi3Ha-
BaHHs (face recognition). Ilicist po3mi3HaBaHHSI TEKCTOBOI JOKYMEHTAIlii 3aXUCT OTPUMAHUX JIAHUX 3J1HCHIOETHCS
HUISIXOM reHepariii BignoBinaux QR-komiB, a CKpUTHICTH mepeaadi 3ade3nedyeTbest MerogaMu creranorpadii. [o-
KJIaJJHO OIKCAHO CTPYKTYPY aJITOPUTMIB Ta JIOCHIPKEHO CTIMKICTh X pOOOTH B PI3HHX yMOBax. 3a pe3yibTaTaMu
NPOBE/ICHUX JIOCHI/DKEHb, PO3POOJIEHO MporpaMHe 3a0e3nedyeHHs JUisd PO3Mi3HaBaHHS TEKCTIB, 10 0a3yeTbcs Ha
nporpami ontuuHoro posmizHaBaHHs cuMBoiiB (OCR) Tesseract Bepcii 4.0. Ilporpama orpumana Hazpy HQ
Scanner, BoHa HamicaHa MoBO Python 3 BHKopucTanHsAM cydacHux pecypciB 0i6miorekun OpenCV. IIporpamuo
peasizoBaHO OpHUTriHAIbHY METOAMKY OLIHKH €()EeKTUBHOCTI pOOOTH aJrOPUTMIB 332 KPUTEPIEM MaKCUMyMY HMOBIp-
HOCTI ITPaBUJILHOTO PO3MTi3HABaHHS TEKCTiB. BUCHOBKHU. Pe3ynbTaT MpoBeeHnX AOCIIKEHb € OCHOBOIO PO3POOKH
MPOrpaMHOro 3a0e3NeYeHHs Ta CTBOPEHHS POCTUX y BUKOPUCTaHHI CHCTEM ONTHYHOIO PO3IMi3HABAHHS TEKCTY LA
KOMEpLIHHOTr0 BUKOPHUCTAHHSL.

Karwuosi ciioBa: OnriyuHe po3ni3HaBaHHS CUMBOIIIB; MOXKIIMBICTD TPaBHJIBHOIO PO3ITIZHABAHHS TEKCTY; Cer-
MEHTallisl TEKCTY Ta aHOHiIMi3alis Horo ¢parmentiB; QR-koau; anroputmu creranorpadii.

METO/JbI 1 AJITOPUTMBI 3AIUTHBI THOOPMALIMU B CUCTEMAX
OIITHYECKOI'O PACITO3BHABAHUSA TEKCTOB

K. 1O. J/lepzaués, JI. A. Kpacnos, B. A. bunosepckuii, A. A. 3umosun

Ipenmer uccienoBanus. [Ipennaraercss KOHIENMUIUS ITOBBINIEHHS KadyecTBa PaOOTHI CHCTEM ONTHYECKOTO
pacno3HaBaHUs TEKCTOB 32 CYET KOMIUIEKCHOTO HCIIOIB30BAHMS aJITOPUTMOB NpEeIBAPUTEIbHON 00paboTKH H300-
pakeHH TOKYMEHTOB, paclIUpeHus Habopa CepBUCHBIX (DYHKLIHUH U MCIOIb30BAHUS METOJOB M AITOPHUTMOB 3alllH-
Tl HHGOpManuu. Iesas uccaenoBanus. [Ipennoxutes HAOOp aITOPUTMOB, KOMIECHCUPYIOIIUX BIMSHHE BHEIIHHX
HETaTUBHBIX BO3ACHCTBHUI (HEOIATONPUSATHBIH TeOMETPUYECKUI (AaKTOp, MJIOXUE YCIOBUS OCBEIIeHUS npu (HOTO-
rpadupoBaHUY, BIUSHUE HIYMOB U Tp.) HA 3(PEKTUBHOCTH PabOTHI CUCTEM paclo3HaBaHUs TeKCTOB. HeoOxomumo
MIPEIYCMOTPETH PSIIl CEPBUCHBIX MPOIENYP, 00ECIIEUNBAONINX YIOOCTBO 00pabOTKH JaHHBIX (MX MPOCMOTP, Ipeod-
pa3oBaHME U COXPAaHEHHE B CTAHIApTHHIX (opMaTax, oOecrieueHre BO3MOKHOCTH OOMEHa JAaHHBIMU B OTKPBITHIX
KOMMYHHUKAIIMOHHBIX ceTAX). Kpome 3Toro Hy)XHO 00eCHedHTh 3aIIuTy MHGOPMAIMK OT HECAaHKIIMOHUPOBAHHOTO
WCTIONIB30BAHMS Ha 3Tare 00pabOTKHU TaHHBIX M 00ECIIEYNTh CKPBITHOCTD MX INEpesiauy 10 KaHanaM cBs3u. Mcmonab-
3yeMble MeTOABI U Pe3yJIbTaThl Hccae0BaHMii: Pa3paboTaHbl ¥ IPOTECTHPOBAHbI AJITOPUTMBI IIPEIBAPUTEIBEHOMN
00paboTKN AaHHBIX (TE€OMETpPHUUYECKHE MPeoOpa3oOBaHMs MCXOMHBIX M300pakeHNi, NX 00paboTKa HaAOOpOM pa3imd-
HBIX (DHIBTPOB, OMHApU3ANKS C aAANTHBHBIMY ITOPOraMy MpeoOpa3oBaHus I YCTPAHEHUs BIHMSHHUS HEpPAaBHOMED-
HOH 3acBeTKH (oTo). [IpexycMoTpeH psa CEpBUCHBIX MPOIEAYp, 00ECIIEUNBAONINX yI00CTBO 00pAOOTKH TaHHBIX H
nX MH(GOPMAIMOHHYIO 3aIUTy. B 4acTHOCTH, MpeanokeHa MHTEpaKTHBHAS TPOIEypa CETMEHTAIMN TEKCTa C BO3-
MOXXHOCTBIO aHOHMMM3ALIUH OTJEIBbHBIX €ro ()parMeHToB, YTO CHOCOOCTBYET COXPAaHEHHIO KOH(HICHIINATHHOCTH
00pabaThIBaeMBIX JOKYMEHTOB. B maker anroputMoB oOpaboTku (POTOCHUMKOB JOKYMEHTAIIMH IJISI TIOBBIIICHUS
BO3MOYKHOCTEH TI0 MIACHTU(UKAIINH JaHHBIX BCTPOCH aJTOPUTM JieTeKTupoBanms Il (face detection), mpemHa3Ha-
YEeHHBIN JUIA JajbHeiero ux pacrmosuasanus (face recognition). Tlocime pacro3HaBaHHSI TEKCTOBOM JOKYMEHTAIIHH
3alUTa TOMYYEHHBIX JAHHBIX OCYIIECTBISIETCS IMyTEM TEHEpaluH COOTBETCTBYIOIMMX QR-KOMOB, a CKPBITHOCTH
nepenadd MHGopManuu odecrieunBaeTcss Meronamu creranorpadun. [ToqpobdHO omucaHa CTPyKTypa alrOpUTMOB H
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HCCIIeIOBaHa YCTOMYMBOCTH MX pabOThI B Pa3IMYHBIX YCIOBMsX. [lo pe3ynmbpTaTtam IpOBEINEHHBIX HCCIIEAOBaHUI
pa3paboTaHo MporpaMMHOe oOecTieueHne JUTs pacio3HaBaHus TEKCTOB, Oa3upyroleecs] Ha IPOrpaMMe ONTHIECKOTO
pacmiozHaBanust cumBoiIoB (OCR) Tesseract Bepcun 4.0. ITporpamma nomyanna nHazsanue «HQ Scanner», ona Hamu-
caHa Ha s3bIke Python ¢ ucrons3oBannemM coBpeMeHHbIX pecypcoB 6ubmuorekn OpenCV. IIporpamMMHoO peann3oa-
Ha OpHIMHAJIbHAS METO/INKa OLEHKH 3((eKTHBHOCTH pabOTHl allTOPUTMOB 10 KPUTEPHIO MAKCUMYMa BEpPOSITHOCTH
MIPaBUJIBHOTO paclo3HaBaHMs TEKCTOB. BbIBOABI. Pe3ynbTaThl NpOBEEHHBIX UCCIEI0BAHUN SIBJIAIOTCS OCHOBOM I
pa3paboTKu MPOrpaMMHOr0 00ECIIEYSHUSI U CO3AaHMs MPOCTHIX B MCHOJIIb30BAHUHM CHCTEM ONTHYECKOTO Pacrio3Ha-
BaHUSA TEKCTA JUIsI KOMMEPYECKOTO UCIIONb30BaHMS.

KurodeBnie cioBa: OnTudeckoe pacro3HaBaHUE CUMBOJIOB; BEPOSTHOCTh IPABUIIBHOIO PACIIO3HABAHUSA TEK-
CTa; CerMEHTALMs TEKCTa U aHOHUMH3ALUsI ero (hparMeHToB; QR-KO/bI; alNropuTMbl cTeraHorpaguu.
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