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AGENT-ORIENTED DATA CLUSTERING FOR MEDICAL MONITORING

Medical data processing is one of the priority machine learning areas. Usually, data obtained in the process of
medical patient monitoring are complex and have a different nature. Solving the problem of clustering, classifi-
cation, or forecasting problem these data requires the creation of new methods or improvement of existing meth-
ods to improve the decision accuracy and effectiveness. The classical clustering approaches and the c-means
fuzzy clustering method were analyzed. Based on the multiagent systems theory, it is proposed to use in the c-
means method the separate rules for selecting elites when forming clusters and selecting the best of them in
accordance with the chosen intra-cluster distance measures. The result of solving such a problem is the number
of clusters, as well as the number of elements in them.

The method quality was tested on Fisher iris data set using three measures of intra-cluster distance: Mahalano-
bis distance, Mahalanobis distance considering the membership function, and Kullbak-Leibler entropy. The
highest accuracy of 98% was obtained for the distance measured by the Kullbak-Leibler entropy. Therefore, this
measure was chosen to solve the clustering problem of medical monitoring data for prostate disease. Medical
monitoring data were divided into four classes of patient states: “healthy persons”, “non-metastatic patients”,
“metastatic patients” and “hormone-resistant patients”. The accuracy of clustering according to medical data
was 95,6%. In addition to accuracy, the confusion matrix, ROC- and LF-curves were used to assess the method
quality. The minimum value of the ROC-curve was 0.96 for Fisher's irises and 0.95 for medical monitoring data,
which characterizes the high quality of the proposed clustering method. The loss function value is also quite
small (-0.056 and -0.0176 for each considered data set), which means that the optimal cluster number and the
distribution of data over them are obtained.

Based on the obtained results analysis, the proposed method can be recommended for use in medical information
and diagnostic decision support systems for clustering monitoring data.

Keywords: clustering; fuzzy clustering; agent-based approach; intraclass distance; medical diagnostic.

Introduction

Medical institutions generate considerable data sets,
which contain important information about patients.
Apart from the structural data, medical institutions yield
big amount of unstructured texts which hold important
information about patients' health. They include
anamneses, inspection results, inspection result
descriptions, such as ultrasonic, electrocardiographic,
radiologic etc. Nowadays the clinical test analysis is a
fast developing scientific school, which is at the junction
of information technologies and medicine [1, 2].

Intelligent methods of treating collected data arrays
can automate solving many tasks in the clinical practice,
which will improve quality of medical help [3].
Intelligent analysis systems of medical data are used for
decision support in disease diagnosis and taking medical
steps to control the work of medical staff and to prevent
potentially dangerous changes in health status of
patients [4]. The developed information medical systems

are based on artificial intelligence and machine learning
methods [5, 6], which are used for clustering, classifying
and predicting data.

The problem of stratified medicine is important for
correctly grouping patients based on disease risk or
response to therapy.

In the medical field, clustering has been proven to
be a powerful tool to solve problem of the stratification
[2, 3]. However when clustering, errors can occur due to
an incorrect assumption about the number of classes and
the distribution of elements among them.

Therefore, the goal of the work is to improve the
quality of patient stratification in medical monitoring
systems by developing an effective method for data
clustering. The scientific task of the research is to
develop an effective method of data clustering based on
the agent-based approach. The method will reduce the
probability of incorrect determination of the patients state
when monitoring them. Thus, the error of the third kind
in the clustering of states will be minimized.
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General clustering method analysis

Any method of data clustering [7] builds a mathe-
matical model by which it divides a set of data into clus-
ters. Therefore, the word clustering method will be as-
sumed as a method and its mathematical model. There
are two groups of cluster analysis methods: hierarchical
and non-hierarchical [8]. Hierarchical methods involve
the sequential integration of objects into clusters accord-
ing to the degree of their proximity to each other or, con-
versely, the sequential division of object sets into smaller
clusters. In this case, the cluster solution is a hierarchical
structure of nested clusters. Non-hierarchical methods al-
low us to find and identify "condensation” of objects in
the space of variables. There is also the clustering "with
learning”, which assumes that the number of classes is
known in advance, and there is a learning sample — a set
of objects which are known to which classes they belong.
The remaining objects are classified according to the de-
gree of their proximity to the objects in the educational
sample.

The main hierarchical cluster analysis methods [9]
are the neighbor method, the agglomeration method, the
full bond method, the King medium bond method, and
the Ward method. The most universal is the latter. There
are also centroid methods [10] and methods that use the
median [10]. The work [11] describes negative aspects of
using this type of methods.

Non-hierarchical methods [12] are iterative meth-
ods of fragmentation of the original group. In the process
of distribution, new clusters are formed till the stopping
rule is fulfilled. The methods differ in the choice of start-
ing point, the rule of forming new clusters and the stop-
ping rule. Fast cluster analysis, also called k-means algo-
rithm, is most often used [13 — 15]. When using this al-
gorithm, the analyst enters the number of clusters in the
resulting partition in advance.

There are also methods for selecting the number of
clusters [16]. One of the most common is the elbow
method [17]. The method consists of constructing the
variation as a function of the number of clusters and
choosing the curve bend representing the number of clus-
ters used. The same method can be used to select the
number of parameters in other data-driven models, such
as the number of main components to describe a data set.

When choosing between hierarchical and non-hier-
archical methods, you should pay attention to the follow-
ing points [9]. Non-hierarchical methods show higher
stability for emissions, incorrect choice of metrics, inclu-
sion of insignificant variables into the base for clustering,
etc. The researcher must record in advance the resulting
number of clusters, the stopping rule and, if necessary,
the initial center of the cluster. The latter condition sig-
nificantly affects the efficiency of the algorithm. If there

is no reason to intentionally set this condition, it is rec-
ommended to use hierarchical methods. We note an es-
sential characteristic for both groups of algorithms: clus-
tering of all observations is not always the right solution.
It may be most optimal to clean the sample from emis-
sions firstly, and then continue the analysis. You can also
avoid setting a very high stop criterion (you can make a
stop, for example, when clustered more than 90% of ob-
servations).

We should note that to choose a specific method of
clustering, the analyst must be acquainted with the nature
and prerequisites of the methods, otherwise the results
will resemble the "patients' average temperature in the
hospital.” To make sure that the selected method is really
effective in this case, the following procedure is gener-
ally used: several a priori different groups are considered
and their representatives are randomly mixed with each
other. Then the clustering procedure is carried out in or-
der to restore the output division into groups. An indica-
tor of the effectiveness of the method will be the object
coincidence cleaning in the identified and output groups.

Some authors [10, 13, 16] affirm that the choice of
metrics and clustering method is not the main point in
cluster analysis. This statement is valid in the following
cases. Firstly, it applies only to ruder non-hierarchical
methods. Secondly, in all cases, it is necessary to choose
metrics so that they do not contradict the idea of the cho-
sen method of cluster combining. Particular attention
should be paid to the choice of metric if the variables are
dependent. An adequate metric can be the solution to this
problem.

Clustering problem statement

Let the input data sample be given as:

1,M,i=1,n, 1)

X=(xi Xy €X),m

where x; € (Xi1, Xz, - - -, Xjm), X is the input data matrix.
Y is the set of cluster numbers. The function of ar-
rangement between objects p(X, x! ) is set. We need to di-

vide the sample into disparate subsets, called clusters, so
that each cluster would consist of objects close in metrics,
and objects of different clusters differ significantly,

wherein each object x; € X™ is assigned a cluster num-
ber y; .
The clustering algorithm [7] is a function

a: X =Y, which matches the cluster number x e X for
any object ye Y . The set Y in some cases is known in
advance, but more often the problem is to determine the

optimal number of clusters, in terms of a criterion for the
quality of clustering.
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The solution of the clustering problem is fundamen-
tally ambiguous, and there are several reasons for this [7]:

— there is definitely no best criterion for clustering
quality. There are a number of heuristic criteria, as well
as a number of algorithms that do not have a clear crite-
rion, but carry out a fairly reasonable clustering "to
build". They can all give different results;

— the number of clusters is usually unknown in ad-
vance and is set according to some subjective criterion;

— the result of clustering significantly depends on
the metric, the choice of which is usually also subjective
and is determined by the expert.

We determine the distance between the objects as a
metric for cluster analysis. The measure of proximity
(likeness) of objects may be introduced as a reverse value
of the inter-object spacing. Numerous works dedicated to
the cluster analysis describe over 50 different methods of
calculating inter-object spacing. Apart from the term
"spacing" the term "metric", which implies the method of
calculating a particular distance is used in many works.
The widely used method in terms of quantitative signs is
the "Euclidean distance™ or "Euclidean metric":

1

d(Xi,Xj):[%‘(xim —xjm)sz. 2)

m=1

The Minkowski distance [9] is generalized in ac-
cordance with the Euclidean distance; it uses magnitude
p instead of 2. We obtain the usual Euclidean distance at
p = 2. The expression (3) for the generalized Minkowski
metric is shown below.

dlxi. ;)= [%Jx.m Xjm|" ]:’ ®

Metrics such as Manhattan distance (distance of city
quarters or city-block), metrics of "dominance" (Sup-
metric or Supplement-norm) are also used. The Minkow-
ski's metrics are a large family of metrics, including the
most popular metrics. However, there are methods for
calculating the distance between objects, fundamentally
different from the Minkowski's metrics. The most im-
portant of these is the Mahalanobis distance [18].

The work [19] deals with the metrics with nominal
and ordinal attributes: ordinal — the Spearman, Kendall
metrics; nominal — the Jacquard, Russell-Rao, Bravais,
Yula metrics. As mentioned earlier, these are not all ex-
isting metrics. Accordingly, if the researcher has attrib-
utes of other types in addition to quantitative attributes,
then the problem arises to find a metric between different
types of characteristics measured in different scales. In
this case, it is necessary to solve the problem of bringing
all different types of scales to one common scale [20].

C-means clustering method

The c-means method of fuzzy clustering (from Eng-
lish fuzzy clustering, soft k-means, c-means) allows us to
make a fuzzy classification (breakdown) of elements of
the original set with power N into a given number of sub-
sets — "classes". The fuzzy clustering method of c-means
differs from the former k-means method in determining
the abject's belonging to a possible class [21].

The algorithm of c-means [22] includes a sequence
of operations:

1) at the first stage, the k centers of clusters

¢j,j=1...k are randomly set;

2) the matrix of membership of elements to clusters
wij is calculated. At this stage, there are various variations
of the method of determining the distance between the
possible center and the element of the subset. In the case
of normal data distribution, the calculation of the mem-
bership matrix will look like this

Wij =& ; (4)
j
ZN(d(xi, ,lu 0.0 )
i=
where X; is the i'" element of the set, izl,...,Pj, Cj is

the center of the j cluster, d(x,,c ) is the distance be-

tween the points X; and ¢;j, N(d(Xi,leHZO,Gj) isthe
probability density of the normal distribution at the point
d(Xi , Cj );

3) need to move the centers of the clusters, taking
into account the membership matrix

P
ZWini

Cj 1 —ij ®)

J
D Wi
i=1

4) need to calculate the loss function (at this stage
you can use the principle of maximum similarity). In the
case of a normal distribution, the loss function has the
form

LossFunc = ZZd( i,C J) wij —>min; (6)
j=li=l

5) if the value of the loss function has not decreased,
it is necessary to go to point 2. Similarly, there may be a
stop function, according to which the output can be
achieved earlier at a suitable condition (for example,
when achieving a certain number of iterations).
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The method of fuzzy clustering of c-means also has
a number of significant disadvantages limiting its appli-
cation. For example, if the target cluster has a more com-
plex shape than just an m-dimensional sphere, or in the
case of cluster intersection and high data noise, the fuzzy
clustering method can’t determine the precise element af-
filiation to a particular cluster [21, 23].

Most real data sets have big scatters of possible val-
ues of state variables of elements of set. It determines the
complex M-dimensional form of a possible cluster [23],
which makes it impossible to determine the affiliation of
elements. There are also difficulties with a large number
of clusters and a large number of state variables. There-
fore, there is a need to modify the existing c-means
method [24, 28]. There are several ways of their modifi-
cations, one of the most obvious is the modification of
the method of estimating the distance between the center
of the cluster and the intended element (or estimating the
affiliation of this element of the cluster).

In [25, 28], a modification of the cluster element
membership estimation function and a modification of
the membership matrix calculation were used. They used
the assumption of the Cauchy distribution; to determine
the affiliation, the Mahalanobis distances were used:

dz(Xi,Cj)Z MDZ(Xi,Cj)Z(Xi —Cj)Ti;l(Xi —Cj), (7)

where M is the dimension of the state space, =X+ AE
is aregularized covariance matrix, A is a constant, greater
than zero.

Then, taking into account the Cauchy distribution
assumption, the membership matrix is calculated by the
expression [25]

Wi B (8)

where p(x;,c;)= > .
nq{uMD (X'%}

Similarly, the problem of clustering m-dimensional
ellipses is eliminated using the Mixture models and
Gaussian mixture models methods, which are similar to
the above method and which were successfully used in
determining the serviceability / failure state of the de-
vice [26] or through the use of derivative information in
determining the distance [20].

The experiments showed improvement of clustering
quality, but also still showed the dependence on the na-
ture of the sample data distribution, i.e. the new method

did not allow to sufficiently model the dependencies in
the data set [22, 25]; the use of a derivative in a modified
distance can minimize the sum of square distances within
clusters [27].

The idea of considering the nature of data distribu-
tion in samples taking into account the relative entropy in
fuzzy clustering of c-means was also proposed, according
to which the algorithm for calculating clusters was
changed [21, 26], but the former measure of calculating
location (distance) between elements and centers was left
in the form of Euclidean distance, which did not take into
account the data entropy [26].

To solve the problems of the basic method of c-
means, as well as its modifications Mixture models,
Gaussian mixture models [29] and the idea, which was
inspired by an attempt to take into account the data en-
tropy [26] and Kulbak-Leibler information distance rat-
ing [29] was proposed.

The Kulbak-Leibler distance is an asymmetric
measure (it does not satisfy the triangle inequality) of the
information difference between the two probability dis-
tributions, the method is well established in applied sta-
tistics, fluid mechanics and machine learning. In contrast
to the considered modifications, the Kulbak-Leibler dis-
tance will allow us to estimate the degree of information
difference [29].

Before considering the proposed method, we intro-
duce some symbols: X = {x, } is the vector of state var-

iables, which characterizes the record in the set
m=1...,M, M is the dimension of the vector of state

variables; F={f;},i=1,...| is the vector of objective
functions, where 1 is the vector dimension of the objec-
tive functions. Take M, [f;] and M [x, | as mathemat-

ical expectation of f; and x,, then Dy, and Dy isthe
dispersion of f; and xy,, of, and oy is the standard

deviation f; and X, .
The variance and standard deviation f; for
Xm = Vvar are determined by expressions

ij‘xm :Var[Moc[fi [X—m]]]'
vn=1...M,n#m,Xx, =const,

S =sqrt[Dfi‘xm J

©)

(10)

The following formulas were used to assess the
state variable informativeness. Using formula (9), we ob-
tain the informativeness coefficient

Dfi‘Xm
Ps; :E—f_’

(11)
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where Efi is the signal energy. The signal-to-noise ratio

is deduced from the expression (10), which is nothing but
the influence coefficient

_SNR, |, = im (12)
m fi‘xm .

Xm

The Kullbak-Leibler entropy is determined by the

expression [29]
p(Xm|fi )} . (13)

P(Xm)

Mutual information is defined by the expression

Et,
. (14)

Dy,
Next, to assess the quality of data clustering, we re-
place formula (6) with an expression for evaluating re-

ciprocal information, which will be a function of losses
in the proposed modification of the c-means method:

Dy (fi. X)= %P(Xm|fi)|092[

m=1

Him Z%IOQZ[SNRZ }=%|092|:Bim

L3l

leJ

H(X,M)=—

(15)

P.

i
xZDKL(xi : MEH)) — min,

i=1

where MJ- are the state variables belonging to the j clus-

ter.

Agent-based model

According to the developed model, it is proposed to
divide the population into four states: C — cluster centers,
X — agents-elements of the dataset, X; — agents-elements
of clusters, Z — agents-clusters.

The agent-based approach is to consider elements
and clusters as agents that choose centers or clusters ac-
cording to a given measure. That is, the agent-elements
choose the cluster that has the center closest to them, ac-
cording to the intra-cluster distance. And the number of
cluster-agents is formed according to the inter-cluster
distance so as to ensure a minimum loss function.

The traditional method of c-means does not com-
pletely solve the problem of taking into account the com-
plex structure of clusters and reducing the error of clus-
tering of the third kind. Therefore, the advanced cluster-
ing method based on an agent-oriented approach has been
developed that will solve these problems.

Data clustering method based
on agent-based approach

The c-means clustering method was chosen as the
basis.

Let the sample of data be considered as X = {Xj };

k*
Xj = ?p} and N =ZP; is the total number of ele-

j=1
ments, where PF is the number of elements in the j*" clus-
ter; k* is the number of clusters.
It is necessary to find {kt,Pj}, where Pjis the

number of elements in the cluster, j=1,..,k.

Four measures of intra-cluster distance were used as
a metric for the clustering data:
A0}

MD? Qp,cj an,
wjpMD? (Jp, (),
DKL ij’ 5(|V)

lxc?)- (16)

where | is the Manhattan distance, 1l is the Mahalanobis
distance, Il is the Mahalanobis distance with member-
ship function and IV is the Kullbak-Leibler entropy.

Let us define the average measure of the intra-clus-
ter distance:

P.
1 J
Ml )= - 2t an
] p=1
Also the Loss Function (LF) is defined
ki
LF(X)= kl M( ?) (18)
t

Then the statement of the research problem will take
the form:

z= (k. i}
Z= agmin LF(X)
XeDy eRM

It is necessary to determine the number of clusters
and distribute the data among clusters so that the value of
the loss function is minimal.

To correct the centers of clusters, we use the expres-
sion
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Pi w50
> W]
c? - %‘pjp , (19)
Zp: ij
0 .0
X3, Ci _ _ .
where w, = F’?( 1L ‘) is the membership matrix
> o900
p=1F\"1p "]
with the Cauchy distribution
0 .0 1
P(ijlcj)‘

_ ﬁr{l-i— MDZ(X?P’C?) 2} |
n

Data clustering algorithm based on agent-based ap-
proach:

1. Set k(M >k*, P = in{%} and randomly
K

generate cluster centers {C? }

2. Using the selected measure with cluster distance
dl(x?p,c?) (16), choose Pt(n) the nearest neighbors for
each j™ cluster.

3. For each j" cluster, using the {ij} and

{p(x?p‘M J]} , the cluster centers {C?} are corrected.

4. For each j" cluster, using the selected measure
within the cluster distance d(x?p,c?) (16) and Pt(n) the
nearest neighbors is choose. Delete the points that are du-
plicated: P — Pj(”).

5. For each j™ cluster the average measure of the

intra-cluster distance M(C?) is calculated, and also

LF(X) is calculated.
6. Elite selection. Find the cluster with the largest

M(C(j)) and delete it.

(n+1) _ 1 (n) 4. p(n+D) _: N
7. ki =k’ -1, P —mt[kgnﬂ)].
8. Back to step 2, if k{" >1.

The method application for toy data

The proposed method was verified on a standard da-
taset that is used in classification and clustering — a da-
taset based on Fisher's irises. This dataset consists of data
on 150 specimens of irises, 50 specimens each from three
species — Iris setosa, Iris virginica and Iris versicolor. For
each specimen, four characteristics were measured: the
length of the sepal length; the width of the outer sepal
width; the length of petal length; the width of the inner

lobe of the petal width. Thus, it is necessary to divide the
dataset into three clusters (classes), and one of the classes
(Iris setosa) is linearly separable from the other two.

The method was applied to cluster data using three
measures of intra-class distance (16): Mahalanobis dis-
tance (I1), Mahalanobis distance taking into account the
membership function (I111) and Kullbak-Leibler entropy
(IV). The following indicators of the proportion of cor-
rect answers of the accuracy algorithm were obtained, the
results are given in Tablel.

Table 1
Clustering results for Fisher irises using three measures
of intra-cluster distance
Distance
I i v

0.8 0.913 0.98

Accuracy

Based on the results of calculations for each variant,
the Confusion Matrix, ROC- and LF-curves were built.
For example, for the measure of the intra-class distance
in the Kullbak-Leibler entropy form on Table 2 and
Fig. 1, 2.

Table 2
Clustering results for Fisher's irises
by Kullbak-Leibler entropy
Predicted class
Iris Iris Iris
setosa virginica versicolor
Iris setosa 50 0 0
= !I’IS virgin- 0 48 2
53] Ica
<[ris  versi-
0 1 49
color
ROC curve for each class
1.0 4 \—O 5 ”I‘
’/
S -
0.8 4 1 R
I/
L I/
5 s
0.6 e
o '
E 0.4 1 o
= .~
I’,
/’
021 ’/’ ROC curve of class 0 (area = 1.00)
e ROC curve of class 1 (area = 0.93)
,/' ROC curve of class 2 (area = 0.96)
Y 02 04 06 08 1.0

False Positive Rate

Fig. 1. ROC-curves for Fisher's Iris classes by clustering
with Kullbak-Leibler entropy

It was found that one class was clustered completely
correctly, and for two classes 3 elements were assigned
to other classes by mistake. The value of total loss was
reached -0.0565 (Fig. 2).
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My cluster compactness
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—0.025

Total loss

—0.030 4

—0.035

—0.040 -

T T T T T T T T
2.5 5.0 7.5 10.0 125 15.0 17.5 20.0
Clusters count

Fig. 2. LF-curves for Fisher's Iris classes by clustering
with Kulbak-Leibler entropy

Based on the comparison of the obtained data, it can
be concluded that the use of Kullbak-Leibler entropy as
a measure of the intra-class distance gave the highest Ac-
curacy and ROC-curves. Thus, the proposed method can
be used to cluster real data.

The developed method was verified by comparison
with the existing c-means — Python Scikit-learn (sklearn)
library in Python (fcmeans: FCM), where the Euclidean
distance was used as a measure of intra-cluster distance.
The cluster recognition accuracy for the dataset based on
Fisher's irises was 0.893, which is lower than in accord-
ance with the proposed method (using measure of intra-
class distance — Mahalanobis distance taking into account
the membership function) —0.913.

The advantage of the developed method is the abil-
ity to determine not only the number of clusters, but also
the number of elements in them, which is especially im-
portant in cases where the number of elements in clusters
is different. This method, in comparison with analogues,
provides a decrease in the probability of incorrect deter-
mination of the state of patients (errors of the third kind
in the clustering of system states) when observing them.

However, it does not allow dividing a set into con-
nected subsets if they are nested inside each other.

To implement the proposed method, we used Py-
thon 3.6.9 and open-source math and data science librar-
ies for Python3: (NumPy — for all math operations, pan-
das —for loading and processing datasets, SciPy — for cal-
culating distances (e.g. Mahalanobis, Manhattan, Euclid-
ian), sklearn — for calculating some metrics (e.q. AUC-
curves, confusion matrix), matplotlib — for drawing
graphics). Each part of our software is separated by
scripts for specific purposes (implemented as a library):
for data processing, for calculating of probability densi-
ties of the distribution and membership matrices, for
cluster updating, for calculating loss functions, for using
the fitted model, and so on. Mixing of these parts can be
used in the Python script or in Jupyter-Notebook for clus-
tering on some data with different configurations.

The method application
for medical data clustering

The developed method was applied to cluster
medical monitoring data for prostate diseases.

Based on a systematic analysis of the process of
monitoring patients with prostate diseases, a hierarchy of
stages of diagnostics was identified: laboratory, visual
diagnosis and controlled variables of patients' state,
corresponding to each state of diseases. An experimental
dataset of controlled variables characterizing the state of
patients observed for the selected disease was formed.
The developed method was applied to cluster analysis of
collected dataset.

The dimension of the dataset of state variables
was 24.

The case histories of 180 patients with prostate
diseases were analyzed retrospectively: 50 with benign
prostatic hyperplasia and 130 with prostate cancer.

An experimental sample of registered controlled
variables was formed, characterizing the state of the
observed patients for the selected disease. The sample
was divided into 4 classes:

— «Healthy» (benign formations) — 50 people (1);

— «Non-metastatic» — 45 people (I1);

— «Metastatic» — 52 people (I11);

— «Hormone-resistant» — 33 people (1V).

The level of disease progression was chosen as a
classification criterion when dividing the total sample
into classes.

According to the calculation results for the variant
using the Kullbak-Leibler entropy intra-class distance as
a measure, Confusion Matrix, ROC-and Loss function-
curves were obtained (see Table 3 and Fig. 3, 4). Accu-
racy reached 0.956 and total loss was -0.0176.

Table 3
Results of clustering medical data
by Kullbak-Leibler entropy
Predicted class
| 1 i v
| 50 0 0 0
S| 1 42 2 0
E
Z i 1 0 50 1
<
v 0 1 2 30

For each cluster, several elements were identified
incorrectly by belonging to the original, but the total
number of such elements is small. In general, it can be
argued about the high accuracy of the clustering results
obtained using the developed method.
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ROC curve for each class Fisher's irises and the results of medical monitoring of

1012 P indicators for diseases of the prostate gland.
FEATERE] /" Based on the analysis of the results of clustering
0. 1 ,/' data on Fisher's irises, it was found that the proposed
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Conclusions

Information technologies are increasingly being in-
troduced into all spheres of human life, and medicine is
no exception. Medical monitoring data is one of the main
areas of machine learning.

The paper considers the problem of data clustering
and analyzes two popular methods for its solution, the k-
means and c-means method. A data clustering method
based on an agent-based approach is proposed, again us-
ing the c-means method.

Based on the agent-based approach and in
accordance with the chosen measures of intra-cluster
distance, permissive elite selection rules are proposed for
the formation of clusters, the selection of the best of
them, and also for the selection of elements into clusters
in the process of solution synthesis.

The result of solving such a problem is the number
of clusters, as well as the number of elements in them.

Clustering of data was carried out for two data sets:

method gives the best performance using the Kullbak-
Leibler entropy intra-cluster distance (98%) as a meas-
ure.

When solving the problem of clustering medical
monitoring data, the proposed clustering method based
on the agent-based approach with the Kullbak-Leibler
entropy measure gave an accuracy of 95.6%.

Based on the analysis of the results obtained, the
proposed method can be recommended for use in medical
information and diagnostic decision support systems.

Contribution of authors: review and analysis of
references, analysis of clustering method — V. Strilets;
selection and application of software and hardware tools
for implementation of clustering method, presentation of
clustering results of medical monitoring data — V. Do-
nets; formulation of the purpose and tasks of research,
development of clustering methods — M. Ugryumov;
collection and description of medical monitoring data on
prostate diseases — S. Artiuch; development of concep-
tual provisions and methodology of research, analysis of
the research results — R. Zelenskyi; analysis of using the
machine learning methods in the medicine, formulation
of conclusions — T. Goncharova. All authors have read
and agreed to the published version of the manuscript.
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AT'EHTHO-OPIEHTOBA KJIACTEPU3ANLIA JAHUX
JJIA MEJUYHOTI'O MOHITOPUHI'Y

B. €. Cmpineus, B. B. /loneuyv, M. JI. Yepromos, C. B. Apmiox,
P. O. 3enencovkuii, T. A. I'onuapoea

O6pobOka METUYHUX TAHUX € OJIHIM 3 MPIOPUTETHUX HAMPIMKIB MAIlIMHHOTO HaBYaHHs. PO3B’s13aHHs 38124 Kla-
crepu3arlii, kiracudikamii a0o NpPOrHo3yBaHHS IaHHX, SIKI OTpUMaHi y poleci MeJMYHOr0 MOHITOPHHTY CTaHIB Malli-
€HTIB, IOTPeOy€e CTBOPEHHS HOBUX 200 YIOCKOHAICHHS ICHYIOYHX METO/IIB JIJIs I IBUIIICHHS TOYHOCTI 1 €EKTUBHOCTI
pe3ynbTatiB. Y po6oTi Oy/u mpoaHai3oBaHi KIACHYHHIA METOJ Kiactepu3arlii K-cepemHix Ta MeToa HEUiTKOI Kiiac-
Tepusaiii C-cepeanix. Ha ocHOBI Teopii MyJbTHATEHTHHUX CHUCTEM 3aIlPOIOHOBAHO BHKOPHCTOBYBATH y METOII C-
CepeqHiX pO3AiIBHI MpaBUja eTITHOrO BiZOOpy mpHu (OopMyBaHHI KIacTepiB Ta BiAOOPY HAMKpaIUX 3 HUX Y HPOIECi
ceJIeKIii, BiINOBIIHO 10 BUOpAHHUX 3aXO0/iB BHYTPIIIHOKIACTEPHOI BiJicTaHi. Pe3yabTaToM po3B's3aHHs Takoi 3a/1a4i
€ YHCIIO KJIACTEPIB, & TAKOXK KINBKICTh €IEMEHTIB Y HUX.

SxicTe poOOTH METO/Y IepeBipeHa Ha Habopi JaHux 1o ipucam dimepa i3 BUKOPUCTAHHSIM TPhOX Mip BHYTpI-
HIHBOKJIACTEPHOI BiJICTaHi: Bigctanb MaxasaHoOica, Bicranb MaxanaHo0ica 3 ypaxyBaHHIM (YHKIIIT TPUHAIEKHO-
cri Ta entponis KynnOaka-Jlelidnepa. HaiiBuina Tounicts y 98% Oyna orpumana Juist MipH BiICTaHI 32 €HTPOMIEI0
Kynno6aka-Jletionepa. Tomy came s Mipa Oyina oOpaHa i po3B’s3aHHs 3a4adi KJIacTepH3allil JaHUX MEIHYHOIO
MOHITOPUHTY 33 3aXBOPIOBAHHIMH IEPEIMIiXypoBoi 3a103u. JlaHi MOHITOPHHTY OyJH pO3MOJIiJIeH] 3a YOTUpMa Kiia-
camH 3a craHam nauieHTiB. TouHicTh KilacTepu3ailii 3a MeIMUHUMU JTaHUMU ckiana 95,6%. Kpim TouHocTi ast ori-
HKH SIKOCTI po0OOTH MeToJy Kiiactepu3allii Oyau BukopucTaHi Matpuist nmoxuook, ROC- ta LF-kpusi. MiHimManbHe
3naueHHs1 32 ROC-kpuBoto orpumane 0.96 mis ipucis @imepa ta 0.95 st nTaHUX MEUYHOTO MOHITOPHUHTY 32 3aXBO-
PIOBaHHSIMHU IIEPEAMIXyPOBOI 321031, 110 XapAKTEPU3YE BUCOKY SKICTh 3aIPOIIOHOBAHOTO METOAY. SHAYCHHS (PYHKIIIT
BTpaT Jocsaruyte goctatibo mMajie (-0.056 1-0.0176 s KoKHOro 3 po3riisiiyBaHUX HAOOPIB IaHUX ), TOOTO OTpUMaHi
OINTHUMAaJIbHA KUIBKICTh KJIACTEPIB 1 €peKTUBHE PO3MOAITICHHS IaHUX 338 HUMHU.

Ha ocHOBI aHanizy OTpIMaHUX Pe3y/bTaTiB MO)KHA PEKOMEHyBaTH NPOIIOHOBAHUI METOX IJIsl BUKOPUCTaHHS
B MEMYHUX 1H(POPMAIIHHO-TIaTHOCTUYHUX CHCTEMaX MiATPUMKH NPUHHSTTS PillieHb.

KarwuoBi ciioBa: kiactepusallisi; HeUiTKa KJacTepU3allisi; areHTHO-OPIEHTOBAHMIT MIX1/1; BHYTPIIIHbOKIACOBA
BiJICTaHb, MEAUYHA JiarHOCTHKA.

ATEHTHO-OPUEHTHPOBAHHAS KJIACTEPU3AIIUA JAHHBIX
JJISI MEJJUIMHCKOT'O MOHUTOPUHT' A

B. E. Cmpeneu, B. B. /loneu, M. JI. Yzpromos, C. B. Apmiox,
P. A. 3enenckuii, T. A. I'onuaposa

OO6paboTKa MEIMUIIMHCKHAX JAHHBIX SBISETCS OXHHM M3 MPUOPHTETHHIX HAIPABICHHH MAIIMHHOIO OOyYEHHS.
Pemenne 3amau xiacrepusanyy, KIacCH()UKALNN WIK MPOrHO3UPOBAHMS JaHHBIX, IIOJTYYEHHBIX B IIPOLECCe MEH-
IIMHCKOTO MOHUTOPUHIA COCTOSHUH MAILIMEHTOB, TPEOYET CO3JaHMs HOBBIX MM YCOBEPIICHCTBOBAHMS CYIIECTBYIO-
IIMX METOJIOB ISl HOBBILIEHHS TOYHOCTH M 3 (QEKTHBHOCTHU Pe3y/IbTaToB. B pabore ObUTH IpoaHATM3HPOBaHbI KiTac-
CHYECKHI METOJ] KITaCTepH3allii K-CpeJHNX M METOJ] HeYeTKOH KilacTepu3aluy c-cpeqanx. Ha ocHoBe Teopuu Myiib-
THAT€HTHBIX CHUCTEM IIPEIIOKEHO HCIOJIB30BaTh B METOAE C-CPEAHHX pa3lielbHble MPaBUIIA SIUTHOTO 0TOOpa IpH
(OpMHPOBAaHUH KIACTEPOB M 0TOOpA JTYYIIHX U3 HUX B IIPOLIECCE CENICKIIUH, B COOTBETCTBUH C BEIOPAHHBIMHU MEPaMH
BHYTPHKJIACTEPHOr'O PacCTOSHUS. Pe3ybTaTOM peleH s TaKoi 3a1aull SBJISIETCS. YUCIIO KIIACTEPOB, a TAKKe KOIHYe-
CTBO DJIEMEHTOB B HHX.

KauecTBo pa®oThl MeTOJa NMPOBEPEHO Ha Habope MaHHBIX 1Mo MpucaM Duiepa ¢ HCIONB30BaHHEM TPEX Mep
BHYTPHKJIACTEPHOI'0 PACCTOSHUS: paccTosiHue MaxanaHoOuca, paccTosHie MaxanaHoOuca ¢ y4eToM (QyHKIUH TpH-
Ha/uIeXXHOCTH 1 3HTponust KynsOaka-Jleiibnepa. Camast Beicokast TOUHOCTB B 98% ObLa MmomydeHa urst Mephl paccTo-
stans 1o SHTpormu Kympbaka-Jleiidnepa. [TosTomy mMeHHO 3Ta Mepa OblTa BEIOpaHa ISl pemIeHuUs 3a0auH KIacTepH-
3alMM JAaHHBIX MEIUIMHCKOrO MOHHTOPHHTA II0 3a00JIeBaHUAM MpeCTaTeNIbHON Kene3bl. JJaHHbIe MOHHTOPHHTA
OBLTH pacnpenesieHbI 10 YETHIPEM KilaccaM. TOYHOCTh KIIacTepHU3alliy 10 MEIUIIMHCKUAM JITaHHBIM cocTaBmia 95,6%.
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Kpome TouHOCTH JUTS OIIEHKH KadecTBa paboTh MeTOo/1a OBUIN NCTIONB30BaHbl MaTprna onmook, ROC- n LF-kpuBsle.
Mununmansaoe 3HaueHne o ROC-kpuBoit nomydeno 0.96 s upucos @umrepa u 0.95 1 [aHHBIX MEAUIIMHCKOT O
MOHHUTOPHHT'A, YTO XapaKTEpU3yeT BHICOKOE KaueCcTBO MPEATIOKEHHOT0 METo/1a KilacTepr3alyi. 3HaueHne (GyHKINU
TIOTeph TAKKe JOCTHUTHYTO AoctaTtounHo Majoe (-0.056 n -0.0176 nst kaknoro u3 paccMaTpHBaeMbIX HAOOPOB JaH-
HBIX), T.€. TIOJIy4E€HO ONTHMAIIFHOE YHCIIO KJIACTEPOB M paclpeiefieHe JaHHBIX M0 HUAM.

Ha ocHoBe aHaM3a Moy4eHHBIX Pe3y/IbTATOB MOKHO PEKOMEHI0BATh Pa3padOTaHHBIM METO/ IS MCIOIb30Ba-
HUSI B METMIMHCKAX WH()OPMAMOHHO-TMarHOCTUUECKUX CUCTEMAaX IOJIEP)KKU TIPHHATHS PELICHHH.

KnroueBsble ciioBa: KiacTepuzanysi; HeueTKas KIacTepu3alysl; areHTHO-OpUEHTHPOBAHHBINA T0/IX0/I; BHYTPH-
KJIACCOBOE PACCTOSTHHE, MEUIIMHCKAs TUarHOCTHKA.

Crpineus BikTopiss €BreniBHa — xaHz. TeXH. HayK, J0I. Kad. TEOPETHYHOI Ta MPUKIAJHOI CHCTEMOTEXHIKH,
XapkiBchKHii HanioHansHUH yHiBepcuTeT iMeHi B. H. Kapasina, Xapkis, Ykpaina.

Joneup Bosogumup BitamiiioBuu — acr. kad. TeopeTHUHOI Ta MPUKIAIHOI CUCTEMOTEXHIKH, XapKiBChKHUHA
HauioHanbHui yHiBepcuteT iMeHi B.H. Kapasina, XapkiB, Ykpaina.

YrpiomoB Muxaiinio JleoHinoBu4 — 11-p TexH. HayK, npod., mpod. kad. TEOPETUUHOI Ta MPUKIATHOT CUCTEMO-
TeXHIKH, XapKiBChbKHI HallioHabHUI yHiBepcuteT iMeni B. H. Kapasina, XapkiB, Ykpaina.

ApTiox Cepriii BikTopoBu4 — xaHa. Mel. HayK, CTapil. HayK. CIIBpOO. Tpymy NMPOMEHEBOI Teparii Biagimy
panionorii 1Y «Ixcturyr mequynoi paamionorii ta onkomnorii im. C. I1. I'purop’eBa HAMH VYkpainu, acucr. xad.
panaiosorii Ta pajianiitnoi MemuuuHA XapKiBCHKOro HalliOHAJILHOrO MEAWYHOTO YHIBEPCUTETY, XapKiB, YKpaiHa.

3enencekuii Poman OnexkcanapoBud — acucT. kad. yponorii ta mutsdoi yposorii, XapKiBcbka MeiYHa aKa-
JIeMisl T CIISIUIUIOMHOI OCBiTH, XapKiB, YKpaiHa.

I'onuapoBa Tamapa AHaTtoniiBHa — BUKJI. Kad). YIpaBiIiHHS Ta OpraHi3amii AisIbHOCTI y cdepi LHUBIIBHOTO
3axucTy, HamioHanpHHUI YHIBEPCUTET IIMBIJIBHOTO 3aXUCTy YKpaiHu, XapkiB, YKpaiHa.
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