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HEURISTIC SELF-ORGANIZATION
OF KNOWLEDGE REPRESENTATION AND DEVELOPMENT:
ANALYSIS IN THE CONTEXT
OF EXPLAINABLE ARTIFICIAL INTELLIGENCE

From the analysis of the main theoretical provisions of heuristic self-organization systems and logical models,
it follows that according to O. G. lvakhnenko's systems of heuristic self-organization, the first task is to deter-
mine the factors content “that determine the essence of different images”. These are the images that character-
ize the objects of a particular subject area. After determining the composition and content of these images, the
next problem is solved, namely, the problem of “generating the new successful heuristic”, which in content is a
solution that leads to increased accuracy. Note that we are talking about improving the accuracy of solving the
problem of data processing. It follows from the above mentioned that heuristic self-organization systems are
data processing systems. This allows the multiplicity of heuristics. Heuristics in content correspond to the logi-
cal rules applied in heuristic self-organization systems. The main provisions of the heuristic self-organization
system theory were developed by O. G. Ivakhnenko in the eighties of the last century, but they remain unno-
ticed to this day. At this time, the task is to explain why the neural network makes such a decision and not an-
other. Based on this, the concept of “explainability of artificial intelligence” was introduced for artificial intel-
ligence. It is the content of heuristics that forms the structure of the neural network in the form of logical rules
and determines the logic of the decision made. It is established that the derivation rule, which is the basis for
constructing artificial neural networks, is an abductive rule, which, unfortunately, does not meet the fourth
heuristic and does not meet the definition of intelligence: intelligence is the ability to measure things. Unfortu-
nately, none of the neural networks can measure things. From the analysis of the basic rules content of infer-
ence, it follows that the dialectical method of inference is general (generating) for the basic logical methods of
inference. The difference lies in the composition and content of the middle member of the triangular relation-
ship, namely, in the form of the element combination of the relationship: the transition from one concept to an-
other. The explainability of artificial intelligence refers to the laws of the structure and activity of artificial
neural networks. But modern theories of artificial neural networks ignore the existence of logical rules (heuris-
tics), which were established by O. G. Ivakhnenko. After all, only knowing the rules based on which problems
are solved, it is possible to check the correctness of the decision, but not by searching for such rules. The three
hypotheses about the explainability of artificial intelligence and the theory of machine identification can be
further defined as statements or theorems and strictly proved.

Keywords: heuristics; self-organization; knowledge; logical inference; explainable artificial intelligence.

coming more accessible and pervasive. Leading indus-
try giants Google, Microsoft, Amazon and other com-
panies have created a powerful market and provide a
new type of service “Al as a Service” (Artificial Intelli-
gence as a Service, AlaaS) [1]. Such services are used
by developers and integrators of different systems,

1. Introduction
1.1. Motivation of research

Artificial intelligence (Al) and intelligent systems

have become a powerful trend in the development of
cybernetics and information technologies. The techno-
logical aspects have become prevalent over the last dec-
ade; technologies and products that implement methods
of creating the artificial (quasi- and sometimes pseudo-
artificial) intelligence are filling the digital world, be-

choosing the appropriate services and products for dif-
ferent applications. Therefore, the emergence and im-
provement of AlaaS actually forms the chain of artifi-
cial intelligence tools (AIT) consumption as the so-
called Commercial of the Shelf (COTS) [2].
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Thus, the level of people's comfort live, efficiency,
competitiveness and security of industry and society as
a whole are becoming increasingly dependent on the
AIT. In the future, this dependence may become some-
what critical. As a result, the direction of research and
development, which is called Explainable Al (XAl) and
Trustworthy Al (TAI), i.e. explained (or understanda-
ble) and credible (or truthful) Al is developed in parallel
in recent years [3]. The first normative documents of the
European Union were developed, in particular, for the
aviation and aerospace industries [4], the National Insti-
tute of Standards and Technologies of the USA NIST
[5]. The works of scientists from the Institute of Cyber-
netics of the National Academy of Sciences of Ukraine
are devoted to the problems of artificial intelligence,
which relate to its use in high-performance computing,
knowledge representation, intellectual modeling.

To successfully implement of artificial intelli-
gence, it is need to understand whether AIT is a white
box in the full sense? It is also need to answer the few
questions:

1) first, to what extent the methods of AIT creat-
ing and in general the methodological foundations of
intelligent systems are perfect in terms of dialectics and
theory of knowledge and ensuring the explanation of
AlT;

2) second, to what extent their operational base
meets the challenges, which related to the need to ensur-
ing the explanation and trustworthiness.

To do this, it is logical to analyze of knowledge
representation models, relevant rules and heuristics,
methods of AIT creating, such as neural networks, ex-
pert systems, etc.

1.2. State of the Art
1.2.1. Logical and heuristic models

According to [6] models of knowledge representa-
tion can be divided into logical and heuristic. Logical
models are based on the concept of formal theory. In
this case, formal theories are implemented on the basis
of deductive and inductive methods of logical infer-
ences (conclusions). The deductive type of inference
includes methods of calculating the predicates and con-
crete systems of products. The inductive type of logical
inferences includes methods of relationship logic (pseu-
do-physical logic). It follows that there are basically two
types of knowledge models, namely, logical and heuris-
tic models.

In [7] it is also noted that in logical models of
knowledge representation, the relationships that exist
between individual units of knowledge are expressed
only by those few means that are represented by the

syntactic rules of the formal system used. The formal
system is defined by four of such type [8]:

M=<T,P,A,B>, (1)

where T is the set of basic elements of different nature;
P is the set of syntactic rules by means of which syntac-
tically correct sets are formed from the elements T, in
the set of which some subset A is distinguished, the
elements of which are called axioms; B is the set of in-
ference rules, applying which to the elements A, it can
be getting the new syntactically correct sets, to which it
can be again apply the rules of B.

Heuristic models are characterized by the presence
of a diverse set of tools that convey the concrete fea-
tures of a particular problem area. In [6] it is also noted
that it is for this reason that heuristic models are superi-
or to logical ones, both in terms of their ability to repre-
sent the problem area and in terms of the inference rules
used effectiveness. Heuristic models used in expert sys-
tems, respectively, include network, frame [8] and pro-
duction models [9].

The question arises, the inference rules in logical
and heuristic models are the same or they different?

1.2.2. Heuristic self-organization systems

The research of heuristic self-organization meth-
ods was performed in [10, 11]. In these works, the main
methods of heuristic self-organization for the processes
of finding the new information, which are implemented
in Al systems [10], as well as in the processes of seman-
tic thinking and semantic activity in natural intellectual
systems [11] were investigated.

Systems (programs) of heuristic self-organization
are defined as systems in which there are generators of
random combinations (hypotheses) and several series of
useful information selection. The complexity of combi-
nations from line to line increases, and the accuracy of
the solution increases until the optimal algorithm for
processing the information is obtained, which corre-
spond to the minimum of the appropriate selection crite-
rion [12].

Thus, the system of heuristic self-organization
provides a solution to the problem of finding the "opti-
mal in complexity algorithm for information pro-
cessing" based on the selection laws. In addition, self-
organization refers to information processing activities.
However, the composition and content of the processed
information are unknown. Instead, there are known
problems that need to be solved using this information,
namely: pattern recognition and choosing the right hy-
pothesis in decision making [13].

The main elements of such a system are:
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— generators of random combinations (hypothe-  dialectical self-organization for the concepts of “gen-
ses); eral” “single” [10]; the fifth is architectures of logical

— series of useful information selection.

Regarding the content of the “heuristic self-
organization” concept, in [12] it is proposed to compare
the system of heuristic self-organization with a multi-
layered “pie”, because: in it heuristic self-selections of
useful information are interspersed with mathematical
data processing several times according to the scheme
“heuristics — processing — heuristics — processing — heu-
ristics, etc”.

Heuristic self-selection of useful information must
be identified with generators of random combinations
(hypotheses), heuristics. Unfortunately, an unambiguous
definition of the heuristic generator model has not been
proposed. However, it should be pay attention to the
following circumstance. Exploring the components of
the thinking process, namely, the creative component of
thinking in the form of a heuristic generator, in [4] notes
that factor analysis allows you to find “factors” — the
values that determine the nature of different images. By
using a machine to get the factors and knowing their
dimensions, a person can easily guess the nature of the
new features that need to be introduced into recognition
to make it more accurate and faster. The most pleasant
(and most important) part of the process remains for a
person is generating a new successful heuristic, and
factor analysis helps to easily and simply find new very
effective signs.

That is, the task is to minimize person participation
in the generation of heuristics through the generation by
a computer random sets of signs (factors).

It should be noted that the computer selects fea-
tures from a given set — a set given by person [12].
However, it is not necessary to rely on the computer to
identify and analyze the factors. A person can also solve
this problem and not only indicate the composition and
content of signs (factors), “which determine the essence
of different images” (factors), but also to establish a
new form of relationship between them.

On the basis of the provisions formulated in rela-
tion to the systems of heuristic self-organization, in [10]
the content of the following heuristics of O. G. Ivakh-
nenko was determined:

— the first is the choice of elementary algorithms;

— the second is the choice of evaluation criteria
and algorithms for their change;

— the third is the choice of integrated actions and
schemes for their implementation.

To form these heuristics, a method that initiated
the third direction in cybernetics, which is to model the
laws of evolution and selection that are observed in na-
ture, was used [12].

In [10, 11] the definition of the content of the
fourth and fifth heuristics was formulated: the fourth is

models of semantic thinking and semantic activity are
formed using two pairs of factors created for each mod-
el generated on the basis of the fourth heuristic, which
in meaning correspond to pairs of process and resource
factors. In this case, the elements of each pair are related
by causal relationships and correspond to the architec-
ture of the Cartesian coordinate system [11]. Their con-
struction is based on the concept of “factor”, the law of
dialectically opposite concepts unity, as well as the cen-
tral pattern of integrative activity of the brain (for the
fifth heuristic) [12]. These heuristics are the basis for
the formation of four-factor models of knowledge [11].

To implement the fourth heuristic requires the abil-
ity to divide the factors according to their content into
“general” and “concrete”. It is enough to understand
that the formation of general concepts is the result of
mental activity, and the formation of concrete concepts
is associated with the reflection in the mind of the char-
acteristics and properties of concrete objects or actions
in the physical environment.

For both the third and fifth forms of heuristics, the
question arises as how to make a choice of integral ac-
tions and schemes for their implementation, that is, how
to integrate factors into a single heuristic. For the third
heuristic, these factors are unique to a particular subject
area. In contrast to the fifth heuristic, the composition
and content of factors are clearly defined — these are
process and resource factors, pairs of which are the ba-
sis for building logical models [11].

On the other hand, along with the architecture of
logical models based on the fifth heuristic, discussed
above, there are other models of factor knowledge rep-
resentation. Most of them include eight factors [14]. In
addition, there are other four-factor models of
knowledge representation that correspond to the fifth
heuristic [15].

1.2.3. Analysis of the artificial intelligence
tools characteristics

The main characteristics of modern Al systems are
considered in [16, 17]. Among them, the most important
and discussed in recent times are their explainability and
trustworthiness. Trustworthiness of Al systems is de-
fined by the following terms of [16-18]:

— the confidence in the Al system: consumer con-
fidence, and if necessary, the organizations, that respon-
sible for regulating the creation and application of Al
systems, and other stakeholders, that the system is able
to perform the tasks assigned to it with the required
quality.

— the trusted Al system: Al system in which the
consumer and, if necessary, the organizations, that re-
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sponsible for regulating the creation and application of
Al systems, show confidence.

The principles of explained Al are defined in the
US standard of the National Institute of Standards and
Technology [5], namely: explanation, meaningful, ex-
planation accuracy, knowledge limits.

Let’s emphasize that these and other characteris-
tics of Al, which are extremely important for its further
use, especially in critical systems, are in no way related
to the model base of Al and require further development
and research at the methodological level.

1.3. The purpose and tasks of research

From the above review of literature sources, it fol-
lows that the following tasks need to be solved:

— analysis of the main theoretical provisions of
heuristic self-organization systems and logical models;

— comparison of the inference rules content used
in logical models based on formal theory and in logical
models based on the fourth heuristic.

— research of explainability of Al in the context
of logical and heuristic models’ analysis.

The purpose of this work is to solve these prob-
lems and search for universal logical rules, and hence
the common properties of different logical models of
knowledge (Section 2), considering the rules of infer-
ence (Section 3). In addition, it is necessary to deter-
mine their compliance with the requirements to ensure
the explainability and trustworthiness of the AIT (Sec-
tion 4) and to summarize the results of research in the
context of technological trends in the development of
intelligent systems (Section 5).

2. Analysis of the fundamentals
of heuristic self-organization systems
and logical models

2.1. Analysis of the theoretical provisions
of heuristic self-organization
systems O. G. lvakhnenko

Heuristic self-organization systems are evolving as
cybernetic systems. The third direction of <cybernetics>
is to model the laws of evolution and selection, which
are observed in nature. At the same time, systems (pro-
grams) of heuristic self-organization are defined as sys-
tems in which there are generators of random combina-
tions (hypotheses) and several series of selection of use-
ful information.

The complexity of combinations from line to line
increases, and the accuracy of the solution increases
until the optimal algorithm for processing information is
obtained, which meets the minimum of the appropriate

selection criterion [12].

The question arises what is the generator of com-
binations (hypotheses, heuristics) and what is the com-
position of the respective series of selection, which are
the part of the heuristic self-organization system?

Heuristic self-selection of useful information must
be identified with generators of random combinations
(hypotheses), heuristics. Unfortunately, an unambiguous
definition of the heuristic generator model has not been
proposed.

0. G. Ivakhnenko reveals the meaning of the “heu-
ristics” concept in contrast to the determinists, who de-
fine it as an unreasonable decision that leads to practi-
cally sufficient results, and as a decision that primarily
leads to increased accuracy [12]. As examples of con-
crete heuristics identified the following heuristics:

— the choice of the initial set of signs;

— the choice of criteria for useful information se-
lection;

— organization of perceptron structure, which al-
lows to repeatedly strengthen the integral effect of heu-
ristic criteria on the flow of information.

It should be noted that the heuristic self-
organization system is like a multi-layered “pie”: in it
heuristic self-selection of useful information is inter-
spersed with mathematical data processing several times
according to the scheme “heuristics” — “processing” —
“heuristics” — “processing” — “heuristics”, etc.

It is interesting to note the essence of the processes
that are implemented in the perceptron [12]. It is noted
that the perceptron as a system, that performs integral
influences and the selection of useful information, with
increasing from a number to a number of its complexity,
is still not understood. This conclusion may seem
somewhat conservative in view of the powerful devel-
opment of neural networks, but important things are
fundamental things — the explainability of Al remains,
even becoming an increasingly important problem of Al
systems.

The content of integrated influence in technical
cybernetics is defined as one that does not use infor-
mation about the state of each element of a complex
system separately, but is selected by the total result of
the action on many elements. Threshold self-selections
are the simplest form of integral influence [19]. The
concrete realization of integral influences is realized in
the form of threshold self-selections in the correspond-
ing elements of artificial neurons models [20].

From the above it follows that the integral effect is
on the outputs of all neurons in the form of threshold
self-selection. In this case, the input signals in the neu-
ron are summed with the corresponding weights.

Exploring the components of the thinking process,
namely, the creative component of thinking in the form
of a heuristic generator, O. G. lvakhnenko notes that
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factor analysis allows you to find “factors” — the quanti-
ties that determine the essence of different images.

By using a computer to know the factors and
knowing their dimensions, one can easily guess the na-
ture of the new features that need to be introduced into
recognition to make it more accurate and faster. The
most pleasant (and most important) part of the process
remains for a person is generating a new successful heu-
ristic, and factor analysis helps to easily and simply find
new very effective signs [12].

If it is understanding the content of heuristics as
solutions that lead to increased accuracy, then the con-
tent of logical rules that are implemented in the system
of heuristic self-organization in the form of a perceptron
is as follows:

— heuristic self-selection of useful information;

— integral action (summation of signals in the
neuron);

— threshold self-selection (mathematical
processing).

Thus, in the systems of heuristic self-organization,
the first task is to determine the content of factors ‘that
determine the essence of different images”. It is about
images that characterize the objects of a particular sub-
ject area.

After determining the composition and content of
these images, the next problem is solved, namely, the
problem of “generating a new successful heuristic”,
which in content is a solution that leads to increased
accuracy. It should be noted that it is talking about im-
proving the accuracy of the data processing problem.

It follows from the above that heuristic self-
organization systems are data processing systems. The
plurality of heuristics is allowed. Examples of such heu-
ristics are given above (see subsection 1.2).

data

2.2. Some conclusions about
the explainability of Al

It follows from the above that heuristics in content
correspond to the logical rules applied in the systems of
heuristic self-organization. On the other hand, according
to [21], the operation of removing rules from neural
networks is introduced. It is noted that artificial neural
networks (ANN) are well-known parallel computational
models that demonstrate excellent behavior in solving
complex problems of Al.

However, many researchers refuse to use them be-
cause they are like “black box”. This is especially true
for deep learning networks. This means that determining
why a neural network makes such a decision is a diffi-
cult task [21].

Based on this, for Al introduced the concept of ex-
plainable or intelligible Al [3, 18]. The operation of
removing the logical rules used in the neural network is
important. Table 1 shows the content of logical rules
used in the relevant models of neural networks, as well
as algorithms that ensure the implementation of the op-
eration of their extraction [20].

From the analysis of this table content, it could be
conclude that the following logical rules are applied in
neural networks:

— Binaryrule;

— Decision tree;

— Binary Decision tree;

— IF-THEN;

— M-of-N;

— M-of-N spilit;

— Hyperplane rule.

Table 1

The Content of Logical Rules

Algorithm Network Type Algorithm Type Extracted Rule Type
DIFACON- miner Standard MLP Decompositional | IF-THEN
CRED Standard MLP Decompositional | Decision tree
FERNN Standard MLP Decompositional | M-of-N. IF-THEN
KT Standard MLP Decompositional | IF-THEN
Tsukimoto's Algorithm Standard MLP and RNN | Decompositional | IF-THEN
TREPAN Standard MLP Pedagogical M-of-N spilit decision tree
HYPINV Standard MLP Pedagogical Hyperplane rule
BIO-RE Standard MLP Pedagogical Binary nil
KDRuleEX Standard MLP Pedagogical Decision tree
RXREN Standard MLP Pedagogical IF-THEN
ANN-DT Standard MLP Pedagogical Binary Decision tree
RX Standard MLP Eclectic IF-THEN
Kahramanliand Allahverdi's Aljorithm | Standard MLP Eclectic IF-THEN
DeepRED DNN Decompositional | IF-THEN
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As it can be seen, for artificial neural networks it is
talking about logical rules, which are elements of infer-
ence rules, but it is not about applying inference rules,
which are required attribute of logic models. It is this
circumstance that determines the need to develop the
concept of Al explainability.

From the above it is also valid to conclude that the
views of O. G. Ivakhnenko to methodology for con-
structing artificial neural networks, unfortunately, is not
taken into account in full, namely, the need to factorize
the search space and is not taken into account; for-
mation of heuristics in the form of inference rules.

2.3. Analysis of the main theoretical principles
of logical models

The logical model based on the formal system (1),
which is described in paragraph 1.1, begins to be devel-
oped with the formation of a basic elements set T. It is
noted that these elements have a different nature. Their
content is determined by a concrete subject area.

The next stage is the formation of syntactic rules P
by which the elements of T form syntactically correct
sets. In fact, these expressions characterize certain ele-
ments properties of the subject area and their relation-
ships. It is clear that the set of these rules is unique to
the particular elements set of the relevant subject area.

After that, the axioms A, which are the reference
expressions for this subject area, are selected from the
set of syntactic rules. It is clear that these reference ex-
pressions are in some way related. These connections
are disclosed using inference rules.

The question arises, what actually determines these
rules? According to national standards of Ukraine [22]
the rules of inference are defined as follows:

— inference is the process of obtaining the new
knowledge on the basis of previously known;

— logical inference is a sequence of reasoning
that leads from a fixed set of preconditions for the con-
clusion using axioms and inference rules;

— deductive inference is a logical inference based
on the use of the deduction principle — from general to
partial;

— inductive inference is a logical inference based
on the use of the induction principle — from partial to
general.

From the definition meaning of the “logical infer-
ence” concept, it follows that for the inductive and de-
ductive rules of inference it is necessary to form a fixed
set of preconditions. These preconditions are concepts
that in G. Hegel's dialectical logic are defined as “gen-
eral” and “concrete” concepts.

This raises two questions:

— what axiom(s) is used in these rules?

— what exactly is the content of the inference rule
(direction of transition)?

Before answering these questions, it should be pay
attention to the following logical rule of inference,
namely: abductive inference is a plausible inference
from partial (concrete) to partial (concrete). In this case,
the content of plausible inference is determined as fol-
lows: plausible inference is a method of inference, in
which each step is accompanied by the calculation of
the reliability assessment of the obtained conclu-
sion [23].

Let’s compare the content of this logical rule of in-
ference with the content of the ‘“heuristic self-
organization” concept according to [12], where the sys-
tem of heuristic self-organization is compared with a
“multilayer pie”, where heuristic self-selection of useful
information is several times interspersed with mathe-
matical data processing according to the scheme “heu-
ristics — processing — heuristics — processing...”.

In this system of heuristic self-selection, the logi-
cal rule of inference in the form of abductive inference
is realized according to which each step is accompanied
by calculation of reliability estimation of the received
conclusion in the form of transition from partial (con-
crete) to partial (concrete) concepts. After all, the data
that are distributed in the neural network are always
concrete (partial) in contrast to the general concepts that
are part of the deductive and inductive rules of infer-
ence. The content of abductive inference corresponds to
the content of the third heuristics of O. G. lvakhnenko —
the choice of integral actions and the scheme of their
implementation.

Let’s move on to answer the questions:

— what axiom is used in the rules of inductive and
deductive inference?

— what exactly is the content of the inference rule
(direction of transition)?

3. Analysis and comparing the inference
rules used in logical models based on formal
theory and fourth heuristics

3.1. Analysis of the inference rules

Based on the representation of G. Hegel's logical
method in the form of “general” — “special” — “con-
crete”, it is proposed to represent this relationship as a
mathematical relationship [23]:

“general” > “concrete”. (2)
In this expression, the sign = is a sign of the usual

relational relation of the unity of dialectically opposite
concepts and corresponds to the concept of “special” in
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the triple dialectical relation. The work [23] defines the
meaning of the sign that denotes this relationship: “sign
of dialectically opposite concepts unity, “> is a sign of
the usual relational relationship, by which the concept
of a single object or single factor of activity is combined
with the concept of class (set) of such objects or “gen-
eral” factors of its activity. In this case, the concept of
the objects class, or “general” factors of its activities, it
is understanding the knowledge of individual objects,
which in some way formed by mental semantic activity
as general concepts”. The sign provides a formal math-
ematical notation of a binary relational dialectical rela-
tion, missing in the algebra of relations.

Regarding the belonging of heuristics to the sub-
ject of mathematics O. G. lvakhnenko [24] notes that
self-organization should be associated with heuristics —
assumptions about the appropriateness of one or another
action. Heuristics are the decisions related to the con-
sumer's desires for the results of solving the problem,
with factors of his motivation. They do not belong to the
subject or to the competence of mathematics, and there-
fore, no improvement of the mathematical apparatus can
replace them or compare them with them in action.
Therefore, the accuracy of heuristic methods was in-
comparably higher than the accuracy of the most ad-
vanced and general mathematical methods that use con-
crete (deterministic) approaches.

However, for a certain fourth heuristic (unity of
dialectically opposite concepts “general” and “singu-
lar”), a formal mathematical description of the relation-
ship between the factors that reveal the essence of the
researched object of equation (2) is possible. That is, the
thesis that heuristics belong neither to the subject nor to
the competence of mathematics, and therefore, no im-
provement of the mathematical apparatus can replace
them, or be compared with them in action can be refuted
at least for the principle of heuristic dialectical self-
organization of the intellectual system in its “existence”.

It follows from the above that deductive and in-
ductive inference are practical demonstrations of the
dialectical unity law and concepts interdependence, on
the basis of which the fourth heuristic is formed. In ad-
dition, it could be concluded that the main inference rule
in logical models of knowledge based on formal theory
is actually the fourth heuristic, which is based on philo-
sophical foundation in the form of the basic law of phi-
losophy.

Unfortunately, the fourth heuristic does not answer
the question, how to apply these inference rules? After
all, these rules define the direction of transition between
concepts. It is clear that any reality is governed by the
passage of time. That is, there is a certain logic of tran-
sition between certain physical states. This logic of tran-
sition in time is demonstrated in the transitions between
concepts for relation (2). Based on this, it is proposed to

denote this form of transition between the concepts for
relation (2) by the following mathematical relations in
the form of ordinary relational operators of primacy:

“general” ® 2> “concrete”, 3)

“abstract concrete” * <C “general”. (4)

The dot denotes a concept that is primary in the
implementation of the logical inference rule by moving
between the concepts of the dialectical relationship
“general” 2> “singular”. The operators *>> and +<C are
additional to the dialectical unity operator and provide a
mathematical record of the operation “sequence in time”
of the dialectical relation realization (2).

It should also be noted that these relations are rep-
resentations of the well-known logical methods of G.
Hegel (3) and Karl Marx (4). This form corresponds to
the well-known triangular dialectical relation: “general”
> “special” > “concrete”. The study of this relation
was performed in [12], where it is shown that the con-
tent of the middle term of this triangular dialectical rela-
tion determines the form of combination (form of mo-
tion) for parts of the studied whole.

3.2. Comparison with known inference rules.
Definitions of concepts

Let's compare these inference rules with the known
inference rules according to [10]. Interestingly, this ap-
proach allows a formal representation in terms of set
theory of basic logical methods (rules) of inference,
namely:

deductive conclusion: “general” ® 2> “concrete”,
from general to concrete; (5)

inductive inference: “concrete” * <C “general”,
from concrete to general. (6)

Note that the abductive inference can be represent-
ed by a combined sign of unity:

“concrete” @ “concrete”, )

that is, from concrete to concrete.

In this form of inference, it is not defined which of
the concrete concepts is primary. Abductive inference is
not a consequence of relational operators of primacy. If
it will be applying this rule to the perceptron model, in
which, according to O. G. Ivakhnenko, specific opera-
tions (actions) are defined by the following concepts:

— heuristic self-selection of useful information;

— integral action;
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— threshold self-selection (mathematical data probabilistic inference: “set of preconditions”
processing), . > “conclusion, each statement” (15)

then mathematically the perceptron model using
abductive inference can be represented as follows:

heuristic self-selection of information «<C_>
integral action <> threshold self-selection. ~ (8)

Based on the introduced relational operators, it is
possible to present mathematical notation of other rules
and methods of logical inferences defined in [10]:

logical inference: “set of preconditions”
. :D‘ “axioms, inference rules”
. “conclusion”, 9)

monotonous inference: “set of preconditions”
. “axioms and inference rules”

. :D‘ “conclusion, the truth of the conclusion

does not decrease”, (10)

non-monotonic inference: “set of preconditions”
. :D “axioms and inference rules”

. :D “conclusion, the truth

of the conclusion decreases”, (1)

plausible inference: “set of preconditions”
e > “axioms and inference rules”

. :D‘ “conclusion, the truth of the conclusion
determined by the assessment calculation

of its reliability”, (12)
inference by analogy (variant of plausible
inference): “set of preconditions”
. > “analogies between subject
area structures” 2> “conclusion”.  (13)

The considered logical rules of inference (8) — (13)
are based on the fourth heuristic. In this case, the for-
mation of axioms sets and inference rules in (8) — (10),
as well as analogies between the structures of the sub-
jectareain (13).

The following inference rules of axioms and infer-
ence rules are not formed:

fuzzy inference: “set of preconditions”

. :D “conclusion, statement take the meaning
of “truth”, “lie”,

as well as intermediate values”, (14)

direct inference (strategy): “output preconditions”

. > “target conclusion”, (16)

reverse inference (strategy): “given conclusion”

. ( “output preconditions”. an

The inference rules (14) — (17) are also based on
the fourth heuristic.

Thus, all the rules of logical inference except ab-
ductive inference are based on the law of concepts dia-
lectical unity. No less important is the role of the second
basic law of philosophy, namely: the law of primacy. In
general, it is defined as the law of primacy determina-
tion for the concepts of “matter” and “consciousness”.
Materialists recognize matter as primary, and idealists,
on the contrary, recognize consciousness as primary.
Important for this study is the principle on the need to
establish a sequence in the time of concepts application
for their dialectical unity in form (2).

Therefore, it is possible to form the following def-
initions of “dialectics” and “logic”. Dialectics is the
principle of the opposite states unity for objects of liv-
ing and non-living nature, as well as concepts for the
processes of thinking and semantic activity.

Logic is the principle of the transition in time be-
tween the states of parts in the organized whole for ob-
jects of living and non-living nature, as well as between
concepts for the thinking processes and semantic activi-
ty. It should be noted that the dialectical relation in form
(2), which is the content of the fourth heuristic, has an
additional interesting property: the dialectical unity of
the concepts is defined as a measure [14]. A linear
measure is formed from the specified pair. Let's analyze
the definitions of “thinking”, “measure” and “intelli-
gence"” by also adding the concept of “dimension”:

Definition 1. A measure is the representation of a
thing in the form of the dialectical unity of the concepts
“general (qualitative definition) > single (quantitative
definition)”, namely: the general concept of the thing 2>
the concrete concept.

For example, the well-known G. Hegelian “fruit”
> “cherry” is an example of measuring the particular
thing in thinking through the dialectical unity of quanti-
tative (cherry) and qualitative (fruit).

Definition 2. Thinking is the ability to present
things in measure.

Definition 3. A dimension is a process of intellec-
tual activity that results in the formation of two dialecti-
cally related concepts about a thing or its properties.

Definition 4. Intelligence is the ability to realize
the process of measuring the things.
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Therefore, intelligent systems, both natural and ar-
tificial, must be able to “measure” things, as well as
their properties. It also follows that the concepts that
define knowledge about the subject area of intelligent
systems in the knowledge base should be presented in
measure. All considered methods of inference for mod-
els of knowledge representation form a single linear

measure (2): “general” x> “single”. The practical appli-
cation of this relation is linear measures in the form of
relations (3) and (4). They are generating for relations
(5), (6), (9) - (7).

Using the described models and rules, a
knowledge management model was developed for the
information security management system based on the
standards 1SO / IEC 15408, 1SO / IEC 18045 and multi-
share control structure [25, 26].

4. Explainability of artificial intelligence
in the context of logical and heuristic
models analysis

4.1. Principles of explainability of artificial
intelligence and the reasons for its limitations

The National Institute of Standards and Technolo-
gy (NIST) published in August the first draft of the Ex-
plainability of Artificial Intelligence (XAI) principles
list. The provisions of the document focus on the status
of intelligibility of artificial intelligence and define four
principles underlying in the base of intelligible artificial
intelligence [5].

1. Explanation. Al systems must provide the rea-
sons and circumstances on the basis of which certain
decisions were made. The principle of explanation
obliges the Al system to provide explanations in the
form of “evidence or justification of each result”. This
principle does not impose any additional requirements
on the quality of the explanation, but only requires that
the Al system be able to provide an explanation. The
standards of such explanations are governed by other
principles.

2. Meaningful. Artificial intelligence systems that
can be explained should provide explanations that are
understandable to individual users. The principle of
meaningful establishes that the recipient of the explana-
tion must be able to understand the explanation. The
document emphasizes that this principle is not intended
for universal application. Explanations should be tai-
lored to the audience at both the group and individual
levels.

3. Explanation accuracy. The explanation should
accurately reflect the essence of the processes imple-
mented by the artificial intelligence system to generate
results. The principle of explanation accuracy corre-

sponds to the principle of meaningful for regulating the
quality of explanations, assuming the accuracy of ex-
planations, but not the accuracy of decisions.

4. Knowledge limits. The system works only in
the conditions for which it was designed or when the
system achieves proper reliability in its results. The
principle of knowledge limits requires that the system
noted any cases for which it was designed. The purpose
of this principle is to prevent misleading the explana-
tions or conclusions from the system.

It follows from the above that the problem of ex-
plainability and trustworthiness of artificial intelligence
systems arises from ignorance of the actual laws of its
formation and operation. The question arises, what ex-
actly causes the opacity and incomprehensibility of arti-
ficial intelligence? Table 2 provides answers to the
questions for artificial and natural intelligence.

These four principles show that artificial intelli-
gence solutions must have the necessary transparency to
inspire confidence in their functioning and conclusions
of the system. Artificial intelligence, which can be ex-
plained or transparent artificial intelligence, is a system
in which people can easily understand the actions of
artificial intelligence. The concept of intelligent artifi-
cial intelligence can strengthen trust in technology, as
companies will have to explain how and why their arti-
ficial intelligence systems make certain decisions [24].

At the same time, artificial intelligence systems are
presented in two versions: on the basis of heuristic self-
organization systems according to O. G. Ivakhnenko
and the theory of artificial neural networks. In our opin-
ion, the following problems cause low explainability of
artificial intelligence:

— inconsistency of the artificial neuron model
with the actual processes occurring in the natural neu-
ron;

— the pattern of the human cerebral cortex activi-
ty does not correspond to the algorithms implemented in
the artificial neural network;

— the content of tasks assigned to artificial intel-
ligence systems does not correspond to the content of
tasks solved on the basis of natural intelligence.

From the content of these differences it is clear
that the level of artificial intelligence explanation de-
pends on the level of explanation and compliance of
artificial intelligence with natural intelligence. Table 3
analyzes the compliance of the studied logical and heu-
ristic models with the principles that characterize the
explainable artificial intelligence (XAl).

Therefore, the explainability of artificial intelli-
gence relates to the laws of structure and activity of arti-
ficial neural networks. But modern theories of artificial
neural networks partially ignore the existence of logical
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Table 2

The properties of systems that use artificial and natural intelligence

Problems that are solved

zation systems
for O. G. lvakhnenko
[12]

Neuron . . .
Types of models euro Regularities of activity with the use
model . .
of intelligence
Acrtificial neural net- | Summation There are no clearly defined logical rules. | Solving data mining prob-
work The operation of finding logical rules in lems. Pattern recognition,
existing models of neural networks is decision making support.
being implemented (see Table 1)
Heuristic self-organi- | Summation Heuristics: Solving data mining prob-

— heuristic self-selection of useful infor-
mation;

— integral action (summation of signals in
the neuron);

— threshold self-selection (mathematical
data processing).

lems. Pattern recognition,
decision making support,
management

Natural intelligence
according to
P. K. Anokhin [13]

Simultaneous
convergence
of four forms
of signals on
each of the
neurons

Central pattern of integrative activity of
the brain:
simultaneous convergence of four forms
of signals on neuron complexes the fifth
heuristic

Forming a project of the
future result of activity and
ensuring its implementa-
tion as part of a functional
system as an organized
whole

Logic models in ex-
pert systems [7, 8]

Formal theory (1), inference rules, logical
rules

Gaining new knowledge
based on axioms and infer-
ence rules

Table 3

Analysis of the compliance level of the studied logical and heuristic models with the principles
that characterize the explainable artificial intelligence (XAl)

The principles of the explainable artificial intelligence (XAl) Ability to ensure
Types of models _ _ Explanation | Knowledge compliance with
Explanation Meaningful accuracy limits the principles
Artificial neural Low Low Low Low Additional analy-
network sis of the applied
logical rules is
needed
Heuristic self- High High. High High Provided by a
organization sys- Pre-factorization accurate- preliminary defi-
tems for O. G. ly determines the purpose nition of the heu-
Ivakhnenko [12] of the system ristics content
Natural intelligence | High High. High Sufficient Provided by the
according to Designed to solve the fun- implementation
P. K. Anokhin [13] damental problem of the of the fourth and
existence and operation of fifth heuristics
an intelligent system
Logic models in High High. High High. Provided by the
expert systems Designed to solve the fun- Clearly implementation
[7, 8] damental problem of a defined of the inference
living system existence. logical rules in the form
Extraction of new rules of the fourth heu-
knowledge ristic
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(heuristics), the content of which is established by
O. G. lvakhnenko.

Thus, the artificial intelligence explainability re-
lates to the laws of structure and activity of artificial
neural networks. But modern theories of artificial neural
networks partially ignore the existence of logical rules
(heuristics), the content of which is established by O. G.
Ivakhnenko. After all, only knowing the rules on the
basis of which problems are solved, it is possible to ver-
ify the correctness of the decision, and not by searching
for such rules according to [24].

The problem of Al explainability should be con-
sidered as a cybernetic problem. Two cybernetic princi-
ples must be considered: controllability and observabil-
ity. Explainability includes observability, i.e. is the last
part of it. It is impossible to provide explainability with-
out observation. In turn, the explainability is part of
controllability, as it is impossible to control the structure
of Al without explainability.

4.2. Theory of machine identification
and determination of conditions
for Al explainability

It is important, in view of the problem of artificial
intelligence explainability, to compare it with the prob-
lems solved in the theory of diagnosis and identification
of digital finite state machines [27].

In fact, when analyzing the artificial intelligence
tools explainability as a digital system, there is an anal-
ogy in the formulation of problems, namely as:

— determining the presence and search for an
identifying sequence in the machine (the task of deter-
mining the state in which the machine is);

— search for the sequence of the machine installa-
tion in a given state;

— determination of the output sequences of the
automaton for an arbitrary state and input sequences.

These tasks have additional interpretations and are
significantly complicated in conditions where machine
failures are assumed. In this case, the identification
problems are further described by the model of the au-
tomaton defects and are formulated as follows:

— determining the presence and search for an
identifying sequence in the machine (the task of deter-
mining the state in which the machine is) for a given set
of defects;

— determining the presence of the search for the
sequence of the machine installation in a given state for
a given defect;

— determining the output sequences of the au-
tomaton for an arbitrary state and the input sequences
for a given set of defects;

— (additional task): determining the control and

diagnostic sequences of the machine for a given set of
defects.

Let’s formulate three hypotheses about the artifi-
cial intelligence explainability and the theory of au-
tomata identification, which can be further defined as
statements or theorems and strictly proved.

Hypothesis 1. The artificial intelligence system
can be represented by a finite state machine with
memory and described by sets of input X and output Z
signals (input and output alphabets), set of states Y,
time variable t, initial state Y(to), conversion functions
A {X@), Y®}=>Y(+1) and outputs A:  {X(t),
Y(@®)}2>Z().

Hypothesis 2. The problem of determining the ar-
tificial intelligence system explainability can be reduced
to a number of identifying the finite state machine with
memory problems.

Hypothesis 3. Necessary and sufficient conditions
for the artificial intelligence system explainability are
determined by the presence conditions of the corre-
sponding identifying sequences of the finite state ma-
chine with memory.

Another interesting intersection of the artificial in-
telligence systems explainability problem and the theory
of identification and diagnosis of machines is related to
models of fully and partially defined and completely
and partially correct digital machines [28]. This work
defines the concept of a specified fully defined and par-
tially correct automaton as having either fully predicta-
ble behavior, including known input sets or sequences
on which the automaton operates incorrectly (does not
correspond to the specified input-output transfor-
mations), or has unpredictable behavior on certain sets.

Different classes of automata in these works are
described by sets of relevant metrics, and, in our opin-
ion, their use can be useful for the practical assessment
of explainability and trustworthiness.

5. Conclusions

From the above analysis of the main theoretical
provisions of heuristic self-organization systems and
logical models, it follows that according to O. G. Ivakh-
nenko in systems of heuristic self-organization, the first
task is to determine the content of factors “that deter-
mine the essence of different images”. These are images
that characterize the objects of a particular subject area.
After determining the composition and content of these
images, the next problem is solved, namely, the problem
of “generating a new successful heuristic”’, which in
content is a solution that leads to increased accuracy. It
should be noted that it is talking about improving the
accuracy of solving the problem of data processing, and
heuristic self-organization systems are data processing
systems. In this case, the multiplicity of existence of
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heuristics is allowed. It also follows from the above that
heuristics in content correspond to the logical rules ap-
plied in heuristic self-organization systems.

The main provisions of the heuristic self-
organization systems theory were developed by
O. G. lvakhnenko in the eighties of the last century, but
they remain unnoticed to this day. At this time, the
problem is to explain why the neural network makes
such a decision and not another. Based on this, the con-
cept of “explainable artificial intelligence” was intro-
duced for artificial intelligence. It is clear that it is the
content of heuristics that form the structure of the neural
network in the form of logical rules, and determines the
logic of the decision made.

It is also important that the inference rule, which is
the basis for the construction of artificial neural net-
works, is an abductive rule, unfortunately, does not cor-
respond to the fourth heuristic, as well as the actual def-
inition of intelligence: intelligence is the ability to
measure things. Unfortunately, none of the neural net-
works can measure things.

It is also clear why artificial intelligence, which is
equivalent to natural intelligence, has not yet been cre-
ated. For example, pattern recognition implements an
abductive inference in the form of “concrete” “con-
crete”, from concrete to concrete. The concrete existing
image “single” is compared with the physically existing
also “single” image. This method of inference does not
involve the formation of the image “measure”. He cor-
relates the resulting image with the prototype.

Analysis of the basic inference rules content al-
lows to conclude that the dialectical method of inference
is general (generating) for the basic logical methods of
inference. The difference lies in the composition and
content of the middle member of the triangular relation-
ship, namely, in the form of relationship elements com-
bination: the transition from one concept to another. It is
the ambiguity in the definition of the concepts combin-
ing forms of “reference” and “conclusion” generates the
considered forms of inference according to [24]. All of
them are characterized by the concept — “transition”.
The proposed dialectical method implements a form of
combination “unity”, which generates “measure”. This
method corresponds to the law of dialectical unity in the
form of the of mutual penetration of opposites law [29].
That's right, mutual penetration and mutual conditionali-
ty of opposites are important. No struggle, no denial, the
combination itself, the unity of opposites. In our case, it
is their mutual combination. By the way, most im-
portantly, the tool of such combination is intelligence.

At the same time, the fifth heuristic is based on the
formation of a double measure of process and resource
factors. It corresponds to the central pattern of integra-
tive activity of the brain. The concept of “factor” is used
to form the fifth heuristic. This concept is decisive in

the formation of heuristic self-organization systems. It is
the formation of the composition and content of factors
that characterize the relevant subject area, and deter-
mines the level of compliance of knowledge models
with knowledge about the existence and activities of the
subject area objects. After all, only relations that are
formed between objects of living and non-living nature,
as well as between concepts in the processes of seman-
tic thinking, can be known. Explainability of artificial
intelligence refers to the laws of structure and activity of
artificial neural networks. But modern theories of artifi-
cial neural networks ignore the existence of logical rules
(heuristics), the content of which is established by
O. G. lvakhnenko. After all, only knowing the rules on
the basis of which problems are solved, it is possible to
check the correctness of the decision, and not by search-
ing for such rules. According to [24], the search for ap-
propriate logical rules in the structures of existing neural
networks. According to O. G. Ivakhnenko's primary
goal is to form heuristics, which form these logical
rules. If heuristics are formed in an explicit form, then
there is no point in looking for logical rules.

The three hypotheses about the explainability of
artificial intelligence and the theory of machine identifi-
cation can be further defined as statements or theorems
and strictly proved. A separate problem is the formal
definition and assessment of the trustworthiness of arti-
ficial intelligence systems.

Further consideration should be given to the possi-
bility of constructing the model of an artificial neuron
and an artificial neural network based on the central
pattern of integrative brain activity, as well as the con-
tent of logical models based on the fifth heuristic and
the possibility of their implementation in artificial intel-
ligence models.
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EBPUCTUYHA CAMOOPI'AHIBALIS ITPEACTABJIEHHSA
TA ®OPMYBAHHS 3HAHb: AHAJII3 B KOHTEKCTI ITIOACHIOBAHOI'O
HTYYHOI'O IHTEJEKTY

C. L Jouenko, B. C. Xapuenxo, O. 1. Mopo3oasa,
A. Pycuncwki, C. O. loyenko

3 aHai3y OCHOBHHUX TEOPETUYHUX IMOJIOKEHb CHCTEM eBpucTIIHOI camoopradizamii (CEC) Ta moridanx mozme-
neit ciigye, mo 3rigao O. I'. IBaxnenky B CEC mepiioro € 3a/1a4a BU3HAYEHHS 3MICTY (PaKTOPIB «IKi BU3HAYAIOTH
CYTHICTB pi3HUX 00pa3iB». MoBa fine mpo o0pa3u, SKi XapaKTepu3yloTh 00’ €KTH TIEBHOI peaMeTHoi obmacri. [Ticms
BHU3HAYCHHS CKJIaay Ta 3MICTY IIUX 00pa3iB BUPIIIYETHCS HACTYIIHA 3aj[ada, a caMme, 3ajada «TeHepyBaHHS HOBOI
BIIAJIOI €BPUCTUKM» KA 33 3MICTOM € PIICHHSM, IO MPU3BOAUTH IO MiIBUIICHHS ToUHOCTI. CITif 3ayBaskKuTH, IO
MOBa ¥ie Mpo I ABHUIIEHHS TOYHOCTI BUPIMIEHHS 3a1a4i 00pobieHHs nanux. 3 HaeneHoro ciinye, mo CEC e cuc-
TemMaMu 00poOku maHuX. [Ipm IPOMY IOIMyCKa€ThCs MHOKHHHICTD ICHYBaHHS €BPHCTHK. EBpHCTHKH 32 3MiCTOM
BiJIMOBiAIOTH JIOT1YHUM TIpaBUiiaM, ki 3actocoBytoThes Y CEC. OcHoBHI nonoxkenHs Teopii CEC Oymu po3pobieHi
O. I'. IBaxHEHKOM IIle Y BOCBMHUIIECATHX POKaX MHHYJIOTO CTONITTS ajieé BOHH 3aJIMIIAIOTHCS 103 yBAarok J0 bOr0
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yacy. Ha neii yac craBUTBHCs 3a7a4a MOSCHEHHsI, YOMYy HEHpOHHA Mepeka NMpHiMae came Take pillleHHs a He iHIe.
Buxonsguu 3 1poro, ISt IITYYHOTO IHTENEKTY BBEAECHO MOHATTS «IOSCHIOBAHWHN INTYYHHUH IHTEIEKT». 3pO3YyMIJIO,
110 caMe 3MICT €BPHCTHK, Ki (OPMYIOTh CTPYKTYpY HEHpPOHHOI Mepexi y GpopMi JIOTIYHNX MpaBwIL, i BU3HAYAE JIO-
TiKy pillleHHS, sSIKe NpHUHAMaeThcs. BCcTaHOBIEHO, IO MPaBWIOM BHBEACHHS, SKE IOKJIAAEHO Y OCHOBY IOOYIOBH
IITYYHAX HEHPOHHUX MEPEeX, € aOJyKTUBHE MPaBUIIO, SIKE, HA Kallb, HE Bi/NOBiJa€ YeTBEPTI €BPHUCTHUIII, a TAKOX
HE BiJINIOBiJ]a€ BU3HAYCHHIO IHTEIICKTY: 1HTEIIEKT — IIe 3I0HICTh peali3yBaTh Mmporec BUMipy pedi. Ha xaib, sxomHa
3 HEWPOHHUX MEPEX He 37aTHa BUMIPIOBATH pedi. 3 aHaNi3y 3MICTy OCHOBHMX IpaBHJI BHBEICHHS CIiIye, IO Jlia-
JIEKTUYHUH METOJI BUBE/ICHHS, € 3arajbHUM (IIOPOUKYBAJILHUM) JJIsl OCHOBHHX JIOTIYHUX METO/IB BHBONY. PizHuUIIS
MOJISITAE y CKJIAJIi Ta 3MICTI CEPeIHBOr0 WICHY TPHAPHOIO BiTHOIICHHS, a caMe, Y (opMi TIOETHAHHS IICMEHTIB BifI-
HOIIEHHS: MePEeXO0/Ii BiJl OJHOTO MOHATTS 10 iHIIOro. [T0sSCHIOBAaHICTh IITYYHOTO 1HTENEKTY CTOCYEThCS 3aKOHOMIp-
HocTell moOynoBY Ta (YHKI[IOHYBaHHS INTYYHUX HEHPOHHUX Mepex. OJHaK cydacHi Teopil ITYYHUX HEHpOHHHX
MepeX ITHOPYIOTh ICHYBaHHS JIOTIYHUX TpaBHi (EBPHCTHK), 3MICT sikMX BcTaHoBieHo O. I'. IBaxHeHkom. Amxe,
TIJIBKM 3HAIOYW TpaBHja, HA OCHOBI SIKMX BHUPIMIYIOTHCS 337adi, MOXKJIMBO IIEPEBIPUTH MPABUIILHICTE OTPUMAHOT'O
pillIeHHs, a HE NUIIXOM MOIIYKY Takux npasuil. CHOpMOBAHO TPH TIMOTE3M OO MOSCHIOBAHOCTI MITYYHOI'O 1HTE-
JIeKTy 1 Teopii ieHTrdikalii aBToMaTiB, SKi MOXKYTh OyTH BU3HAUYEHI SIK TBEP/PKEHHS 1 CTPOT'O JIOBEJICHI.

KirouoBi cjioBa: eBpucTHKA, caMOOpTaHi3allis; 3HAHHS, JIOTIYHE BUBCICHHS, MOSCHIOBAHUI IITYYHHUHA iHTE-
JIEKT.

IBPUCTHYECKASA CAMOOPI'AHU3AIUSA ITPEACTABJIEHUSA
A ®OPMUPOBAHUS 3HAHUI: AHAJIM3 B KOHTEKCTE OB bSICHUMOI'O
NCKYCCTBEHHOI'O UHTEJUIEKTA

C. U. J/louenxo, B. C. Xapuenko, O. H. Mopo3oasa,
A. Pycuncku, C. A. /loyenxo

W3 aHami3a OCHOBHBIX TEOPETHUECKUX MONOKEHHUI CHCTeM 3BpucTHUecKo# camoopranusaimu (COC) u moru-
YecKux Mojeneit cienyer, uto corinacHo A. I'. MBaxaenko B COC mepBoil 3aiadelt sBieTCS ONpeaesieHIe coaep-
*aHus (PaKTOPOB, «OMPEIEISIONMX CYIIHOCTh Pa3IMYHbIX 00pa3oB». Peub uuer 00 oOpasax, xapakTepU3yIOLIUX
OOBEKTHI ONpeeNieHHOl npeaMeTHoH obnacty. [locie onpenenenus cocraBa U COlep)KaHUs 3THX 00pa3oB pelaeT-
csl cilelyrolas 3ajada, a IMEHHO 3a/1a4ya «CHEPHPOBAHUS HOBOH yNauHOHN 3BPUCTUKI», KOTOpPas MO COAEPKAHUIO
SIBIISIETCS PEIICHUEM, IMPUBOASAIIMM K IOBBIIEHNUIO TOYHOCTH. CienyeT 3aMeTHTh, YTO pedb MJIET O MOBBIIICHUU
TOYHOCTH pellIeHHs 3a/1a4un 00paboTku nanHbix. M3 nmpusenennoro cienyer, uro COC sBISIOTCS cUCTeMaMu 00pa-
00TKH JaHHBIX. [Ipu 3TOM JOIyCKaeTcst MHO)KECTBEHHOCTh CYLIECTBOBAHHS 3BPUCTUK. DBPUCTUKHU 10 COEPIKaHUIO
COOTBETCTBYIOT JIOTHYECKUM MpaBuiaM, ipuMeHsieMbiM B COC. OCHOBHBIC TIOJIOKEHHUS TEOPUU CHCTEM SBPHCTHYE-
CKOH caMoopranuzanyu Obuth paspabotanbsl A. I'. VIBaxHEHKO ellie B BOCBMUAECATHIX I'0AaX MPOLUIOro CTOJETHS,
HO OHH OCTaroTcsi 0e3 BHHUMaHUS 0 CUX Iop. B HacTosee Bpems cTaBHTCA 3aiada OOBSCHEHUS, IT04eMy HeHpOH-
Hasl CeTh NPUHMMAET UMEHHO TaKOe pelleHue, a He Apyroe. Mcxons U3 3Toro, Ais UCKYCCTBEHHOI'O MHTEIUIEKTa
BBEJICHO MOHATHE «OOBSICHUMBIA HCKYCCTBEHHBIN MHTEIUIEKT». [IOHATHO, YTO MIMEHHO COIepXaHHe IBPHUCTUK, (Pop-
MUPYIOLIUX CTPYKTYPY HEHPOHHOH ceTH B (opMe JIOTHYECKUX MPaBWI, U ONpeaesseT JOTUKY NPHHUMAaeMOro pe-
LIEHHUsA. YCTaHOBJIEHO, YTO IPaBHJIOM BBIBOJA, TOJOKEHHBIM B OCHOBY ITOCTPOCHHS MCKYCCTBEHHBIX HEHPOHHBIX
cereil, siBiseTCsl a0AYKTUBHOE IPaBHIIO, KOTOPOE, K COKAJICHHUIO, HE COOTBETCTBYET YETBEPTOH 3BPHUCTUKE, & TAKKE
HE COOTBETCTBYET OMPENECICHUIO HHTEIJIEKTa: HHTEIUIEKT — 3TO CIIOCOOHOCTh Pean30BaTh MPOLECC N3MEPEHNUs Be-
. K coxaneHuio, HA OfHA W3 HEHPOHHBIX ceTeil He crocoOHa M3MEpSATh Bemu. M3 aHanm3a comepyKaHus OCHOB-
HBIX TIPaBWJI BBIBOJA CIEAYET, YTO ANATCKTHIECKUM METOZ BBIBOJA SIBISIETCS OOIMNM (TIOPOXKIAIONIMM) IJIsI OCHOB-
HBIX JIOTMYECKHX METOJI0B BbIBOJA. Pa3sHMIIa COCTOHMT B COCTaBe M COACPKAaHUU CPEAHErO wWieHa TPHAPHOTO OTHO-
LICHUS, a UIMEHHO, B (hOpMe cCoueTaHus 3JIEMEHTOB OTHOLICHHS: MEPeXoe OT OAHOTrO HMOHATHSA K Apyromy. O0bsc-
HUMOCTh MCKYCCTBEHHOT'O MHTEJIEKTa KacaeTcsl 3aKOHOMEPHOCTEH IOCTPOCHUS M JEATEIbHOCTH MCKYCCTBEHHBIX
HEHpOHHBIX ceTell. OmHAKO COBpEMEHHBIE TEOPHUH MCKYCCTBEHHBIX HEMPOHHBIX CETEl HTHOPHUPYIOT CYIIECTBOBAHHE
JIOTHYECKUX MPaBUII (3BPHUCTHK), COAEPKaHNE KOTOPBIX ycTaHOoBieHO A. I'. ViBaxHeHko. Benp, TONbKO 3Hasi paBy-
J1a, HA OCHOBE KOTOPBIX PEMIAIOTCS 3a/1a4M, BO3SMOXKHO MPOBEPUTH NPAaBIIBHOCTh MOTYYEHHOI'O PEIICHNUs, a HE IMy-
TEM TIoncKa Takux npasmil. CHopMHPOBaHbBI TPH TMITOTE3HI TI0 TIOBOAY OOBSICHUMOCTH NCKYCCTBEHHOT'O MHTEIJIEKTa
1 TEOPUHU HACHTH()UKAINN aBTOMATOB, KOTOPBIE MOTYT OBITh ONpPEENCHBI KaK YTBEPKACHHS U CTPOTO JOKA3aHBI.

KiroueBble cjI0Ba: 3BPUCTHKA; CAMOOPTAHU3AIINS, 3HAHHUE; JTOTHIECKAN BHIBO; OOBSICHUMBIA MCKYCCTBEHHBIH
WHTEIIEKT.
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