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DIAGNOSTIC SUPPORT OF AN INTELLIGENT TUTOR SYSTEM
FOR TEACHING SKILLS TO SOLVE ALGEBRAIC EQUATIONS

Although all advantages of a standard approach to teaching students new skills, we are increasingly faced
with problems such as the inability to pay an equal amount of attention to many students, to work through and
unambiguously highlight all possible problems and mistakes, to close knowledge gaps. Also, all these
difficulties are becoming even more urgent given the current state of affairs in the world and the global
transition to an online learning format. As a possible solution to the problem, one can consider the creation
of independent intelligent systems capable of taking on a part of the load of teachers and automatically
participating in the process of teaching students. The subject of research in this article is the process of
analyzing the steps for solving algebraic equations using the Lobachevsky-Graeffe-Dandelen method. The
goal is to model the process of solving algebraic equations and to identify all possible steps, difficulties and
problems in solving such problems. Objective: development of a system capable of monitoring the execution
of all necessary steps for a given solution, identifying and classifying possible student mistakes in the process
of mastering the skill and work them out. In the process of the task, the following results were obtained: one
possible solution for learning to solve an n-degree algebraic equation using the Lobachevsky-Greffe-
Dandelen method has been described. On the basis of the signal-parametric approach to diagnostics of faults
in dynamic systems the mathematical diagnostic models are created which allow detecting classes of errors
by comparing the results of Student's calculations and the results of system calculations. The features and
possible difficulties of application of the proposed diagnostic models are presented. An intelligent self-
contained tutor system was developed and integrated into the work at practical classes on "Theory of

Automatic Control" by 3rd year students of the National Aerospace University.
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Introduction

A key intellectual part of the computer tutor
system is one of the most significant and key points of a
computer-based learning system that incorporates the
experience, knowledge, and skill of teachers is the
diagnostic service. With the help of such a service, it is
possible not only to detect a student's error but also to
diagnose its cause, to determine for this student a
sequence of training adapted to him.

There are a lot of scientific works devoted to the
development of such diagnostic services for intellectual
tutor systems. We can distinguish the 2 largest groups:
some of them are based on a comparison of perturbed
and reference models [1 - 5], and the other group is
based on the Bayesian approach [6, 7].

At the moment, many possible implementations of
intelligent learning systems have been described. Such
implementations as ActiveMath, Ms. Lindquist,
Carnegie Learning's Cognitive Tutors, ALEKS [8]
include diagnostic functions and teach mathematical
problem-solving.

Diagnostic services in such systems are divided
into two levels: the first to analyze certain steps of the
student in solving a specific mathematical problem, the

second to analyze the general skills of the student.

But there are also opponents of diagnostic services
in learning systems. For example, in [9] the authors hold
the opinion that the diagnostic aspect is not needed at
all, since the educational process is divided into small
steps and instantaneous feedback is used to prevent
error accumulation. We do not support such an opinion
for the following reasons. First, the introduction of
intermediate results leads to additional costs of such a
valuable resource as time. Second, in certain cases there
are several correct orders of calculations [10] and it
does not seem possible to clearly define the
decomposition of the learning process. Third, even in a
small step, there is the possibility of making a serious
error, such as approximating 3.445 to 3.5 or to 4.

This study is justified for the following reasons.
There are virtually no descriptions of errors made by
students of educational institutions when solving
problems in practice. In the publications that have been
devoted to the diagnostic functions of an intellectual
teacher, descriptions of student errors are usually
limited to primitive  mathematical operations.
Mathematical tools for diagnosing errors are also poorly
covered at present.
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This paper describes one possible solution for
teaching skills for solving an n-power algebraic
equation using the Lobachevsky-Greffe-Dandelen
method. It is used in practical classes on "Automatic
Control Theory" by third-year students at the National
Aerospace University.

The Lobachevsky-Greffe-Dandelen method [11]
was chosen as the basis for solving the n-power
algebraic equation because of its relatively simple
calculation scheme and its importance for solving
stability problems due to the possibility to determine
both complex and real roots.

Problem definition

1. Analyze the students' written solutions of
algebraic equations of n power and, based on the results,
find and determine the class of the student's error.

2. Based on the signal-parametric approach to
fault diagnosis in dynamic systems [13] create
mathematical diagnostic models, whose main task will
be to identify classes of student errors by comparing the
final results of the student and the final results of the
system.

3. To develop intelligent tutor system for
Lobachevsky-Greffe-Dandelen method learning which
includes following main functions:

a) support student by guide which covered
theoretical questions appeared during Lobachevsky-
Greffe-Dandelen method learning;

b) task solution sequence control;

¢) student knowledge and skills step-by-step
diagnosis;

d) student knowledge and skills remediation by
feedback introducing.

Computer model description
of Lobachevsky-Greffe-Dandelen method

Let n, g be integer and positive numbers, h be
integer nonnegative number,

be{0,1,..., h), j €{0,1,..., n}, 1 €{1,..., n},
ke{l,..., g} v e{o-1, g}

Let us consider the two simplest cases, when
equation agx" + a;x"1+...+a, =0, which
coefficients are real numbers, has all real roots or only
one pair of complex roots.

Let's introduce an auxiliary function r_f(x,h) to
present by the rounding rules any real number x with a
floating decimal point to within h digits after the point:

rf(x,h) = (-1)t*(zg+2z, *1071 +
+7, ¥ 1072+.. . +z, * 1071) = 10P,

where z, €{0,1,...,9}, t €{1,2}, p is a integer number,
(zg > 0) & (Vbzy, = 0).

Let’s Ay =a. Then coefficients of reformed
equations can be calculated by formula

Ao ) = rf(A] ) +

j
+2 E 1(_1)SA(k—1,j—s) Ak-1,+s) ),
s=

where Ax-1=0,if(c<0) @ (c>n).

Condition of coefficients calculation interrupting
is

ViV ((Aw.j > 0) = (r_f (A, j), h) = r_f (A_1 5, h))).
Real roots calculation is performed by formula

28 A(gll) ,h),

X] = r_f( A(g_l_l)

at that vw(Aw,y >0) A (A(yv,-1y > 0). Sign of real root is
determined by substitution. At complex roots
calculation x; = a + if and xi11 = o — i at first

p=Ix1| = Ix1441,

p? = r_f(** |22 1) is computed,
Agl-1

where 3v (A(VJ) <0).

Then
1/a;
a=r_f(— E(a_ + X+ Xl Xt +xn>,h)
0

and

B = r_f(/p% — a%,h) are computed.
Experimental results

To determine what kind of problems students have
in solving algebraic equations, we experimented.

Thirty-seven  third-year  students  studying
Automated Control Systems took part in it. There were
20 different equations with three roots. Each equation
had either 3 real roots or 1 real and 2 complex roots.
Each student was asked to solve 1 equation. The
required calculation accuracy was 4 significant
positions.

To identify the maximum number of errors when
analyzing students' work, we continued to simulate
student calculations even after errors were detected.
Thus, we identified 105 different errors.

In terms of error causes, all errors can be divided
into two  classes:  procedural errors  and
misconceptions [2].



162

Radioelectronic and Computer Systems, 2021, no. 3(99)

ISSN 1814-4225 (print)
ISSN 2663-2012 (online)

Concerning to place of appearing all mistakes can
be divided into two classes: general (for example,
rounding mistakes, misspelling, and so on) and specific
for a concrete place (for example, lack of complex root
existence conditions knowledge)

Below discovered classes are presented ordered by
some mistakes that appeared in our experiment
(table 1).

Let’s uncover the essence of the presented classes.

The "Error in Calculating a Complex Root with an
Imaginary Part" class describes a situation where the
student forgets that the absolute value of the complex
root is the square directly calculated, and thus
substitutes instead of at f computing.

The "Failure to meet the Root Squared Ending
condition” class is associated with ignorance of the fact
that not all significant positions of positive coefficients
coincided with significant positions of the squared
coefficients obtained in the previous step.

“Misspelling” class includes such typical spelling
or input errors as single transcription (4 times), symbol
deletion (3 times), adjacent symbols transposition
(once), multiple transcriptions (once), and symbol
addition (once).

"Errors associated with calculating roots" are
calculating the 2g-th root instead of calculating the 2g-
th root (8 times) and calculating the roots of the
equation without calculating the radical (3 times).

The "Errors in calculating the product of doubled
coefficients" class includes errors such as losing one of
the multipliers (4 times), using the current upper
coefficient instead of the upper left (1 time), using the

current coefficients instead of the upper left (1 time),
using the current left coefficient instead of the upper left
(1 time), and using the initial coefficient (1 time).
"Rough calculations" cover rounding errors (5 times)
and ignorance of calculation accuracy requirements (3
times).

The class "lIgnorance of conditions for the
existence of complex roots" is associated with the
calculation of complex roots, when the condition of
existence (changing the sign of the coefficients in one of
the columns) is not satisfied.

Errors in the class "Inverted formula for
calculating roots" are caused by mirroring the initial
coefficient. The class "Incorrect calculation of
coefficients" means fourth-degree multiplication instead
of squaring (3 times).

“Incorrect coefficient exponentiation” class means
raising to the fourth power instead of squaring (3 times).

“Loss of a sign at calculation” is one of the most
common classes of mistakes [12].

“Redundant iteration” class describes the situation
when a student continues calculation when the condition
of interrupting is true.

“Mistakes at 29-th root calculation” class describes
situation when student calculates 28*1-th root (2 times).

“Displaced quotient calculation” class appeared
Ag3)
A1)

2 times at p? calculation when student took instead

A
of ~&2,

Ago)

“Mistakes at exponent calculation” class describes
situations when significand is correct but exponent isn’t.

Table 1
Classes of the mistakes

Class of the mistakes Number of mistakes %
Mistake at imaginary part complex root calculation 14 13.3
Non-compliance with the condition of root squaring end 12 11.4
Mistakes connected with root squaring misunderstanding 11 10.5
Misspelling 10 9.5
Mistakes at doubled coefficients product calculation 8 7.6
Rough calculations 8 7.6
Unrecognized mistakes 6 5.7
Inverted formula for roots calculation 6 5.7
Lack of complex root existence conditions knowledge 5 4.8
Loss of sign at calculations 5 4.8
Redundant iteration 5 4.8
Incorrect coefficient exponentiation 3 2.9
Mistakes at 29-th root calculation 2 19
Displaced quotient calculation 2 1.9
Mistakes at exponent calculation 2 1.9
Others 6 5.7
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“Others” class include such mistakes as incorrect
power dividing (12% = 102 (once)), P is calculating by
formula for p? (once), incorrect sign determining of real
root (once), incorrect sequence of operations
((-10)2 =-100 (once)), lack of main algebra theorem
knowledge (calculations only 2 roots instead of 3
(once)), taking 29-th root from one coefficient but not
from quotient (once).

As a result of the tests, we got the maximum
number of mistakes made by one student equal to 6 (3
times). For example, one student first raised to the
fourth power instead of squared, then made a typo when
writing one digit, then used the current value instead of
the upper left coefficient, then used an inverted formula,
then showed no understanding of the conditions of the
existence of the complex root, and finally made an error
when calculating the complex root by the imaginary
part.

Diagnostic models

Diagnostic model (DM) is a mathematical model
which connects mistake with its symptom and allows
solving of inverse problem [13, 14].

Let’s introduce table of symbols: X is a value
calculated by student, % is a reference value calculated
by tutor program,

m(r_f(x,h)) =zo +z; x 1071 +
+2z, * 10724... +z,, * 107"

and ex(r_f(x, h)) = p are two auxiliary functions.
Then DM for mistake detecting is

r_f(% h) # r_f(& h).

After mistake detecting we should identify its
cause. So we use DMs for class finding. For instance,
DM for finding “Mistake at imaginary part complex

root calculation” class is = r_f((y/p2 — a2,h)).
DM for finding ‘“Non-compliance with the
condition of root squaring end” class is

(Zo = 7o) A (Pg = Po) A (3s € {1,2,...,.h} Z; # Z).

DMs for “Mistakes connected with root squaring
misunderstanding” are defined as follows

- 28| A - 28 |A
g =1fC |2 h), p? =rf( |E,h)
Agl-n Agl-1)

describe 29-th root computing instead of 2%-th root
computing

A A
% = r_f(—22 h), p? = r_f(=2*2 p)
Agl-1) Agl-1)

are defined for situation when roots or p? are calculated
without computing of radical.

DMs for “Mistakes at doubled coefficients product
calculation” class are:

Ak, j) = rf(Af_qj +

j -~ —~ .
+ Z 1(—1)SA(k_1,j_s) A(k-1+s), h) —loosing of 2;
S=

Ak j) = I'_f(g%k—u) +

) —
+2 z (—=1)%Ak-1,-s) » h) — loosing of right
s=1
multiplier;

A(k,j) = r_f(Af_y ) +

j _— -~ -
+2 Z (—1)%Ak-1j-s) Ak—1,j+s), h) — using current
s=1
left coefficient instead of top left one.

DMs for “Rough calculations” class are defined
by two following models

(r_f(%,h) —r_f(& h) =
=—1x 10ex(r_f(f(,h))—h)/\('z\h+1 > 5)

serves for finding mistakes in rounding, where Z;,,, is a
stored reference (h+1) significant position. For instance,
rounding mistake was made when student rounds
1.4445 to 1.444.

DM for finding mistakes connected with ignorance
of computing accuracy requirements is defined as
follows

rf(xh) =rf(&h), 0<b<h.
Using 1.6 -10” instead of 1.631-107 can be seen as
an example of such mistake.

To find single transcription we use DM which
defined as

Ib(Z, # 7p) A (Vs € {0,1,...,h} — {b} Z5 = Z)).
Adjacent symbols transposition can be found by

using

I3s€1{0,1,.. . h —1}(Z; # Zg 1 ) A (Zs11 #Z) A
A(vwe{0,1,..,h} —{s,s+1}Z, = Z,).
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For finding all of “Misspelling” mistakes similar
strings detecting methods [16] can be used.

DM for “Inverted formula wusing for roots
calculation” class is

28 [R(p1_
% =+rf(C =22, h).
AgD)

DM for “Lack of complex root existence
conditions knowledge” class is defined as

(I(&) # 0) A (Vjvv(Aey, > 0)),

where I1(%X}) is an imaginary part of x; root.
We define “Redundant iteration” as

Vivs €{g-2,g-1}(Asp>0) =
= (r_f(A(g—i,j)v h) = I'_f(Az(g_z_]-),h))).

ex(r_f(T\(g,l),h))
* 108X(r_f(A(g'1_1),h))’ h)

| m(r_f(A gy, h))
 Im@fAgi_1),h))

1 =T

serves for finding of incorrect power dividing mistakes.

One of the possible scenarios of obtained DM
application is presented in fig. 1 by the example of
student’s coefficient A, j) calculation.

If the student made a mistake, the program will tell
the user that an error was made, analyze the error, and
suggest that the user try again. If the error is repeated,
the program will report the error again, analyze the error
and suggest repeating the steps. And only if the student
continues to make a mistake and reaches step i, the
program will give a diagnostic message about the error,
indicating its class.

This approach corresponds to the principle that the
student should first work on the mistakes without help.
Therefore, the diagnostic message with a hint about the
cause of the error is not given immediately, but instead
the student is given the opportunity to find and correct
the error - thus, to work on his skills independently and
to better understand the problem. The results of the error
analysis performed by the program at each step are
saved in the student's model for further training of the
system.

All of the diagnostic models considered were
created taking into account only one mistake made by a
student, although students sometimes make several
mistakes.

The arguments for this assumption are:

1. The probability of several mistakes is much
smaller than the probability of one mistake, because
per<per*per*...*per, where per is the probability of one
mistake.

Ji=0 |
.4{ Waiting for input X Check X @
A ~

VWhen: [i = 1] / Error!
Meed to be recount

When: [i == 1] / Error!
Final result?

When:[wrong]
diagnose, diagnosis

Checking the number

Waiting 1-i
EE—

Input

Ty
Checking 1-i Waiting n-i
»>
—

When:[comect]

When:[wrong] fi-=i+1
Diagnose

¥

of iterafions

ul

When:[i=2]/let's goin paris.
First pari?

When:[comect] /
Final result?

When:[correct] / n-th pari?

When:[wrong] /

diagnose, diagnosis Input

Y
“

Checking n-i Ji

Fig 1. Fragment of diagnostic models application scenario
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2. Even for not too complex formulas a huge
number of alternative solutions appear when taking into
account several errors, which complicates the
processing many times [10].

3. If the diagnosis cannot be determined, the
program will prompt the student to repeat the
calculations in steps [2] or to do the diagnosis in
conversation with the student [15].

Note that several diagnoses can be assumed, e.g.,
rounding from 1.3005 to 1.3 can be interpreted either as
a rounding error or ignorance of calculation accuracy
requirements. In this case, the diagnosis is stored in the
student's model as d1 @ d2 and can be determined more
accurately with additional questions to the student.

We have implemented in Delphi 6.0 the first
version of such an intelligent tutoring system,
screenshots of which are shown in fig. 2.

This system includes all the previously mentioned
diagnostic models. When the system detects students'
misunderstanding of the goal of the task, it returns them
to learning the theory.

The system is used in practical classes on "Theory
of automatic control” by third-year students of our
university. The following can be noted as a result of
using the system. Firstly, even backward and lazy
students are more motivated to work in the tutor system.
Secondly, each student correctly solves his problem
without the help of the teacher, which is especially
useful in the current environment of online work.

Conclusion

The development and implementation of

diagnostic services are some of the main problems in
the development of intelligent learning systems. The
main achievement of this work is, firstly, the results of
the study of student errors, and secondly, based on these
results, diagnostic models for determining classes of
student errors were proposed.

The plan is to implement the diagnostic models in
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1. TeopeTudecxu Lok habi-voR
warepuan N-1)urepauns | I [ I
™
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@ BO3NOR0 B A0TYCTIN 1B AYING OB

one of the interpreted languages and store these models
in a database. This approach will allow us to both
augment and modify the models without any significant
changes in the program code. In addition, the software
shell in automatic (self-learning mode) [1] will be able
to generate new diagnostic models, store them in the
selected database, and already based on this correctly
interpret them. For example, the part of the proposed
models that is related to the lack of operations can be
extracted from the reference model that we have
proposed. We are going to create models to analyze
such general skills as - learning ability, independent
work, attentiveness assessment, and others. The use of
dynamic Bayesian networks and analysis of student
queries using SQL can be considered as promising
research in this direction [16, 17].
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JIIATHOCTHUYHE 3ABE3NNEYEHHA IHTEJIEKTYAJIBHOI CHCTEMH PEIIETUTOPA
JIJII HABUAHHS HABUUYOK BUPIIIEHHS AJITEBPATYHUX PIBHSAAHD

A. Kynik, A. Yyxpaii, M. Yepnenxo, O. Jleujenko

HesBakarouu Ha BCi TUIOCH CTAHAAPTHOTO IMiXOY J0 HaBYaHHS CTY/ACHTIB HOBUM HaBHYKaM, MH BCE YacTille
CTHKA€EMOCS 3 NpOOJIeMaMH, TAKMMH SIK: HEMOJKJIMBICTh MPUALIMTH OAHAKOBY KUIBKICTh YBAard BEJHKIH KiJIbKOCTI
CTYICHTIB, OIIPAIIOBATH 1 OJHO3HAYHO BUAUTUTH BCI MOXIIUBI MIPOOJIEMH 1 TOMIJIKH, 3aKPUTH MPOTAIHHU B 3HAHHSIX
i T.0. Takox BCi I CKJIQJAHOCTI CTAalOTh MIe OUTHIN aKTyalbHHMH 3 OTJLIIYy HAa TOTOYHWHA cTaH cmpaB B CBiTi i
rmobanpHOI Tepexiy Ha OHJaWH (opMaT HaBYaHHSA. SIK MOXIMBHIA BapiaHT BHUPIOICHHS MPOOJIEMH MOXHA
PO3MIISIaTH CTBOPEHHSI CAaMOCTIMHUX IHTENIEKTYyaJbHUX CHCTEM, 3/1aTHHUX B3ATH Ha ce0¢ YacTUHY HaBaHTa)KCHHS
BHKJIJ1a4iB 1 B aBBTOMaTHYHOMY PEXHMi OpaTH y4acTb B IPOLECi HAaBUYAHHA CTyAeHTIB. [Ipeamerom ociipkeHHs B
wiil cTarTi € mpolec aHai3y KpOKiB Juls BUpilIEHHs anreOpaiyHuxX piBHAHB MerojoM JloGaueBchkoro-I'pedde-
Hanneni. MeToro € MOJIETIOBaHHS MIPOIIECY pilIeHHS anreOpaidHuX PiBHSIHD i BU3HAYEHHS BCiX MOMKJIMBHX KPOKIB,
CKJIAJTHOIIIB 1 MpO0JieM y BUPIIICHHI TaKWX 3aBAaHb. 3aBAAaHHS: PO3pOOKa CHUCTEMH, 37aTHOI MPOKOHTPOIIOBATH
BUKOHAHHS BCiX HEOOXiIHMX KPOKIB JUI JAQHOTO PIlIeHHS, BH3HAYMTH 1 KIacH(iKyBaTH MOJIHBI HOMMIKH
CTyJeHTa, B TPOLECi OBOJOAIHHSA HABUYKOIO 1 MpompaloBaT iX. B mpomeci 3aBmaHHs Oyiam OTprMaHI HACTYMHI
pe3yJbTaTu: Oyjo ONHCAHO OJHE 3 MOXIIMBHX DILICHb Ul HAaBYaHHS HAaBUYKaM BHPILICHHS N-CTATEYHOTO
anreOpaigHoro piBHAHHA MeTogoMm Jlo6adeBcekoro-I'pedde-/lanmeni. Ha ocHOBI cHUTrHaIBHO-TITApaMETPUIHOTO
MiAXOy IO JIarHOCTHUKU HECIIPABHOCTEH B AMHAMIYHUX CUCTEMaX CTBOPEHI MaTEMAaTHUYHI J[IarHOCTUYHI MOJIENI, SKi
JI03BOJISIFOTH BUSIBJSITH KJIaCH NMOMMWJIOK IUISIXOM IOPIBHSHHS PEe3yJbTaTiB PO3paxyHKIB CTY/AEHTA 1 pe3yJbTaTiB
po3paxyHKiB cucreMu. HaBeneHo 0OcCOONMBOCTI 1 MOXIMBI CKJIQJHOIII 3aCTOCYBAaHHsS —3alPONOHOBAHHUX
JiarHOCTUUHHUX Mojeneil. bynma po3pobnena iHTenekTyalbHa caMOCTiliHA CHCTEMa DENeTHTOPIB 1 iHTerpoBaHa B
poOOTY Ha NMPAaKTUYHUX 3aHATTAX 3 «Teopii aBTOMaTHYHOTO YNpaBIiHHSI» CTylaeHTaMH 3 Kypcy HamionanbHoro
AePOKOCMIYHOTO YHIBEPCHUTETY.

Ku1104oBi ci10Ba: iHTeNEKTyaIbHA CUCTEMA PENIETUTOPA; TIOMUJIKA CTYACHTA; TIarHOCTUYIHA MOJICTIb.
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JAATHOCTUYECKOE OBECHEYEHUE UHTEJUIEKTYAJIbHOM CUCTEMbI PEIETUTOPA
JJISI OBYYEHUSA HABBIKAM PEIHIEHUSA AJITEBPANYECKUX YPABHEHUU

A. Kynuk, A. Yyxpaii, M. Yepuenxo, A. Jlewjenxo

HecMoTps Ha Bce IUIFOCHI CTAHIAPTHOTO IOAXOAA K OOYYEHHIO CTYIEHTOB HOBBIM HaBBIKAM, MBI BCE dallle
CTAJKUBaeMCs C MPOOIeMaMH, TAKUMH KakK: HEBO3MOXHOCTh YICIUTh PaBHOE KOJIMYECTBO BHUMAHUS OOJIBIIOMY
KOJIMYECTBY CTYIICHTOB, MPOPabOTaTh U OJHO3HAYHO BBIICIUTH BCE BO3MOXHBIC NMPOOIEMBI M OMIMOKH, 3aKPHITH
mpoOensl B 3HAHHUAX M T.JI. TakkKe BCE 3TH CIOXHOCTH CTaHOBSTCS emé Oojee aKTyalbHBIMH yYUTBIBas TEKyIIee
MIOJIOXKCHNE BEIIeH B MHpE W TI00ambHOH Iepexoi Ha oHmaitH ¢opmaTr oOydueHms. Kak BO3MOXXHBIA BaphaHT
pemeHust mpo0IeMbl MOKHO pacCMaTpHBaTh CO3JIaHUE CAMOCTOSITENIFHBIX MHTEIUICKTYAIBHBIX CHCTEM, CHOCOOHBIX
B34Th Ha ce0s yacTh Harpy3Ku IIpenojaBaTeiell 1 B aBTOMaTHUYECKOM PEXUME Y4acTBOBaTh B Ipolecce o0ydeHus
crynenroB. IIpenMerom wuccienoBaHus B OSTOH CTaThe SBJSIETCS NPOIECC aHaAW3a IIaroB Ui pelIeHUS
anreOpandeckux ypaBHeHHH MeronoM JloGaueBckoro-I'pedde-annencna. Lleaplo sBisieTcss MOAEIMPOBaHHUE
npolecca pelieHust anreOpanyeckux ypaBHEHHH U ONpe/esieHne BCeX BO3MOJKHBIX IIaroB, CJI0XKHOCTEH U mpobiieM
B pCIICHWH TaKWX 33ja4. 3ajgava: pa3pabOTKa CHCTEMBI, CIIOCOOHOH IPOKOHTPOJIMPOBATH HCIIOJHEHHE BCEX
HEOOXOANMBIX IIaroB JUI JAHHOTO PEUICHUS, ONPEACINTh U KIACCH(UIIMPOBATh BO3ZMOXKHBIC OIINOKN CTYACHTA, B
Ipolecce OBJAJCBAHUS HABBIKOM M IIpopaboTaTh HX. B mpomecce 3amaum OBIIM MONYYEHBI CIEAYIOIINE
pe3yJIbTaThl: OBUIO ONMHCAHO OJHO M3 BO3MOXHBIX DPEIICHWH U1 OOYYEHHs HaBBIKAM PELICHHUS N-CTEINEHHOTO
anreOpandeckoro  ypaBHeHums:  MeTtomoM  JlobGaueBckoro-I'pedde-/lannenena. Ha  ocHOBe  cHrHanbHO-
MIapaMeTPUYECKOr0  IOAX0Ja K JAWarHOCTHKE HEHCIPaBHOCTEH B JUHAMHYECKHX CHCTEMaxX  CO3/aHbI
MaTeMaTHYeCKHe IUarHOCTUYECKHE MOJENU, KOTOpBIC IO3BOJITIOT OOHApY)XMBAaTh KJIACCHI OIMIMOOK ITyTeM
CpaBHEHUS pe3yibTaToB pacueroB CThIOJICHTAa W PE3YJIbTATOB pacyeToOB CHCTEMBbl. IIpuBeneHB OCOOEHHOCTH U
BO3MOXKHBIE  CJIO)XKHOCTHM HPUMEHEHHS NPEIJIOKEHHBIX JMAarHOCTHYEeCKUX Mojeneil. bbuia  paspaborana
HHTEJUIEKTyaJbHas CaMOCTOSATENbHAsI CUCTEMa PENEeTUTOPOB U MHTETPUPOBaHA B pabOTy Ha MPAKTUYECKUX 3aHATHUSIX
mo «Teopuum aBTOMATHYECKOTO YIpPaBICHUA» CTyA€HTaMH 3 Kypca HarmoHaJIbHOTO a3pOKOCMUYECKOTO
YHHUBEPCUTETA.

KaroueBble ci10Ba: MHTEIUIEKTyalIbHAS CHCTEMA PETIETUTOPA; OIIMOKA CTYACHTA; INarHOCTUIECKasi MOJEIIb.
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