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PRACTICAL ASPECTS OF OPERATING AND ANALYTICAL RELIABILITY
ASSESSMENT OF FPGA-BASED I&C SYSTEMS

Operating reliability assessment of instrumentation and control systems (1&Cs) is always one of the most im-
portant activities, especially for critical domains such as nuclear power plants (NPPs). It is an important
source of 1&C reliability information preferable to lab testing data because it provides information on I&C re-
liability under real use conditions. That is the reason that now it is a common practice for companies to have
an established process of collecting operating reliability data on a large variety of used components on regu-
lar basis, maintaining a database with failure information, total operation time, typical failure modes, etc. The
intensive use of complicated components like field-programmable gate arrays (FPGASs) in 1&C which appear
in upgrades and newly-built nuclear power plants makes the task to develop and validate advanced operating
reliability assessment methods that consider specific technology features very topical. Increased integration
densities make the reliability of integrated circuits the most crucial point in modern NPP 1&Cs. Moreover,
FPGAs differ in some significant ways from other integrated circuits: they are shipped as blanks and are very
dependent on the design configured into them. Furthermore, FPGA design could be changed during planned
NPP outage for different reasons. Considering all possible failure modes of FPGA-based NPP instrumentation
and control systems at the design stage is a quite challenging task. Therefore, operating reliability assessment
is one of the most preferable ways to perform a comprehensive analysis of FPGA-based NPP I&Cs. Based on
information in the literature and own experience, operational vs analytical reliability could be pretty far apart.
For that reason, analytical reliability assessment using reliability block diagrams (RBD), failure modes, effects
and diagnostics analysis (FMEDA), fault tree analysis (FTA), fault insertion testing (FIT), and other tech-
niques and their combinations are important to meet requirements for such systems. The paper summarizes our
experience in operating and analytical reliability assessment of FPGA based NPP I&Cs.

Keywords: reliability analysis; reliability block diagrams; failure modes, effects, and diagnostics analysis.

Introduction

For analytical reliability assessments Markov
chain models, Reliability block diagrams (RBD) and
Fault trees analysis (FTA) are typically used. Tradition-
ally, application of such methods has been rather
straightforward. However, with the implementation of
modern 1&Cs, there is no common practice on how to
use them. In addition, challenges of application of such
methods for complex systems like FPGA-based NPP
I&Cs lie in fact that assessments are based on assump-
tions the influence of which on the results may be un-
derestimated and not well understood.

Operating reliability assessment is used for verify-
ing and completing analytical assessment. We compare
results that were obtained by analytical calculations
with results obtained from operation and propose uni-
fied reliability assessment approach.

In FPGA-based systems, a high-level design is im-
plemented with the configurable logic blocks made
available by a given FPGA chip. In order to attain a
realistic model and satisfactory accuracy of the analysis,

we propose to represent FPGA-based system at this im-
plementation level.

There are a lot of reliability assessment techniques
during development and operation stages described by
standards MIL [1], IEEE [2], IEC [3] and industrial
guides [4]. These techniques can be combined to ana-
lyze reliability and evaluate quantitative indicators [5].
Particularities of reliability and safety assessment for
FPGA-based I&C are analyzed in [6].

Obijective of the paper is to summarize experience
on operating reliability analysis of FPGA based NPP
I&Cs. In Section 2 we provide overview of analytical
and operational reliability assessment methods used at
RPC Radiy. Sections 3 and 4 provide details on operat-
ing and analytical assessments respectively. The results
we obtained illustrate the proposed approach can assess
the reliability of the FPGA-based NPP 1&Cs reasonably.
It also allows performing verification of obtained results
by possibility of different methods usage.

In Section 5 we provide details on Failure Modes,
Effects and Diagnostics Analysis for FPGA-based 1&Cs
and discuss the importance of tool support for operating
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reliability assessment that obviously cannot be overem-
phasized.

Finally, in Sections 6 and 7 we provide an assess-
ment case study and conclusions including future re-
search directions.

1. Reliability Assessment of FPGA-based
NPP 1&C Systems: Approach

Reliability assessment activities are critical for
maintaining system and customers’ reliabilities during
operation of FPGA-based NPP I&C systems. Reliability
assessment typically covers both analytical and opera-
tional reliability assessment. RPC Radiy’s approach is
shown on Figure 1 (FMEDA — Failure Modes, Effects
and Diagnostics Analysis, RBD - Reliability Block Dia-
grams, CCFA - Common Cause Failure Analysis, FTA -
Fault Tree Analysis, HAZOP - Hazardous Operations).

Analytical Reliability Assessment
Markov
{CCFA}[ HAZOP }

Operational Reliability Assessment

Failure
information

Supply
database

Correcting of input Comparison Improving
data and reliability maintenance process
assessment and specification of

techniques reliability

Conclusion

L

Fig. 1. RPC Radiy’s reliability assessment flow

Results obtained by analytical and operational as-
sessments are being compared, and then conclusions are
made, providing feedback for possibility of improve-
ment of maintenance process (customer side) and relia-
bility assessment techniques (1&C system supplier side).

During reliability assessment a lot of reliability da-
ta is being processed. Figure 2 provides classification of
data sources, basic reliability data (obtained from field)

and derived reliability data (obtained after performed
calculations on basic data).

Thus, the approach is based on combining of the
different techniques and data to assess and prove trust-
worthiness of the assessment results.

2. Operating Reliability Assessment

Reliability data on supplied 1&C systems is col-
lected from RPC Radiy customers on regular basis, not
less than once in a quarter. Such information includes
failure data that is used to calculate operational reliabil-
ity and can be used for further improvements.

Figure 3 shows toolbox used at RPC Radiy during
operating reliability assessment.

Improve Reliability

Collect Data

Analyze

Fig. 3. RPC Radiy’s toolbox
for operating reliability assessment

During analysis stage the following actions are
performed:

—classification of source information by accepted
features (operating conditions, type of failed compo-
nents etc);

—identification of components that reduce the
product reliability;

—identification of failure causes;

—efficiency estimation of design-engineering and
(or) organizational measures;

—estimation of reliability indices and statistical da-
ta processing;

—data processing about usage of spare parts;

—comparison of obtained data with analytical re-
sults;

—analysis and classification of data about compo-
nents failures;

- Laboratory . . . Operating data
Data sources h
Expert opinion testing Published information collection
- Installation Operating || Failed part Repair Failure Failure
Basic data . A . . - cause effect
environment | | parameters || information | | information | | . . . ;
information | | information
Derived data Failure Failure Mean time Mean time Probability
rate probability | | between failures to repair distribution

Fig. 2. Reliability data
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—identification of possible violations from re-
quirements of maintenance documentation (human er-
rors);

—generation of recommendations on elaboration
for removal of detected defects and further improve-
ment of items reliability.

Supply database contains information on supplied
I&C systems, including information on beginning of
commercial operation of 1&C, manufacturing dates of
it’s parts, information on replacements etc. Figure 4
shows sample report from such database that provides
total operation time of NPP I1&C systems supplied by
RPC Radiy.

3. Analytical Reliability Assessment

As we mentioned in the introduction, there are
those areas and reliability assessment tasks that deal
with completely new systems or platforms and first-of-
its-kind equipment, for which no operating experience
exists or it’s not representative. For such cases analyti-
cal reliability assessment seems to be the only option.

Analytical reliability assessment includes:

—qualitative analysis (identification of failure
modes, effects, criticality etc.);

—quantitative analysis (obtaining quantitative reli-
ability indices by calculation);

—evaluation of analysis results.

The following methods are used: CCFA (Common
Cause Failure Analysis), FMEDA (Failure Modes,
Effects and Diagnostics Analysis), RBD (Reliability
Block Diagrams), MM (Markov models), FTA (Fault
Tree Analysis), HAZOP (Hazardous Operations).

Figure 5 provides classification of mentioned ana-
Iytical reliability assessment methods. Basing this clas-
sification different attributes of techniques are specified.

Analysis technique of system reliability (no-failure
operation) calculation basing on known reliability of its

elements was used. Series reliability block diagram was
constructed, i.e. failure of any element was considered
as failure of the whole system. All failures were consid-
ered as independent. Possible software failures were not
considered.

‘ MM ‘ FTA FMEDA‘ HAZOP RBD

[ \ —— 1 ]

‘ Quantitive H Qualitative H Combined ‘

[ I F— |

System
|-

Elements Universal

In
T i i
Inductive Deductive
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I I I
‘ Single ‘

[ [ [

‘ All stages ‘ Particular Stage

[ /1 |

No Modifications
modifications exist

‘ Combinations

ifecycle
Stage

Modifications ‘
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Fig. 5. Classification of analytical reliability
assessment methods

Probability of no-failure operation in case of series
reliability block diagram can be calculated as product of
probabilities of no-failure operation of its elements:

0= [P0, (1)

where p, — probability of no-failure operation ofk -th

element,
n -number of elements in system.
The relation between failure rate and probability of
no-failure operation is the following:

—j.l(t)dt
p(t,t)y=e° . (2

Ne 1&C Platform Operating time as of 2003|2004 | 2005 | 2006|2007 | 2008 | 2009 | 2010|2011 (2012|2013 |2014| 2015|2016 | 2017|2018 | 2019|2020
01.01.2020

1 |South-Ukraine NPP Unit #1 (3) Radiy 5266|14Y5M 08

2 |South-Ukraine NPP Unit #1 (2) Radiy 4932(13Y6M 07

3 |South-Ukraine NPP Unit #2 (2) Radiy 4628|12Y8 M 05

4 |South-Ukraine NPP Unit #1 (1) Radiy 4628(12Y8 M 05

5 |Kozloduy NPP Unit #6 (2) Radiy 4111[11Y3 M 09

6 | Kozloduy NPP Unit #5 (2) Radiy 3871[10Y7 M 05

7 |South-Ukraine NPP Unit #2 (3) Radiy 3779[10Y4 M 08

8 | Kozloduy NPP Unit #6 (1) Radiy 3719|10Y2M 10

9 |Kozloduy NPP Unit #6 (3) Radiy 3719/10Y2 M 10

10 Kozloduy NPP Unit #5 (1) Radiy 3493/19Y6M 06

11 Kozloduy NPP Unit #5 (3) Radiy 3493(9Y6 M 06

12 |South-Ukraine NPP Unit #2 (1) Radiy 3053|8Y4 M 08

13 |Rivne NPP Unit #1 (1) Radiy 2722|7Y5M 07

14 Rivne NPP Unit #1 (2) Radiy 2722|7Y5M 07

15 |Rivne NPP Unit #1 (3) Radiy 2722|7Y5M 07

16 Rivne NPP Unit #2 (1) Radiy 2596|7Y1M 11

17 |Rivne NPP Unit #2 (2) Radiy 2596|7Y1M 11

18 Rivne NPP Unit #2 (3) Radiy 2596|7Y1M 11

19 Rivne NPP Unit #3 (1) Radiy 762)12Y1M 11

20 Rivne NPP Unit #3 (1) RadICS 217|7 M 06

21 Rivne NPP Unit #3 (1) RadICS 19416 M 06

22 Rivne NPP Unit #3 (1) RadICS 19 12

Fig. 4. Total operation time of NPP I&C systems supplied by RPC Radiy
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Basing on formulas (1) and (2) the following
expression for failure rate can be obtained:

on (0= L1 0), ©

where A, — failure rate of k -th element,
n —number of elements in system.

4. Failure Modes, Effects
and Diagnostics Analysis

4.1. Standards

FMEA is a systematic way to identify and evaluate
the effects of different component failure modes, to
determine what could eliminate or reduce the chance of
failure, and to document the system in consideration.
FMEDA (Failure Mode Effect and Diagnostic Analysis)
is an extension of FMEA that combines standard FMEA
techniques with the extension to identify automatic
diagnostic techniques and the failure modes relevant to
safety instrumented system design.

It is a technique recommended to generate failure
rates for each important category (safe detected, safe
undetected, dangerous detected, dangerous undetected,
fail high, fail low, etc.) in the safety models. The format
for the FMEDA is an extension of the standard FMEA
format from MIL STD 1629A [1]. The FMEDAs are
consistent the FMEA guidance of IEEE Std 352-2016
[2], Sections 4.5.2 and 5.2.

The failure rate data used for the FMEDAS are
from the Electrical and Mechanical Component Relia-
bility Handbook [4], which was derived using over ten
billion unit operational hours of field failure data from
multiple sources and failure data from various data-
bases.

The rates were chosen in a way that is appropriate
for safety integrity level verification calculations. It is
expected that the actual number of field failures due to
random events will be less than the number predicted by
these failure rates. For hardware assessment according
to IEC 61508 [3], only random equipment failures are of
interest. It is assumed that the equipment has been
properly selected for the application and is adequately
commissioned such that early life failures may be ex-
cluded from the analysis.

4.2. FPGA Failures

The methods used to estimate the reliability of
RadICS (FPGA-based 1&C platform produced by RPC
Radiy) Modules that are installed in a rack are based on
the Electrical and Mechanical Component Reliability

Handbook instead of MIL HDBK 217F [10], which is
recommended in IEEE Std 352-2016 [2]. The Electrical
and Mechanical Component Reliability Handbook pro-
vides more current data for modern electronic hardware
than MIL HDBK 217F. The FMEDA for each RadICS
Module considered the different groups of components
that affected module functionality. The following
groupings were evaluated:

Common The portion of the RadICS Module that is
always used.

Input  The portion of the RadICS Module used
by one on-board input channel.
Output  The portion of the RadICS Module used
by one on-board output channel.
LVDS  The portion of the logic module provid-

ing communication to one input/output
module via low-voltage differential sig-
naling.
The following definitions for the failure of the de-
vice were considered in order to judge the failure behav-
ior of the RadICS Modules:

Fail-Safe State where all discrete outputs are de-

State energized.

Fail-Safe Failure that causes the device to go to
the defined fail-safe state without a
demand from the process. (abbrevia-
tion: S).

Fail-Safe Failure that is detected by automatic

Detected self-diagnostics, which causes the out-
put signal to go to the predefined fail-
safe state (i.e., output modules de-
energized). (abbreviation: SD).

Fail-Safe Failure that is safe and that is not diag-

Undetected nosed by automatic self-diagnostics.
(abbreviation: SU).

Fail Failure that does not respond to a de-

Dangerous  mand from the process (i.e., being una-
ble to go to the defined fail-safe state).

Analog Failure that deviates the measured in-

Input put value by more than 2 % of span and
leaves the value within active scale.

Fail Failure that is dangerous but is detected

Dangerous by automatic diagnostics.

Detected (abbreviation: DD).

Fail Failure that is dangerous and that is not

Dangerous  being diagnosed by automatic diagnos-

Undetected tics. (abbreviation: DU).

No Effect  Failure of a component that is part of

the safety function but that has no ef-
fect on the safety function. (abbrevia-
tion: NE) It is important to realize that
the No Effect failures are no longer
included in the Safe Undetected failure
category according to IEC 61508:2010.
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Annunciati  Failure that does not directly impact
on safety but does impact the ability to

Detected detect a future fault (e.g., a faultin a
diagnostic circuit) and that is detected
by internal diagnostics. A Fail Annun-
ciation Detected failure leads to a false
diagnostic alarm. This condition leads
to maintenance, and if the safety chan-
nel is not shut down (put into the safe
state) during this maintenance, the time
must be accounted for in any system
level reliability calculation. (abbrevia-
tion: AD).

Annuncia-  Failure that does not directly impact

tion safety but does impact the ability to

Undetected detect a future fault (e.g., a faultin a
diagnostic circuit) and that is not de-
tected by internal diagnostics. AU
failures are treated as No Effect fail-
ures for Safe Failure Fraction calcula-
tion. (abbreviation: AU).

Fail Failure that is dangerous and that is not

Dangerous  being diagnosed by either automatic

Undetected diagnostics or the periodic surveillance

after Sur- test. (abbreviation: DUaPT).

veillance

Test

The failure categories listed above expand on the
categories listed in IEC 61508:2010 [3], which are only
safe and dangerous, both detected and undetected.
Under IEC 61508:2010, the No Effect failures cannot
contribute to the failure rate of the safety function.

The Annunciation failures are provided for those
who wish to do reliability modeling more detailed than
required by IEC 61508:2010. It is assumed that the
probability model will correctly account for the Annun-
ciation failures; otherwise the Annunciation Undetected
failures have to be classified as Dangerous Undetected
failures according to IEC 61508:2010 (worst-case as-
sumption).

4.3. FPGA Failure Modes

FPGA-based systems are analyzed on different
implementation level. For example, in [7] failure taxon-
omy is provided for system level, division level, 1&C
unit level, 1&C module level, while in [8] failure modes
are provided for FPGA itself. In order to attain a realis-
tic model and satisfactory accuracy of the analysis, we
propose to represent FPGA-based system at the follow-
ing implementation level: configurable logic blocks
made available by a given FPGA chip.

The following failure modes could be considered:

—MUX select;

—Programmable Interconnect Points (PIP) short;

—PIP open;

—buffer off;

—buffer on;

—Lookup Table(LUT) value change;

—control bit change;

—user flip-flop;

—block random access memory (RAM);

—half-latches;

— power network.

4.4. Tool Support

Reliability assessment complexity necessitates de-
velopment of software tools that assist plant personnel
and vendor engineers to manage reliability assessment
activities and can provide solutions to various decision
making issues.

As was discussed in [9], the following is to be con-
sidered during selection of software package:

—types of data input (graphically, as a plain text, in
a matrix form etc);

—export (import) features;

—supported analysis methods;

—embedded feature of reports generation.

At RPC Radiy we use our own developed tool
called AXMEA (Figure 6). So far it supports only
FMEDA, but adding other methods and techniques to it
is in progress.

B AXMEA

=DNRsIl X

Fil= FMEDA Help

Components list | Failure effects & detectability | Report generation

Designator  Type Value Description

~ | Al ¥sen soixogrenx nograrodennid | 4 Items
v ) A2 Wcrounwku niatarma | 78 Items

(V) A3:Kowtpons nuranma | 81 Items

Comment

Failure rate  Parent unit More info

'- Ad: ¥sen FPGA | 156 Items

c1 Capacitor 100000 {(pF)  CO402C104K3RAC
c2 Capacitor 100000 (pF)  CO402C104K3RAC
Cc3 Capacitor 100000 (pF)  CO402C104K3RAC
Cc4 Capacitor 100000 (pF)  CO402C104K3RAC
C5 Capacitor 100000 (pF)  CO402C104K3RAC

File is loaded. Ready | Components count: 1489

KEMET
KEMET
KEMET
KEMET
KEMET

EREEEER

L

Fig. 6. AXMEA Tool
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For operational reliability assessment is a spread-
sheet-based tool is used (Figure 7). This tool summariz-

es data on all 1&Cs supplied by RPC Radiy, providing
information on system, module and component level.

s y LN
= PAEC ¥ASC L0}
18C =5 BAEC Pl NRIC:
Unit 1 Unit 2 Unit 3 Unit 4 Unit § Unit 6 Unit 1 Unit 2 Unit 3 Unit 4 Unit 1 Unit 2 Unit 1 Unit 2 Unit 3 Unit 5 Unit 6
. 1 c P3 P4 x4 x2 2 2
RTS(main)| &7 wre wrs ars s s A3T3 A3 A3N3 A3 a3ns et A3
. 34 32 33 34 35 35 3 P4 x1 x2 10v-1 ioy-2 10v.3
RTS(div) | a3ns A3TI3 A313 A3n13 A3M3 A3.013 A3T3 A3T3 A3 3 AZTI3 A3N13 A3 A3113
RTS (main) e =
I P P2
RTS (div) A3 () A3 ()
Y . - y P3 P4 X1 X2 10v-1 10v2
RPCLS | s Jr=rt st ot et APM- APM- APM- API- APM- APM-
Nuclear P P2 oY1 oy-2
Island ciopo| |cHapo cH3PO| | citapo!
Turbine P-2 P-3 oY1
\sland cHaTo| | cHaTo cHoTO
ESFAS-1 vena | | vema vont | | vord vian | | véea
[ P2 10v-1 1ov-2 K5 ks
ESFAS-2 ¥cp2 ¥CB2 ¥Cb-2 ¥Cb2 ¥cb2 ¥CB-2
[ P2 10v-1 10v-2 K5 K6
ESFAS-3 YCB-3 YCB-3 YCB-3 YC53 YCB-3 ¥CB-3
ACMS
RCS crviJ/
ICS
» .. | Contents | Number of Modules K-5 ¥YCB-1 K-5YCB-2 | K-5YCB-3 | K-6 YCB-1 K-6 ¥CBb-2 | K-6¥CB-3 | HOY-1YCB-1 HOY-1YCB-2 HOY-1YCB-3 (f0) b

Fig. 7. Spreadsheet for Operating Reliability Assessment

5. Case Study

As an example we take Speed Measuring Device,
which block diagram is shown on
Figure 8.

Speed Measuring Device includes the following
blocks:

—Variable Reluctance Speed Sensor (A0);

—DC/DC converters (AL, A7);

—Variable Reluctance Speed Sensor interface de-
vice (A2);

—optocouplers (A3, A5, A8);

—AC/DC converter (A4);

—logic solver (A6);

—output converters (A9);

—relay (A10).

Blocks A3 and A10 are used only to switch device
into testing mode and are not used during normal device
operation, therefore they are not taken into reliability
analysis.

Figure 9 shows reliability block diagram for Speed
Measuring Device. Since block A7 is identical to block
Al, and block A8 to A5, they are shown on reliability
block diagram as 2*Al and 2*A5 accordingly.

‘ A0 H 2*Al H A2 H 2*A3 ‘# A4 ‘# A6 H A9 ‘

Fig. 9. Reliability Block Diagram
of Speed Measuring Device

Al A7
Sensor Spare V V
d h S o ) sy
A2 A5 A8 A9
Sensor
>| = V Logic V V © 4-20mA
A
A0 Test A3 ALD
#
r ﬂ***ﬂﬁ Test Mode
#
Normal Mode #’ﬂ #’f Test Mode
A4
o3
e el e T

Fig. 8. Block Diagram of Speed Measuring Device
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Failure rates for blocks A1-A9 were obtained from
supplier documentation. For AQ failure rate MIL-217F
[10] was used. The failure rate for this component is
defined as:

Ay =hgm mom /10°, 4)
Table 1 provides values required for
calculation.
Table 1
Values for AO failure rate calculation
Parameter Value Comments
Assumed variable
inductor

6
Ao | 0.000050M10° |1y HDBK-217F [10],

Section 11.2)

Operation should
not exceed +150°C
Ths used +150°C
(MIL-HDBK-217F [10],
Section 11.2)

Commercial component
(MIL-HDBK-217F [10],
Section 11.2)

Assumed “Ground Fixed”
environment
(MIL-HDBK-217F [10],
Section 11.2)

Calculated failure rate of A0 is 3.15E-09.
Table 2 summarizes failures rates for all blocks.

Table 2
Failure rates
g
° 8 2 £
| S = c 2
Z -_— +— +— S oo
m S = = =
[a N 3 L‘E o)
o
VRS
1. | A0 | SEN- | 1 | 3.15E-09 M'LZ'TYDFBK'
SOR
recom-
2. | A1 | DC/DC | 2 | 2.23E-07 internation-
al.com
3 | a | AMPL 1 maximinte-
2.24E-08 grated.com
4. | A3 | OPTO 2 | 1.39E-07 | avagotech.com
recom-
5. | A4 | AC/DC | 1 | 2.78E-06 internation-
al.com
6. | A6 | FPGA 1 | 2.98E-07 intel.com
7. | A9 DAC 1 | 1.43E-09 analog.com

Failure rate of Speed Measuring Device is
3.82898 E-06, and mean time between failures is
261166 hours.

Conclusions

In this paper we have introduced approach to as-
sessment of FPGA-based NPP I&C systems which was
implemented by RPC Radiy during last ten years.
It is based on combining of the techniques of operation-
al and analytical calculation and assessment of the sys-
tems. The most interesting and important points of this
approach are renewing of the data for operational as-
sessment and possibilities of comparing results using
different techniques and different combinations of the
techniques chains.

The future steps will be dedicated to development
reliability assessment environment for NPP I&C sys-
tems using commercial off-the-shelf and RPC Radiy
tools.
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IMPAKTHUYHI ACHHEKTH OHEPA!IIﬁHOFO TA AHAJIITUYHOI'O OLIHIOBAHHS
HAJAIMHOCTI IYC HA IIJIIC

€. B. babewixo, B. C. Xapuenxo, K. II. J/leonmies, €. B. Pyukoe

OuiHoBaHHs eKcIuIyaTaliiHol HagiHHocTi iHGopMariiiHo-ypasissiounx cucreM (IVC) € ogHuMm 3 HaWOIIbII
BAXKIIUBUX HAIIPSAMKIB IiSTIHOCTI, 0OCOOJIMBO B KPUTHYHUX 00JIACTIX, TaKKMX sK aTroMHi enekrpocTtanmii (AEC). Bona
€ BXJIMBHUM JKepesioM iHdopmartii momo Haginocti IYC, kpamuyM, HiX JaHi, OTpUMMaHi 3a pe3yiabTaTaMu J1adbopa-
TOPHUX BHUIIPOOYBaHb, OCKIIBEKH Hajgae iHdopMariro npo HagiiHicTe [YC B peanbHHX yMOBaxX BUKOpHUCTaHHS. ToMy
y TETEePIIIHIA Yac I KOMIIaHi#i cTajo 3BUYaifHOI0 MPaKTHKOI BIIPOBAHKYBATH IIPOIEC 300py JaHUX 3 KCIUTyaTa-
LifiHOT HaIMHOCTI Ha BENMKIN KIIBKOCTI BUKOPUCTOBYBAaHMX KOMIIOHEHTIB HAa PETYJSPHIA OCHOBI, MiJATPUMYBATH
0a3y JaHux 3 iH(GOpMaILIi€ro PO BiIMOBH, CYMAapPHUM HAIPAIIOBAHHSM, THIIOBUMH BUIAMH BiJIMOB 1 T.I.

IuTeHCHBHE BUKOPHMCTAHHS CKIAJHMX KOMIIOHEHTIB, TaKMX SK IIPOrpaMOBaHi JIOTiYHI IHTErpajabHi CXEMH
(IJIIC) y momepHizoBanux i y HOBo30OymoBauux AEC, poOuTh nyKe aKTyalbHHAM 3aBIaHHS PO3POOIEHHS Ta 3a-
TBEPHKEHHS IEPEIOBUX METO/IB OLIHIOBAHHS €KCIUTyaTaIliiHOI HaJdiHOCTI, [0 BPaXOBYIOTh OCOOIMBOCTI KOHKpE-
THHMX TEXHOJOriH. BHCOKa HIIIBHICTE IHTErpalii MIPU3BOAUTE IO TOrO, 10 HAMIMHICTh IHTErpaIbHUX CXEM CTa€ HaM-
O11bI BakMBOO Xapakrepuctukor cydacHux 1YC AEC. Bigbm Toro, ITJIIC icToTHO BiApI3HSAIOTHCA Bif 1HIIMX
IHTErpaJIbHUX CXEM: BOHHU IIOCTABJISIOTHCS B BUIVISL 3aTOTOBOK 1 CHMJIBHO 3aJI€)KaTh BIJl CTBOPEHOI B HUX KOH(PIry-
patii. Kpim toro, xougirypaiis ITJIIC Moxke uepe3 3MIHIOBATHCS IIia Yac miaHoBoro BigkiaroueHHs AEC 3 pisHux
npuyuH. YpaxyBaHas Bcix MoxknuBux BiaMoB IYC Ha ITJIIC Ha erami npOeKTYBaHHS — JIOCTaTHHO CKJIAJHE 3aBJaH-
Hs. TaKuM YHHOM, OI[IHIOBAHHS EKCILTyaTalliHHOI HAJIHHOCTI € OJHKMM 3 HaHOLIbII 3aTpeOyBaHUX CIIOCOOIB IPOBE-
nenHs komiuiekcHoro aHanizy 1Y C nma ITJIIC. Anani3 miTepaTypHUX JpKepen 1 BIaCHUM JOCBi IOKa3alld, IO eKC-
IUIyaTamiiiHa HaaiiHICTh MOKE ICTOTHO BIJPIZHATHCS BiJ aHATITAYHOL. 3 i€l NPUYMHU aHAJITUYHE OLIIHIOBAHHS
HaJIHHOCTI 3 BUKOPHUCTaHHIM CTPYKTYpHHUX cxeM HaaiiHocTi (RBD), aHamizy BUAiIB, HACTIJKIB 1 TiarHOCTOBAHOCTI
BiamMoB (FMEDA), anamisy nepesa BinmoB (FTA), tectyBanns 3aciBom nedekri (FIT) Ta iHIIMX METOMIB 1 IX KOM-
OiHamii, € BAXKIIMBUM JUTS Bi/IMIOBITHOCTI BUMOTaM, IO MPe ABIISIOTHCA IO TAKUX CHUCTEM. Y JaHiil CTaTTi y3araib-
HEHO HaIll TOCBiJl aHali3y eKcruryartariitaoi HaxitHocTi [YC ma [IJIIC.

KurouoBi ciioBa: aHanmi3 HaIiifHOCTI; CTPYKTYpHI CXeMH HAIIHHOCTI; aHaJi3 BUIIB, HACTIAKIB Ta AiarHOCTOBA-
HOCTI BiJIMOB.
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INPAKTUYECKHUE ACHHEKTBI OIIEPAIIMOHHOI'O U AHAJIMTHYECKOI'O OHEHUBAHUA
HAJEXHOCTHU NYC HA IIJIMC

E. B. babewrko, B. C. Xapuenxo, K. II. /leonmues, E. B. Pyuxos

OrieHKa SKCIUTYaTalliOHHON HAACKHOCTH HH(OPMAITHOHHO-yIpaBistomux cucteM (MUY C) sBisercs oqHUM 13
HauOoJIee BaKHBIX HAIPABIICHUH JESITEITHPHOCTH, 0COOCHHO B KPUTHUYCCKIX O0JACTSAX, TAKUX KaK aTOMHBIC DIIEKTPO-
crarnuu (ADC). OHa SBJISETCS BaXKHBIM MCTOYHHUKOM HH(MopMarmu o HanexxHocTn MY C, Ooee mpearnouTUTe b-
HBIM, YeM JIaHHBIC, MMOJYYCHHBIC MO PE3YJbTaTaM JIAOOPATOPHBIX HCIBITAHUH, TIOCKOJIBKY MPEIOCTaBIsCT HHGOP-
Manuo o HajexkHocTH MUY C B peanbHBIX YCIOBHUSIX UCMONB30BaHMs. [lo3TOMY B HacToslee BpeMsl JUisl KOMIIaHUH
CTaJl0 OOBIYHOM MPAaKTHKOH BHEAPATH MpoIllece cOopa MAaHHBIX 00 SKCIUTYaTaIliOHHOW HAJC)KHOCTH Ha OOJBIIIOM
KOJIMYECTBE MCIOIB3YEMbBIX KOMIIOHCHTOB Ha PEryJISIpHON OCHOBE, IMOUICPKUBATh 0a3y NaHHBIX ¢ WH(popManueid oo
0TKa3aX, CyMMapHOH HapaOOTKOH, TUIIOBEIMH BUIAMHU OTKA30B H T.II.

MHTEHCUBHOE HCIIONB30BAHUE CIOXKHBIX KOMIIOHEHTOB, TaKHMX KaK MPOrpaMMUPYEMbI€ JIOTUYECKUE HHTE-
rpajibhbie cxeMbl (IIJIMC) B MogepHU3UPYEMBIX M BO BHOBb OCTpOeHHBIX ADC, nenaeT 0YeHb aKTyadbHOU 3a1aqy
pa3pabOTKU W BAJIMAANUHU TEPEIOBBIX METOMOB OICHKU ASKCIUTyaTAl[MOHHON HAJEKHOCTH, KOTOPBIC YYUTHIBAOT
0COOEHHOCTH KOHKPETHBIX TEXHOJOrHH. BBICOKAs IIOTHOCTh MHTETPAIMU MIPUBOIMUT K TOMY, YTO HAJIC)KHOCTh WH-
TErpaJIbHBIX CXEM CTAaHOBUTCS HaWOoJiee BaKHOU xapakrepucTrkor coBpemenHbix MY C ADC. bonee toro, [TUC
CYIIECTBEHHO OTIUYAIOTCS OT APYTUX UHTErPajbHBIX CXEM: OHU MOCTABJISIFOTCS B BUJI€ 3aTOTOBOK U CHJIBHO 3aBHUCAT
OT CO3J[aHHO B HUX KoH(urypanuu. Kpome toro, kondurypaiws [IJIMC MoxeT U3MEHITHCS BO BPeMs IIAHOBOT'O
orkimoueHnss ADC 1o pa3HbIM pUYMHAM. YueT Bcex Bo3MOXKHBIX 0Tka3oB MY C na [IJIMC Ha sTane mpoekThpoBa-
HUS - JOBOJBHO CJIOKHAs 3aaa4a. TakuM 00pa3oM, OIlEHKa SKCIUTYaTaI[MOHHON Hale)KHOCTU SIBIISCTCS OIHUM U3
HarboJIee MPEAMOYTUTEIILHBIX CIIOCO00B MPOBeACHU KoMIuiekcHoro ananusa MYC na [TJIMC. Ananu3 aurepatyp-
HBIX MCTOYHHMKOB U COOCTBCHHBIM OMBIT TIOKA3aJIH, YTO SKCIUTYaTaI[HOHHAS HAJCKHOCTh MOYKET CYIIECCTBEHHO OTJIH-
YaThCsl OT aHamuTHYecKOW. [lo ATol MpUurMHE aHaTUTHYECKasi OlleHKa HAJEKHOCTH C HCIOJIb30BAaHUEM CTPYKTYp-
HBIX cxeM HaaexkHoctd (RBD), ananusa BUAOB, MOCAEACTBHN U AuarHoctupyemoctn otka3oB (FMEDA), ananusa
nepea otka3oB (FTA), tecrupoBanus 3aceBoM nedekror (FIT) u apyrux MeTOmOB M MX KOMOHHAIIUH, SBISICTCS
Ba)KHBIM 11 COOTBETCTBHS TPEOOBAHUAM, MPEABSIBISCMBIM K TaKUM CHCTeMaM. B maHHOW cTaThe OOOOIIECH HaI
OTIBIT aHAJIN3a AKCIUTyaTannoHHoN HaxexxHoctd Y C Ha [TJIMC.

KnroueBble cjioBa: aHAaTU3 HAJEKHOCTH, CTPYKTYPHBIE CXEMBl HaJEXKHOCTH; aHAJINU3 BHUJOB, MOCIEIACTBUN U
JTUarHOCTUPYEMOCTH OTKa30B.
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