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INVESTIGATION OF THE EFFECT OF OBJECT SIZE ON ACCURACY
OF HUMAN LOCALISATION IN IMAGES ACQUIRED
FROM UNMANNED AERIAL VEHICLES

The use of unmanned aerial vehicles is gaining wide popularity in various areas of research and information
acquisition. More and more often, unmanned aerial vehicles are used to obtain various types of images of the
Earth’s surface for its study. In particular, such data can be used in law enforcement, localization of crowds,
etc. Typically, such systems operate independently of humans and provide information about objects in an
automatic mode, with humans working only under the control of the aircraft. One of the main components of
such systems is a neural network for localization and classification of objects, the parameters of which determine
both the accuracy of the system as a whole and the design of the aircraft for shooting. In particular, the accuracy
of the neural network determines the profitability of such a system, because if the accuracy is insufficient, the
use of such systems will not make sense. Therefore, the main subject of research in this paper is a neural network
for object localization, in particular YOLO v5, and its accuracy parameters on images obtained from unmanned
aerial vehicles. The main focus of this paper is on the parameters of the neural network and the study of its
metrics, which are important parameters of a trained neural network. Another important parameter for the
further use of a neural network is its training parameters, as well as the data used for training. This study also
pays attention to the details of the training process. The main goal of this study is to train a neural network on
a selected dataset and to study the accuracy metrics of the trained neural network. The main goal of this study
is to determine the dependence of localization accuracy on the area of the object, which will allow for more
detailed development of unmanned systems with automatic object detection, as well as to assess the profitability
of using such systems in task planning. On the basis of the data obtained, conclusions were drawn about the
dependence of localization accuracy on the area of an object in images from unmanned aerial vehicles. These
data can serve as a reference for unmanned aerial vehicle developers, particularly when selecting photo modules
or planning the system architecture.
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Introduction Systems for surveillance and localization of objects

using unmanned aerial vehicles have also become

e . widespread in law enforcement [8], search for
Motivation b [8]

missing [9] or dangerous objects. In particular, one of the

Object localization tasks in images of various types 22 of application of the above-described localization

are very common [1]. Many different neural network
architectures are used to localize and classify objects.
Also, such systems can work with different types of
images, such as infrared [2], optical [3], radar [4] and
sonar [5]. The most common are localization systems
using optical systems. Infrared systems are also often
used in localization tasks [6], for example, for video
surveillance in darkness.

The localization of objects in images acquired by
unmanned aerial vehicles (UAVs) is fairly new and is
gaining widespread use. Such systems allow exploring
the earth's surface without using direct access [7], which
makes it possible to map and study remote areas of the
earth's surface.

systems is the search and localization of people in UAV
images [10]. Just this important application is of our main
interest in this paper.

Many different architectures and objects can be
used to find people in images, but there is little
information on the accuracy of such networks for
localizing people. There are also few available studies of
trained neural networks that concern the accuracy of
localization depending on the size of an object. Such
information is quite important for real life systems, as it
allows selecting the parameters (e.g., angular resolution
and a carrier altitude) of the video module for an
unmanned aerial vehicle for the task. It is the study of the
accuracy of operation depending on the size of the object
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and the search for the minimum possible size of the
object for localization that is the main goal of this paper.

State-of-the-art

Analyzing current research on the topic of object
localization in images captured by unmanned aerial
vehicles, we can notice several trends in this
area [11, 12].

In particular, many works are related to the
localization and classification of vehicles (cars, buses,
trucks) in images, as well as their tracking [13]. These
systems are also widely used in tasks relating to military
equipment and homing. Many systems perform well
enough for vehicles that occupy hundreds or thousands
of pixels [14]. Meanwhile, humans are smaller objects.

There are also studies on remote sensing of the earth
using unmanned aerial vehicles. The systems can be
applied to the study of various types of objects, terrain,
etc. that may be difficult to access by ground.

Studies of the accuracy of localization of people
(humans) in images have been also carried out by several
researchers [10]. One of possible tasks was to carry out
counting of people in a given frame (image) [15]. The
system performed well enough but again the imaging
conditions were such that hundreds of pixels
corresponded to each human. The study of the
dependence of localization accuracy on the size of the
object has not been carried out.

These obstacles were the main motivation for
researching this area of application.

Objectives and the approach

The paper describes the entire process of training a
neural network for localization and classification of
people, from the choice of dataset to the study of
accuracy, using the YOLO v5 [16, 17] neural network.
The neural network implementation from ultralitics was
used for training, and their pipeline for training the neural
network was also used. A benchmark for studying the
accuracy of the model was developed using the pytroch
library [18].

The main focus is on the accuracy of the neural
model, in particular, on such metrics as intersection over
union (IOU) [19], precision and recall [20], as well as the
dependence of classification accuracy (model
confidence) on the size of the object. As a conclusion, we
present the statistics of the network, as well as possible
further ways to develop and improve the accuracy of the
neural network.

1. Selecting the dataset

The accuracy of a neural network directly depends
on the data set used to train the network. For each of the

tasks, you should use a data set that is most similar to the
data that will be used in the network.

To train a neural network, it is important to choose
a dataset that clearly and accurately labels objects. Also,
the dataset should allow training using different image
sizes, i.e., it should be of sufficiently high resolution.
These parameters are important when choosing a
dataset [21].

A high-resolution dataset [22] was chosen to train
the neural network for people localization and
classification, but the main training was performed using
full HD (1920*1080) image quality. The dataset consists
of 4095 images, including 3588 in the training set and
507 in the validation set. The training set contains 49075
objects of different sizes and positions. The statistics of
the distribution of object size for the full HD image size
is shown in Figure 1, with the yellow lines representing
the boundaries of the main number of objects. The
minimum object area in the images is 79 pixels, which is
0.003% of the image size. The maximum area of an
object is 301627 pixels, which is 14.5% of the image size.
70% of the object areas in the dataset are in the range
from 2*10? to 2*10*, which is from 0.0096% to 0.96%
of the image size. Also, the selected dataset is
characterized by different shooting positions relative to
the main object (a person), as well as different shooting
conditions and object density, examples of different data
in the dataset are shown in Figure 2.
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Fig. 1. Statistics of the distribution of the number
of objects versus the size of the object
in the training part of the dataset

The statistical characteristics of the test set are
slightly different from the training set. The minimum
area of an object is 514 pixels, which is 0.024% of the
total image area. The maximum area value in the test set
is 311040, which is 0.15% of the total image area. The
distribution of the number of objects as a function of their
area is shown in Figure 3.

The study on the dependence of the accuracy of
object localization and classification on the size of the
object was conducted using 10 videos from open sources.
Each video is characterized by different shooting
conditions according to the training dataset. The test set
also contains objects of different sizes, which is
necessary for the study.
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Fig. 2. Examples of images in the training dataset
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Fig. 3. Statistics of the distribution of the number
of objects versus the size of the object
in the test part of the dataset

2. Neural network training

The neural network was trained using the
architecture from ultralitics using the original
configurations for the YOLO v5s [16] neural network.
This model is optimal in terms of network size, inference
time, and prediction accuracy.

The dataset described in the previous section was
used for training, with a resolution of 1920*1080 pixels.
The input images were subjected to augmentation, which
creates a mosaic image, to obtain a higher accuracy of the
model by changing the environment and the size of
objects.

The training process used binary cross-entropy
(BCE) [23] with logit loss as a loss function that
combines the sigmoid layer and BCE loss in one class.
This loss function is used in classification tasks to
measure the accuracy of object classification. For
regression and box sorting, the intersection of union
(IoU) [19] is used and the resulting predictions are
employed to combine the target and predicted boxes. The

BCE loss for object localization accuracy is presented as
a function of the localization loss, a binary metric that
does not pay attention to class. The BCE loss for
classification is represented by the accuracy score for
predicting the object's category. Equation (1) shows the
original formula for measuring the binary cross-entropy
loss:

I, =Wp[y, logo(x,) +(1-y,) log-o(x, )], (1)

where y is the predicted classification vector,
x is the target classification vector.

The Adam [24] complex optimizer with a learning
rate of 0.01 was used as an optimizer. No weight decay
was used for the bias and normalization layers, and
weight decay with a value of 1x10-5 was used for the
batch normalization layers. The model was trained for
300 epochs, and each epoch was evaluated using metrics.
Figure 4 shows the dependence of the loss function for
object detection accuracy during network training, and
Figure 5 shows the dependence of the loss function for
classification on the epoch.
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Fig. 4. Dependence of the loss function
for localization on the epoch
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Fig. 5. Dependence of the loss function

for classification on the epoch

3. Analysis of the results

3.1. Neural network accuracy metrics

To analyze the resulting neural network for
localization and classification accuracy, we tested it on
the test dataset described in Section 1. To determine the
classification accuracy, we chose the precision and recall
metrics, which reflect the memorization (retraining) of
the neural network and its response. The calculation did
not use an accuracy threshold, so all objects identified by
the neural network were processed when calculating the
metrics.

The metrics are calculated [25] by counting the
number of true positive (TP), true negative (TN), false
positive (FP), and false negative (FN) blocks. The
precision metric is calculated using formula (2):

nc
D> TR
_ i=0
P=ro—— )
> TP, +FP,
i=0

where nc is the number of classes.
The recall metric is calculated as follows (3):

nc
> TR,
__ =0
nc
> TR +FN;
i=0

®)

where nc is the number of classes.
We also calculated the accuracy metric for the
neural network, which looks like this (4):

nc

D TR +TN;
Accuracy = — =0 , 4)
> TP, +FP, + TN; +FN;

i=0

where nc is the number of classes.

For the precision and recall metrics, we conducted
a study on the dependence of recognition accuracy on the
threshold set for object classification accuracy. The study
helped to determine the threshold wvalue that is
responsible for a fairly good localization accuracy and
filters out incorrect results. Figure 6 shows that the curves
intersect at 0.3, and the precision/recall ratio becomes
positive, so 0.3 can be considered the minimum
acceptable accuracy threshold for the resulting neural
network.

Taking into account the results of the metrics, we
also calculated the Mean Average Precision (mAP) [26]
metric, which reflects the accuracy of search and
classification. The metric is calculated using the
threshold value loU, changing which the number of
correctly found blocks is calculated. For the obtained
neural network, we calculated the values for the threshold
of 0.5 and 0.95.
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Fig. 6. Dependence of precision and recall
on the classification accuracy threshold

The results obtained from testing the neural network
are presented in Table 1. Taking into account the results,
the model accurately detects most of the objects in the
images, we can say that about 79% of the objects were
found by the network correctly. Also, taking into account
the average loU and mAP values, we can conclude that
the network localizes objects with an average of 57%
similarity to the original markup. Also, when the loU
threshold is raised, the number of correctly found objects
drops significantly.

Table 1
Metrics results for the obtained neural network
Metric Value
Precision 0.872
Recall 0.79
mAP 0.5 0.827
mAP 0.95 0.357
Accuracy 0.861
mean 10U 0.57
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3.2. Studying the dependence of accuracy
on the size of the object

Given the results obtained to determine the
accuracy of the model in the previous subsection, we can
assume that the resulting neural network is accurate
enough to localize people. Therefore, in this section, we
study the dependence between the size of the object and
the accuracy of its detection.

The study used a set of videos obtained from open
resources. Each video has a different location, number of
objects, camera position relative to them, and different
shooting heights. For each of the videos, the model was
inferred, and the results below a given threshold, which
was defined in subsection 3.1, were eliminated. Figure 7
shows examples of images with marked objects.
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Fig. 7. Examples of object localization in a images

For the results obtained, we collected statistics on
classification accuracy and object area. Using these data,
we plotted the graph of classification accuracy versus the
area of objects, which is shown in Figure 8. The results
are as follows:

- when the size of the object is up to 100 pixels, the
maximum classification accuracy is no more than 0.45;

- when the object size is up to 150 pixels, the
maximum classification accuracy is 0.6;

- if the area of the object is more than 150 pixels,
the classification accuracy is on average larger than 0.6.

The dependence graph also shows that even with a
large object size, the classification accuracy can be low.
The research has revealed that this is due to various
reasons, such as illumination, human pose, and shooting
angle.
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Fig. 8. Dependency of classification accuracy
versus object size

Conclusions

By examining the resulting neural network for the
dependence of localization accuracy on the area of the
object, the following results were obtained:

- when the object area is less than 100 pixels, we
have a rather low localization accuracy;

- with an area of up to 150 pixels, we get a
medium accuracy that does not guarantee the presence of
the desired object in the detected area;

- with an area of more than 150 pixels, we get a
classification localization of larger than 60%, which isan
acceptable minimum.

Also, the metrics of object localization and
classification obtained in the process using the trained
neural network are quite high and indicate that the model
was correctly selected and trained.

The data obtained can be useful in further studies of
localization and classification of people, as well as other
types of objects. This data may also be useful for
designing unmanned aerial vehicles, including their
photo (video) modules and flight altitude planning.

Contributions of authors: conception — Vladimir
Lukin, Reostyslav Tsekhmystro; methodology -
Vladimir Lukin, Rostyslav Tsekhmystro, problem
formulation — Vladimir Lukin; analysis — Rostyslav
Tsekhmystro; model development — Reostyslav
Tsekhmystro; software — Reostyslav Tsekhmystro;
validation — Vladimir Lukin, Oleksii Rubel; analysis of
results — Rostyslav Tsekhmystro, Oleksii Rubel,
Vladimir  Lukin; visualization -  Rostyslav
Tsekhmystro; writing — Rostyslav Tsekhmystro;
revision and editing — Oleksii Rubel, Vladimir Lukin.



88

ABIAIIIMHO-KOCMIYHA TEXHIKA I TEXHOJIOT IS, 2024, Ne 2(194)

ISSN 1814-4225 (print)
ISSN 2663-2012 (online)

Conflict of interest
The authors declare that they have no conflict of
interest in relation to this research, whether financial,
personal, authorship, or otherwise, that could affect the
research and its results presented in this paper.

Financing
The study was conducted without financial support.

Data availability
The manuscript contains no associated data.

Use of Artificial Intelligence
The authors confirm that they did not use artificial
intelligence technologies when creating the current work.

All authors have read and agreed to the published
version of this manuscript.

References

1. Tang, G., Ni, J,, Zhao, Y., Gu, Y. & Cao W. A
Survey of Object Detection for UAVs Based on Deep
Learning. Remote Sensing, 2024, vol. 16, no. 1, article
no. 149. DOI: 10.3390/rs16010149.

2. Zhao, M., Li, W., Li, L., Hu, J., Ma, P., & Tao,
R. Single-Frame Infrared Small-Target Detection: A
survey. IEEE Geoscience and Remote Sensing Magazine,

2022, wvol. 10, no. 2, pp. 87-119. DOL:
10.1109/MGRS.2022.3145502.
3. Bondzuli¢, B., Stojanovi¢, N., Lukin, V.

Stankevich, S. A., Bujakovi¢, D., & Kryvenko, S. Target
acquisition performance in the presence of JPEG image
compression. Defense  Technology, 2023. DOI:
10.1016/j.dt.2023.12.006.

4. Wang, L., Tang, J., & Liao, Q. A Study on
Radar Target Detection Based on Deep Neural Networks.
IEEE Sensors Letters, 2019, vol. 3, no. 3, article no.
7000504. DOI: 10.1109/LSENS.2019.2896072.

5. Yu, S. Sonar Image Target Detection Based on
Deep Learning. Mathematical Problems in Engineering,
2022, wvol. 2022, article no. 5294151. DOI:
10.1155/2022/5294151.

6. Bustos, N., Mashhadi, M., Lai-Yuen, S. K,
Sarkar, S. & Das, T. K. A systematic literature review on
object detection using near infrared and thermal images.
Neurocomputing, 2022, vol. 560, article no. 126804.
DOI: 10.1016/j.neucom.2023.126804.

7. Zhang, Z., & Zhu, L. A Review on Unmanned
Aerial Vehicle Remote Sensing: Platforms, Sensors,
Data Processing Methods, and Applications. Drones,
2023, wvol. 7, no. 6, article no. 398. DOI:
10.3390/drones7060398.

8. Wilkowski, A., Kasprzak, W., & Stefaniczyk M.
Object detection in the police surveillance scenario. 2019

Federated Conference on Computer Science and
Information Systems (FedCSIS), 2019, pp. 363-372.
DOI: 10.15439/2019F291.

9. Alsamhi, S. H., Shvetsov, A. V., Kumar, S.,
Shvetsova, S. V., Alhartomi, M. A., Hawbani, A., Rajput,
N. S., Srivastava, S., Saif, A., & Nyangaresi, V. O. UAV
Computing-Assisted Search and Rescue Mission
Framework for Disaster and Harsh Environment
Mitigation. Drones, 2022, vol. 6, no. 7, article no. 154.
DOI: 10.3390/drones6070154.

10.Liu, C., & Sziranyi, T. Real-Time Human
Detection and Gesture Recognition for On-Board UAV
Rescue. Sensors, 2021, vol. 21, no. 6, article no. 2180.
DOI: 10.3390/521062180.

11. Cao, Z., Kooistra, L., Wang, W., Guo, L., &
Valente, J. Real-Time Object Detection Based on UAV
Remote Sensing: A Systematic Literature Review.
Drones, 2023, no. 7, article no. 620. DOI:
10.3390/drones7100620.

12. Aposporis, P. Object Detection Methods for
Improving  UAV Autonomy and Remote Sensing
Applications. 2020 IEEE/ACM International Conference
on Advances in Social Networks Analysis and Mining
(ASONAM), 2020, pp. 845-853. DOl:
10.1109/ASONAM49781.2020.9381377.

13. Tsekhmystro, R., Rubel, O., & Lukin, V. Study
of methods for searching and localizing objects in images
from aircraft using convolutional neural networks.
Radioelectronic and Computer Systems, 2024, no. 1, pp
87-98. DOI: 10.32620/reks.2024.1.08.

14. Bosquet, B., Mucientes, M., & Brea, V. M.
STDnet: Exploiting high resolution feature maps for
small object detection. Engineering Applications of
Artificial Intelligence, 2020, vol. 91, article no. 103615.
DOI: 10.1016/j.engappai.2020.103615.

15. Inacio, A. D., Ramos, R. H., & Lopes, H. S.
Deep Learning for People Counting in Videos by Age
and Gender. Anais do 15. Congresso Brasileiro de
Inteligéncia Computacional, 2021. DOl:
10.21528/CBIC2021-53.

16. Jocher, G. YOLOv5 SOTA Realtime Instance
Segmentation. Available at: https://zenodo.org/records/
7347926 (accessed 04.02.2024).

17. Zaidi, S. S. A, Ansari, M. S., Aslam, A,
Kanwal, N., Asghar, M., & Lee, B. A survey of modern
deep learning based object detection models. Digital
Signal Processing, 2022, vol. 16, article no. 103514.
DOI: 10.1016/j.dsp.2022.103514.

18. Paszke, A., Gross, S., Massa, M., Lerer, A,

Bradbury, J., Chanan, G. Killeen, T., Lin, Z,
Gimelshein, N., Antiga, L., Desmaison, A., Kopf, A.,
Yang, E., DeVito, Z., Raison, M., Tejani, A,

Chilamkurthy, S., Steiner, B., Fang, L., Bai, J., &
Chintala, S. PyTorch: An Imperative Style, High-



Inghopmauinni mexnonocii

89

Performance Deep Learning Library. ArXiv, 2019. DOI:
10.48550/arXiv.1912.01703.

19. Rezatofighi, H., Tsoi, N., Gwak, J., Sadeghian,
A., Reid, I., & Savarese, S. Generalized Intersection Over
Union: A Metric and a Loss for Bounding Box
Regression. 2019 IEEE/CVF Conference on Computer
Vision and Pattern Recognition (CVPR), 2019, pp. 658-
666. DOI: 10.48550/arXiv.1902.09630.

20. Ting, K. M. Precision and Recall. Encyclopedia
of Machine Learning, 2010. 781 p. DOI: 10.1007/978-0-
387-30164-8_652.

21. Salari, A., Djavadifar, A., Liu, X., & Najjaran,
H. Object recognition datasets and challenges: A review.
Neurocomputing, 2022, vol. 495, pp. 129-152. DOI:
10.1016/j.neucom.2022.01.022.

23.Ruby, U., Theerthagiri, P., Jacob, J., &
Vamsidhar, Y. Binary cross entropy with deep learning
technique for Image classification. International Journal

of Advanced Trends in Computer Science and
Engineering, 2020, vol. 9, no. 4, pp. 5393-5397. DOI:
10.30534/ijatcse/2020/

175942020

24.Kingma, D. P., & Ba, J. Adam: A Method for
Stochastic Optimization. International Conference on
Learning Representations, 2014. DOl:
10.48550/arXiv.1412.6980.

25. Padilla, R., Wesley L. P., Thadeu L. B. D,
Sergio L. N., & Eduardo A. B. da Silva. A Comparative
Analysis of Object Detection Metrics with a Companion
Open-Source Toolkit. Electronics, 2021, vol. 10, no. 3,

article no. 279. DOI: 10.3390/electronics10030279.

26. Beitzel, S. M., Jensen, E. C., & Frieder, O.
MAP. Encyclopedia of Database Systems, 2009, pp.
1691-1692. DOI: 10.1007/978-0-387-39940-9 492,

22.Lai, K. T. NTUT 4K Drone Photo Dataset.
Available at: https://datasetninja.com/ntut-4k-drone-
photo (accessed 20.02.2024).

Haoitiwna 0o peoaxyii 20.02.2024, npuiinama oo onyonikysanns 15.04.2024

JTOCJIJI)KEHHS BILIUBY PO3MIPY OB’€KTA HA TOYHICTb JOKAJIIBALII JIIOAUHUA
HA 30BPA’KEHHSAX BE3INIVIOTHUX JIITAJIBHUX AITAPATIB

P. B. Ilexmucmpo, O. C. Pyoens, B. B. JIykin

BukopucranHs 0e3MiIOTHHX JIITaIbHUX anapaTiB Habupae HIMPOKOI MOMYJISIPHOCTI B Pi3HUX cepax A0CiiHKEHb
Ta orpuMaHHs iH(popmarii. Jlenani wacrime OE3MiJIOTHI JiTaNbHI anapaté BUKOPUCTOBYIOTHCS AJIsl OTPUMAaHHS
pi3HOro TUIy 300pakeHb 3eMHOI HMOBepXHI st i JociimkeHHs. 30KpeMa Taki JiaHi MOXXYTh OyTH BUKOPHCTaHI B
3a/auax 3a0e3reyeHHs! MPAaBOIMOPSIKY, JIOKaIi3alii CKYITYeHHs JIIoJIeH, TOomo. 3a3BU4ail TaKi CUCTEMH MPAIIOIOTh
HE3aJISKHO BiJI JIIOJAWHY Ta HAJAI0Th 1H()OPMALIIO PO 00’ €KTH B ABTOMATHYHOMY PEXKUMI, JIFOJIUHA TIPALIOE TIIBKH 3
YIIPaBJIIHHAM JiTadbHOTrO anapaTy. OfHIEO 3 TOJOBHUX YaCTHH TAKHX CUCTEM € HeHpOHHA Mepexa, JUIs JIoKami3allii
Ta kiacuikaiii 00’ €KTiB, BiJ| MapaMeTpiB SKOI 3aJIEKUTh K 1 TOYHICTh POOOTH CUCTEMH 3arajoM, TaK i KOHCTPYKIIiT
JITAaNBHOIO anapary Juist 3MOMKH. 30KpeMa TOYHICTh HEMPOHHOI Mepexi BU3HAYa€ PEHTAOENbHICTh TAKOI CUCTEMH,
aJUKe MPU HeJOCTaTHIM TOYHOCTI BUKOPUCTAHHS TaKHX CHCTEM He MaTuMe ceHcy. Came TOMy OCHOBHHM IIPEAMETOM
JIOCITI/DKEHHsI B JIaHii poOOTI € HepOHHA Mepeka JUis Jiokamizamii 00’ekriB, 30kpemMa YOLO V5, ta i napamerpu
TOYHOCTI pOOOTH Ha 300paKEHHSX, OTPUMAHMX 3 OC3MIJIOTHUX JTalbHUX amapaTiB. OCHOBHA yBara B pOOOTI
30cepepKeHa Ha mapamerpax HeHpOHHOI Mepexi Ta OCIiPKeHHI 11 MeTPUK, SIKi € BAXKJIMBUM MapaMeTPOM HaBYEHOI
HelpoHHOi Mepexi. Takok He MEHII BaKITMBUM MapaMeTPOM IIOANbIIOT0 BUKOPHUCTAHHS HEMPOHHOI Mepexi € ii
mapaMeTpyd HaBYaHHSA, a TaKOXK JaHi IO BUKOPUCTAHI I HaBYaHHS, B poOOTI MpHIiUIEHA yBara TaKoX 1 [0
JeTaIbHOCTI OIMUCY Tporecy HaB4aHHsA. OCHOBHA IIUJIb POOOTH NONATAE B HABYAHHI HEHPOHHOI Mepexi Ha 0OpaHOMYy
Ha0Opi JaHUX Ta JOCIIHKEHHI METPHUK TOYHOCTI HaBUEHO! HEHMpOHHOI Mepexi. OCHOBHA MeTa JOCTIIKEeHHS - IIe
OTPHMAaHHS 3aJISKHOCTI TOYHOCTI JIOKATi3aIlii BiJ] IUTOMI 00’ €KTY, IIO TO3BOJIUTH IETANBHIIIE PO3POOIIATH OS3MITOTHI
CHCTEMH 3 aBTOMATUYHUM BUSBICHHSIM 00 €KTIB, a TAKOX OILIHIOBATH PEHTA0OETBHICTH 3aCTOCYBAHHS TAKOTO POAY
CHCTEM TIpH IUIaHyBaHHI 3amad. Ha OCHOBI OTpMMaHHMX NaHUX 3pOOJEHO BHCHOBKHU IPO 3aJEXKHICTh TOYHOCTI
JoKaizamii Bif momi 00’eKTy, Ha 300payKeHHAX 3 OE3MUIOTHMX JITambHUX amapatiB. Lli maHi MOXYTh CIyryBaTH
OIIOPHUMH JIJIS1 PO3POOHUKIB OE3MUTOTHHX JITAMBHIUX amapariB, 30KpeMa Ipu BUOOpi GOTO MOIYIIB UM TUIAHYBaHHI
APXITEeKTYpH CHCTEMH.

KurouoBi ciioBa: nokamizamnis 00’ektiB; YOLO v5; kiracudikamis qroneis; mokamizanis groneit; UAV.
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