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EVALUATION CRITERIA OF CENTRALIZATION OPTIONS IN THE 

ARCHITECTURE OF MULTICOMPUTER SYSTEMS WITH TRAPS AND BAITS 
 

The independent restructuring of the architecture of multicomputer systems during operation is a complex task 

because such systems are distributed. A task in this restructuring is to change the architecture of system centers. 

That is, the system can be rebuilt without changes in its center. However, the specific tasks of systems for detect-

ing malicious software and computer attacks require such an organization of systems that it is difficult for at-

tackers to understand their behavior. Therefore, the current task considered in this study is the development of 

rules to ensure the restructuring of system centers according to different types of architecture. This work aimed 

to develop criteria for evaluating potential options for centralization in the architecture of multicomputer sys-

tems with traps and decoys. To ensure such an assessment, the study analyzed known solutions and established 

the insufficient mathematical support for organizing the restructuring of system centers during their operation. 

Taking into account the specifics of the tasks for such systems, no parameters were determined that could be 

considered for the formation of the restructuring of system centers. The analyzed works establish the main types 
of centralization used in systems’ architecture: centralized, partially centralized, partially decentralized, and 

decentralized. However, algorithms and methods for transiting systems from one type to another in the process 

of their functioning are not provided. Subject. The present work defines characteristic properties that can be 

used when synthesizing systems. They determine the number of potential variants of the system architecture to 

which they will switch in the next step when deciding about restructuring the architecture. With an increase in 

the number of characteristic properties, the number of possible variants increases. When approving the variants 

for the transition, it was necessary to evaluate them by considering the previous experience of the systems’ 

functioning. To evaluate potential centralization variants in systems architecture, evaluation criteria were de-

veloped. A feature of the evaluation criteria is that according to them, it is possible to consider the experience 

of using the centralization variant in the case of repetition and evaluate the prepared variants that are offered 

for the first time. In other words, the evaluation criteria include previous experience of the functioning of multi-

computer systems. This experience made it possible to evaluate the repeated option based on the results of its 
previous use. This made it possible to diversify the selection of system centers. Methods. In this study, we devel-

oped an objective function to evaluate the next centralization option in the system architecture. The objective 

function considers four evaluation criteria: operational efficiency, stability, integrity, and security. These crite-

ria are focused on evaluating potential system centers’ options. New mathematical models were developed for 

the criteria for operational efficiency, stability, integrity, and security in relation to the system center, which, 

unlike the known mathematical models for evaluating system centers for selecting the next options for centrali-

zation, are presented in analytical expressions that take into account the features of the types of centralization 

in the system architecture, indicators of operational efficiency, stability, integrity, and security in relation to the 

system center, and allow forming on their basis an objective function for evaluating options for centralization in 

systems, the feature of which is the hiding of components with the system center from detection by attackers. 

Results. The study analyzed the results of an experiment conducted with a prototype of the proposed system. The 
convergence of the experimental and theoretical results was established. Conclusion. This study introduces 

mathematical models for evaluating system centers based on operational efficiency, stability, integrity, and se-

curity criteria. Unlike existing models, they are presented as analytical expressions that account for various 

centralization types in system architectures. The models enable the creation of objective functions to evaluate 

centralization options, thereby emphasizing the concealment of system center components from attackers. The 

experimental results with a system prototype confirm the validity of the theoretical models, showing minimal 

deviations in the function graphs. Significant deviations in specific time intervals are addressed to optimize the 

centralization options.  
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1. Introduction 

 
1.1. Motivation 

 

Many systems for warning, detecting, and counter-

ing malicious software and computer attacks are synthe-

sized in such a way that during their operation, the possi-

bility of restructuring their architecture is provided [1, 2]. 

Such capabilities of systems are especially characteristic 

[3] for deception systems, systems with traps and decoys, 

etc. In addition, capabilities for restructuring architec-

tures can be realized in highly specialized systems [4]. 

For example, in sandboxes. 

The capabilities for restructuring the architecture of 

systems declared by many developers of commercial sys-

tems for warning, detecting, and countering malicious 

software and computer attacks are difficult to study be-

cause the time of such restructuring, its depth and 

breadth, the reasons for its restructuring, etc., are unclear. 

This is due to the peculiarities of the scope of application 

of such systems. All such systems are directed against 

malicious actions and therefore must be synthesized in 

such a way as to make it impossible for attackers to un-

derstand the principles of their functioning. In addition, 

modern approaches to the synthesis of such systems are 

those that provide for the restructuring of their architec-

ture in the process of functioning independently, that is, 

without the involvement of the user [3, 4]. 

The difficulties associated with implementing the 

restructuring of the architecture of system increase for 

distributed systems compared to host systems. The capa-

bilities of host systems in the context of the number of 

possible options for confusing an attacker [3] are signifi-

cantly lower than those of distributed systems. The need 

for new technological solutions for all computer systems 

is widespread, but corporate networks play a special 

place among them because they have become part of the 

business processes of enterprises and therefore play an 

important role in the economy. The protection of infor-

mation in such systems by various means, the functioning 

of which is difficult for attackers to understand, or which 

are new solutions, remains a pressing problem. There-

fore, we consider multi-computer systems [3, 4] for the 

prevention, detection, and counteraction of malicious 

software and computer attacks in corporate networks. 

When implementing the direct restructuring of the 

architecture of multicomputer systems, one of the main 

areas of research is the centers of such systems. Depend-

ing on the established options for forming the center of 

systems, the organization and restructuring of such sys-

tems can be more effective. In other words, possible op-

tions for the architecture of systems can be determined 

by developers at the design stage and remain unchanged 

throughout the entire period of operation of such systems, 

which significantly simplifies attacker-related research. 

To significantly increase the number of options in which 

multicomputer systems can exist, it is necessary to de-

velop approaches that ensure the formation of a large 

non-deterministic number of options by the systems 

themselves in the process of their direct operation. The 

following options for the architecture of such systems, 

including their centers, should be such that they ensure 

the stability of the functioning of the systems and the con-

tinuation of solving problems by the systems. That is, the 

following options for systems should not be such that the 

systems are unbalanced or start performing tasks without 

considering previous experience in solving them, etc. 

Therefore, one of the main requirements for restructuring 

systems is continued stability in their functioning and 

task performance, and the next architecture can be se-

lected with opposite characteristics to the current archi-

tecture. 

Thus, the problem of choosing the next option for 

centralization in the architecture of systems, the function-

ing of which involves restructuring their architecture 

without involving system administrators, is relevant in 

the context of finding the optimal solution without con-

ducting a complete or significant search for options from 

among the possible ones. 

 

1.2. Previous works 

 
The architecture of multicomputer systems, which 

includes rules for forming an indefinite number of vari-

ants when they are rebuilt without the involvement of ad-

ministrators, is presented in [3, 4]. The proposed archi-

tecture of multicomputer systems is based on the synthe-

sis of characteristic properties, which are given by 10 

sets. Each set contains elements with close or opposite 

properties in the context of the defining characteristic de-

fined by a certain set. Due to such division into sets and 

their elements, that is, the synthesis of systems through 

characteristic properties, the ability of multicomputer 

systems to obtain a large number of architecture variants 

when they are rebuilt has been achieved. Multicomputer 

systems with the architecture developed in this way [3, 4] 

were attributed to class 𝔖 systems. A feature of systems 

of this class is not only the ability to rebuild the architec-

ture during operation without the involvement of an ad-

ministrator but also the division of the decision-making 

center into two parts: the system center; the system con-

troller. The system center prepares options for the next 

system actions, and the system controller, taking into ac-

count the previous experience of the system, in particular 
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with regard to tasks that are repeated over time, selects 

one option from the options proposed by the system cen-

ter. Therefore, we will consider class 𝔖 systems, the ar-

chitecture of which is described in [3, 4]. 

To confuse attackers about the system centers, a 

partially centralized system architecture was developed, 

which is described in [1]. The peculiarity of such archi-

tecture is that it provides systems during their active op-

eration with the ability to change the architecture without 

involving the administrator and provides rules for form-

ing the next option for partial centralization for the next 

option for partial centralization in the architecture of such 

systems. The developed and detailed partially centralized 

architecture is a partial case of the general solution for 

centralization in the system architecture, which is given 

in [3, 4], but without considering the division of the de-

cision-making center into two parts. In [1], the effective-

ness of the proposed solution was proved; thus, it became 

the basis for a generalized solution [3, 4]. 

In [2, 3], a solution was proposed for the application 

of distributed systems with decentralized architectures to 

malware detection tasks. A feature of malware detection, 

which is presented in detail in [2, 3], is the use of a de-

centralized architecture and its direct involvement in de-

tection tasks by assessing the security levels of its com-

ponents and making decisions on infecting computer sta-

tions based on a comparison of security levels. The de-

centralized architecture of distributed systems is also a 

partial solution for the architecture of multicomputer sys-

tems, which is presented in [3, 4]. Studies on the effec-

tiveness of a solution with a decentralized system archi-

tecture have confirmed [3] the high level of malware de-

tection and its potential use. In [4], the application of 

class 𝔖 systems was described for the highly specialized 

task of detecting the metamorphic functionality of mal-

ware. Because of the research and synthesis into the ar-

chitecture of class 𝔖 systems, methods for detecting the 

metamorphic functionality of malware were imple-

mented. Similarly, for class 𝔖 systems, the same ap-

proaches are proposed. Detection methods [5, 6] that are 

admissible for implementation in the architecture of class 

𝔖 systems are combined not by simple combination or 

addition of the architecture but necessarily become part 

of the main architecture, which additionally responds to 

internal and external suspicious and malicious events. 

Thus, in previous studies [1-4, 6], the architecture 

of class 𝔖 systems was presented, its features were con-

sidered, the necessary details of elements and compo-

nents for implementation were carried out, partial cases 

of different types of architecture were proposed, and a 

strategy for using such systems with different functional-

ities, in particular for detecting malicious software and 

computer attacks, was also proposed. In addition, the 

possibility of using class 𝔖 systems as a basis for the syn-

thesis of deception systems, systems with bait and traps, 

etc., was substantiated. 

The formation of the next centralization option in 

the architecture of class 𝔖 systems is not sufficiently de-

tailed in previous studies [3, 4]. The main problem that 

arises when choosing the next centralization option in 

such systems is the large number of options. When using 

a complete or significant partial search for options, the 

effectiveness of the resulting solution is lost because, 

over a certain time, changes occur in the system, resulting 

in loss of relevance of the resulting solution. A random 

search for the next centralization option in the system ar-

chitecture is impractical due to its possible imbalance 

with such an approach. Therefore, the development of a 

method to determine the next centralization option in the 

architecture of class 𝔖 systems is necessary to improve 

their long-term operational efficiency. 

In addition, the development of this method should 

include a mechanism for evaluating potential centraliza-

tion options in the system architecture, considering pre-

vious experience in using centralization options. 

In previous studies [1, 2], the mechanism for evalu-

ating the next steps of the systems was different. Thus, in 

work [1], a partial case of the type of centralization was 

developed – a partially centralized system architecture. 

The migration of the center between components, as well 

as its variants, was detailed. To ensure the movement of 

the center of the system, mathematical models (trust lev-

els) of the components were developed. In this case, an 

objective function was not developed, but trust levels for 

components were used. The selection of components for 

the transition from the center of the system to these com-

ponents was based on a comparison of the trust levels of 

the components. The options for partial centralization in 

the system are changed not only by moving between 

components but also by using static and dynamic compo-

nents. In work [2], a decentralized distributed system for 

detecting botnets was developed. Its feature is not only 

the implementation of botnet detection methods, but also 

the reaction of the system itself to a decrease in the secu-

rity levels of its components. Security levels were deter-

mined for all components because the developed system 

was completely decentralized. According to these secu-

rity levels, the system independently determined the 

computer stations in the network to block their work. De-

centralization is presented as a single centralization case. 

Since the system is decentralized, the center was not 

moved, and accordingly, a method for such a move was 

not developed. 

In previous studies [3, 4], principles and methods 

for synthesizing deceptive systems for detecting mali-

cious software and computer attacks were developed. 

The results of this work provide the basis for the devel-

oped direction of the synthesis of deceptive systems. The 

principles and methods of the synthesis of deceptive sys-

tems in previous works [3, 4] require detailing. In the 
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work [6], in continuation of the development of deceptive 

systems, a detailed operational criterion was developed. 

This parameter was defined to evaluate potential central-

ization options because the operational indicator is im-

portant in the context of distributed systems. For this pur-

pose, 19 parameters were developed in the work [6], 

which characterized the corporate network environment 

and processes and objects in the developed multicom-

puter system. The number of parameters requires further 

study to ensure the completeness of the assessment. This 

operational criterion can be part of a broader system for 

evaluating potential centralization options in the architec-

ture of developed deceptive systems. Thus, to ensure the 

selection of the next centralization option in the architec-

ture of multicomputer systems, it is necessary to develop 

mathematical models and a system that allow the evalu-

ation of potential centralization options. 

 

1.3. State of the art 

 

The rapid development of Internet technologies re-

quires constant improvement of solutions that ensure the 

security of computer systems and networks [7], data, and 

critical infrastructure, for which it is important to obtain 

information about malicious actions [8]. Some systems 

for preventing, detecting, and countering malicious soft-

ware and computer attacks contain rules to ensure their 

adaptability during operation. [6]. Modern methods use 

game theory and machine learning methods to provide 

dynamic deception strategies, which allows users to ob-

serve, react, and adapt to the behavior of the attacker in 

both the short and long term. In decoy technology, dy-

namic deception methods can have a significant impact 

on effectiveness. Adaptability and the development of 

cyber deception models based on the behavior of attack-

ers and artificial intelligence methods make decoys and 

their networks much more effective in countering mali-

cious attacks. Intelligent decoys that use machine learn-

ing methods actively interact with attackers to study their 

behaviors and adapt. In [9], a decoy that uses reinforce-

ment learning to interact with automated software was 

developed. Distributed Deception Platforms (DDP) are 

another modern solution that overcomes the limitations 

of decoys and can easily deploy cyber deception tools in 

networks [10]. 

To attract different types of attackers, a dynamic as-

sessment of individual attackers by a cyber-deception 

system is used. In [11], the adaptive cyber deception sys-

tem HoneyBug was proposed, which dynamically creates 

a personalized deception plan for web applications using 

false vulnerabilities that meet the expectations of attack-

ers, which are constantly analyzed. Based on the selec-

tion, comparison, and combination of Markov and semi-

Markov models, a strategy was developed to assess the 

reliability, availability, and cybersecurity of the cloud en-

vironment and the Internet of Things [12]. The dynamic 

structure of a system requires the dynamic determination 

of parameters. In [13], a model of parameter estimation 

in distributed systems with a dynamic structure was pro-

posed, which implements heterogeneous distributed da-

tabases. Such a model allows the development of new 

models of support for the management of a distributed 

data processing system. Dynamic cyber defense systems 

with support for artificial intelligence methods must have 

the property of stability. In [14], possible sources of 

threats for such systems were analyzed, and methods for 

ensuring the properties of system stability were consid-

ered, which allowed creating stable systems using artifi-

cial intelligence by configuring the architecture and train-

ing scenarios. In [15], a method of developing and ar-

ranging a bait network was proposed, considering the 

scenario in which the actions of the protection tool affect 

the attacker, dynamically changing his strategy and tac-

tics, and interacting and is modeled as a partially observ-

able Markov process (POMDP). 

One way to ensure the dynamic properties of decoys is 

virtualization. Algebraic virtual machines (AVM) allow 

various methods to check the properties of systems and 

detect behaviors specified in the form of algebraic tem-

plates [16]. In [17], a multiphase mechanism for dynamic 

generation of strategies for deploying virtualize decoys 

was proposed. This mechanism uses methods for intelli-

gent prediction of attack propagation, combining rein-

forcement learning methods and the Markov decision-

making process. The use of network function virtualiza-

tion technologies and software-defined networks simul-

taneously ensures the dynamism and efficient use of re-

sources [18]. The successful operation of decoys depends 

on their effective deployment.  

In [19], the imperfections of traditional decoys is 

analyzed and substantiated. They are designed to deceive 

attackers. The main method for their implementation is a 

method that simulates vulnerable systems. These ap-

proaches are less effective in capturing and analyzing ad-

vanced threats. The authors propose the use of adaptive 

decoys, whose functioning is ensured by the use of arti-

ficial intelligence methods. This method is primarily fo-

cused on performing dynamic changes in the configura-

tion and behavior of the decoy based on real-time threat 

intelligence. By adapting to real-time attacker tactics, 

these decoys provide a deeper understanding of the at-

tacker's methods. This direction of decoy research is 

promising for future development. 

In [20], a cyber-deception framework called 

CONCEAL was proposed, which is a combination of 

mutations, anonymity, and diversity to maximize the 

achievement of cyber deception goals, namely, hiding 

target objects and deterring attackers. Cyber deception 
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systems contain decoy objects of different types, the in-

teraction of which strengthens the protective properties 

of the system. In [21], a deception mechanism was pro-

posed that combines moving target protection with de-

coys in software-defined networks. In [22], a method of 

cyber deception based on a signal game using moving 

target defense (MTD) was proposed. This method allows 

for a deep analysis of network attacks and defense sce-

narios and selection of the optimal strategy based on a 

probabilistic model. In [23], DodgeTron, a method of au-

tonomous active cyber deception, was proposed, which 

allows for a comprehensive analysis of the behavior of 

malicious software and automatically creates deception 

schemes by changing the deception parameters used by 

attackers, which allows distorting the attackers' decisions 

and transmitting falsified information to them. An im-

portant part in the development of active defense systems 

is testing and verifying complex cyber-deception systems 

under development under conditions close to real ones, 

as well as predicting and assessing their effectiveness. In 

[24], a Cybersecurity Deception Experimentation System 

(CDES) was proposed, which extends the open research 

emulator, allowing it to be used for the practical imple-

mentation of dynamic decoys in complex scenarios. In 

[25], an algorithm for selecting indicators for predicting 

the security of computer systems was proposed. This al-

gorithm uses multilevel models in the class of linear and 

nonlinear models. 

Given the constant development of attacks and im-

provement of attackers' actions, it is difficult to ensure 

proper protection of target systems using only passive ap-

proaches. The use of active protection mechanisms forces 

attackers to attack the wrong targets and thus lose them 

[26]. Deception mechanisms should be involved not only 

to prevent and delay attacks but also to confuse and at-

tract attackers. In [27], an intelligent and adaptive agent 

was proposed that uses cyber deception to recognize an 

attacker's intentions, which involves the attacker's in-

volvement at all stages of the attack, forming predictions 

of the attacker's behavior. Deception is modeled as an in-

teractive, partially observed Markov decision-making 

process in the context of two agents for a problem with 

several types of attackers. Adaptive cloaking methods are 

used to design and configure decoy networks [28]. In 

[29], an active security control strategy that uses intervals 

with no attacks to provide control input data in each pe-

riod was proposed, and this strategy allowed the detec-

tion of DoS attacks. In [30], a cyber-deception model was 

proposed, which involves the defender’s control over the 

attacker’s perception of the environment, which allows 

for an improved response to the attacker’s actions. Ensur-

ing the cybersecurity of a cloud environment that uses 

virtualization is difficult due to the dynamism and com-

plexity. In this case, mechanisms that use static imple-

mentation cannot provide sufficient protection. To solve 

this problem, an automated honeynet deployment system 

(Automated Honeynet Deployment Strategy AHDS) was 

proposed for active protection of a container-based cloud 

environment. This system allows for assessing changes 

in the target system structure and automatically optimiz-

ing the honeynet deployment strategy [31]. In [32], a spe-

cific group of Honeypot systems was evaluated. The de-

tection range, emulation accuracy, data quality, reliabil-

ity, scalability, performance, extensibility, installation 

options, configuration complexity, and maintenance re-

quirements. The results also provided conclusions on the 

relative effectiveness of various Honeypot systems in dif-

ferent situations. The authors attributed innovations in 

Honeypot development to improvements in machine 

learning, increased automation, integration with other se-

curity tools, cloud-based frames, and deception technol-

ogy using simulated attacks to record information about 

the attack. In [33], an organizational network in the AWS 

Cloud environment was developed, which includes an 

all-in-one decoy, TPOT, and a separate vulnerable web 

server and a secure web server on which working ser-

vices are deployed. This allows the system to detect nine 

types of attacks, such as DoS, brute force attacks. New 

technologies and tools in the IoT industry have caused 

attackers to improve existing attacks and develop new at-

tacks, which can make some of these devices vulnerable; 

thus, the need for cyber protection of IoT devices is in-

creasing [34]. The disadvantages of conventional IoT de-

coys include scaling and management problems, and 

their passive nature prevents extensive malware analysis. 

Intelligent decoys with a high level of interaction can 

scale up and adapt to the requirements of the target IoT 

systems [35]. In [36], a proactive HoneyComb cyber-de-

ception technique was proposed for malware forensics 

using IoT scanning performed in the darknet, thereby po-

sitioning this network as a large decoy. In addition, decoy 

objects in IoT systems have limited ability to evade at-

tacker reconnaissance. In [37], a partially incomplete or-

ganizational modeling of IoT-based deception (IoDM) 

was proposed, which considered dynamic topologies and 

organizational goals in the IoT domain in real time based 

on a total-sum game.  

In [37], a partially incomplete organizational mod-

eling of IoT-based deception (IoDM) was proposed, 

which considered dynamic topologies and organizational 

goals in the IoT domain in real time based on a total-sum 

game. In [38], a solution for hardware security using spe-

cialized cryptographic security modules was presented. 

In [39], an approach for detecting cyberattacks based on 

deep learning by compressing network traffic parameters 

was proposed. In [40], a three-level architecture of build-

ing automation system components was considered, as 

well as ensuring security in them. The security is assessed 

using fault, attack, availability, and Markov models. 

Building automation systems are complex systems, and 
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subsystems are necessary to ensure cyber protection. 

These subsystems are difficult for attackers to under-

stand. In [41], immune detectors were developed to rec-

ognize and classify computer attacks. In [42], an intru-

sion detection system subsystem was developed to mon-

itor and analyze host network traffic. In particular, a new 

pattern matching method is presented. In [43], a solution 

to the viability problem of information systems was pre-

sented, as well as solutions related to the architecture of 

such systems. Artificial intelligence methods are used. 

Potentially malicious programs are classified, and a 

methodology for their analysis is presented. The pro-

posed method includes an analysis of the execution of in-

struction opcodes at the machine level and the use of ar-

tificial intelligence methods to circumvent the efforts of 

malicious program developers. Existing decoy systems 

provide the system with information about attacker be-

havior and attack patterns; however, these systems must 

be improved to ensure adaptive behavior, high levels of 

interaction with attackers, and optimization of consumed 

resources. 

Thus, the architecture of such systems is closed to 

research because these systems are protected against at-

tacker actions. Partial information about the features of 

systems’ functioning can be obtained from the infor-

mation declared by developers. Research in this area is 

also not presented in detail. A common strategy for en-

suring the adaptability of systems in research work is to 

develop methods based on rules for ensuring the restruc-

turing of systems’ architecture. To apply the rules, it is 

necessary to determine criteria, which will be the basis 

for forming the rules. Therefore, it is necessary to deter-

mine criteria for restructuring the architecture of systems. 

 

1.4. The purpose  

and tasks of research 

 

From the analysis of literature sources, it follows 

that the following task needs to be solved: development 

of criteria for evaluating centralization options in the ar-

chitecture of multicomputer systems to select the next 

centralization option when restructuring the system ar-

chitecture. These criteria for evaluating centralization op-

tions provide the basis for determining the next centrali-

zation option in the system architecture. 

The purpose of this work is to increase the opera-

tional efficiency of restructuring system centers during 

their operations without user involvement by developing 

criteria for evaluating potential centralization options, 

which may be the next options in the system. These eval-

uation criteria provide an opportunity to comprehen-

sively evaluate potential centralization options while 

considering the operating environment in which the sys-

tems will operate. 

The structure of the article is as follows. 

Section 1 presents previous studies [1-4]. Section 2 

presents the section "Related works" - a brief analysis of 

the latest ideas and methods that are considered to solve 

the problem of selecting the next centralization option in 

the architecture of systems in which the adaptability 

property is synthesized, with its advantages and disad-

vantages. 

Sections 3 and 4 discuss the main idea of the study: 

the development of criteria for evaluating centralization 

options in the architecture of multicomputer systems to 

select the next centralization option when restructuring 

the system architecture. 

Section 5 describes the experimental results. 

In addition, the conclusions were drawn from the 

study results. 

 

2. Materials and Methods 

 

2.1. Features of the formation of centralization 

options for multi-computer systems 

 

The characteristic properties that can be used when 

synthesizing systems determine the number of potential 

options for the system architecture to which it will switch 

in the next step when making a decision on restructuring 

the architecture. As the number of characteristic proper-

ties increases, the number of possible options increases. 

When approving options for the transition, it is necessary 

to evaluate them by considering the previous experience 

of the systems’ functioning. If the selected option is re-

peated, it will be evaluated in consideration of the effec-

tiveness of its previous use. An important element in this 

evaluation is the evaluation criteria, which must be de-

veloped in such a way that it is possible to take into ac-

count the experience of using the centralization option in 

the case of repetition and evaluate the prepared options 

that are offered for the first time. 

We begin by considering the characteristic proper-

ties that can be synthesized in the system architecture, 

considering their use when developing the evaluation cri-

teria. To develop criteria for evaluating potential options 

for centralization in the architecture of class 𝔖 systems 

[3, 4], we use the selected property (𝔙2), which charac-

terizes the types and number of centers in it. The charac-

teristic properties are then given by sets of elements as 

follows: 

  

M𝔙2,centr,vk
== {

m𝔙2,centr,vk,1
,m𝔙2,centr,vk,2

,
… ,m𝔙2,centr,vk,NM𝔙2,centr,vk

},     (1) 

 

where k=1,2,…,10; k is the number of sets M𝔙2 ,centr,vk
; 

the element m𝔙2,centr,vk,j
 reflects the characteristic prop-

erty of systems of class 𝔖 in the k-th set M𝔙2,centr,vk
; 
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j=1,2,…, NM𝔙2,centr,vk
); NM𝔙2,centr,vk

 – the number of el-

ements in the set M𝔙2 ,centr,vk
. 

Sets M𝔙2 ,centr,vk
 (k=1,2,…,10) define such charac-

teristic properties as types of centralization, options for 

distributing centers in system components, presence of 

the system center in disconnected parts, types of connec-

tions between components when it is distributed, options 

for the hierarchy of system center components, direction 

of message transmission between components, options 

for message transmission, active and inactive state of 

components, distribution of the center into parts, and 

combined organization of the center. 

The potential number of centralization options is 

determined by considering the characteristic properties of 

each set, which are defined by equation (1). Because only 

one characteristic property can be taken from each set, 

the number of such characteristic properties is equal to 

10 out of 31 possible characteristic properties. Then, 21 

characteristic properties are absent in the system. The 

number of choices of a single characteristic property 

from the first set is equal to the number of permutations 

without repetitions of four elements by one element. We 

determine similarly for the remaining nine sets. The ob-

tained values for each characteristic property from each 

of the 10 sets are multiplied by the product rule, and we 

obtain the potentially possible number of centralization 

options, i.e. 

 

Kcentr =∏C1

NM𝔙2,centr,i
centr10

i=1

, 

 

where NM𝔙2,centr,i
centr  is the number of elements in the set of 

characteristic properties M𝔙2,centr,𝑖
; i=1,2,…,10. 

The sets of characteristic properties given by Eq. (1) 

also allow us to establish centralization options to which 

it is impossible to switch from the previous centralization 

option. The number of such options is small and is mainly 

associated with the state of the system when it is divided 

into two non-empty disconnected parts. Then, upon re-

turning to the full option, attempts are made to choose the 

next centralization option. In addition, the number of sets 

can be increased in the case of introducing a characteris-

tic property. 

The number of centralization options in the archi-

tecture of multicomputer systems, taking into account the 

features reflected by the elements in Eq. (1), is 220 and 

higher. The number of features can be increased to a cer-

tain number Ncentr,var, increasing the number of elements 

by detailing the elements from Eq. (1). The number of 

options is large and cannot be stored directly by the sys-

tem in the form of a table with all values. Its formation at 

the beginning of the installation and organization of mul-

ticomputer systems will require time. When using a 

ready-made table, regardless of the software implemen-

tation, the system center will spend time searching for an 

option. Therefore, due to the time consumption, this 

method is not effective. We use it to present the options 

for centralization in the architecture of multicomputer 

systems, taking into account the features of the rule. 

The presence of multicomputer systems in one of 

the centralization options at the current time will be de-

termined by their presence in a certain corresponding 

state. Thus, transitioning from one centralization option 

in the process of functioning of multicomputer systems 

means a transition between states. Being in a certain state 

of a multicomputer system does not necessarily allow a 

transition to any of the remaining states. For example, if 

the system is divided into two parts, then transitioning to 

the centralization option with a single center is impossi-

ble. 

After installing the components of multicomputer 

systems in corporate networks, the question of forming a 

centralization option arises. Such a centralization option 

could be set by the system administrator, who installed 

its components and performed the first launch. However, 

to avoid possible malicious influence of the administrator 

on the system, it is necessary to ensure that the system 

independently determines the centralization option. The 

start of the system’s functioning, which begins daily with 

the switching on of computer stations with system com-

ponents, also requires a change in the centralization op-

tion compared to the previous day of operation. For ex-

ample, on the previous day of operation, the system com-

pleted work in one of the states, and the next day, contin-

uing work in that state was impossible. To unambigu-

ously determine the centralization options, a flexible or-

ganization of the functioning of this subsystem is re-

quired, which can be ensured, for example, by specifying 

a certain set of rules. 

Thus, it is necessary to specify a set of rules to de-

termine the centralization option for systems at the stage 

of the initial start-up of the system, daily start-up of the 

system, and during long-term operation of the system, 

which does not include events of periodic daily start-up 

of the system. 

Several centralization options must be prepared by 

the corresponding subsystem of the system. This is be-

cause the system controller must evaluate these options 

in the context of the actual transition from state to state 

of the system, taking into account previous experience, 

and approve one of these options. Therefore, preparing 

several centralization options for the next state of the sys-

tem increases the complexity of the subsystem responsi-

ble for preparing such options. 

The system may not use a certain number of op-

tions; however, it must be able to form any of the central-

ization options. Some options during its operation will 

not only be selected but also considered. There are many 
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options for centralization. However, it is not necessary to 

impose restrictions on certain centralization options.  

Because this can simplify access to the target system by 

attackers. Therefore, the number of possible options for 

centralization should be as large as possible from the per-

missible options. 

The state of the system at the current time is given 

by the vector VPr,i (i = 1,2,… , NVPr; NVPr – the number 

of system states). The values of the elements of the sets 

using Eq. (1) are given by the elements of the set {0;1}. 

Then, we introduce a Boolean function to reflect the ac-

tivity/inactivity of the feature, which is given by the ele-

ment of the sets from Eq. (1) as follows: 

 

FPr(m𝔙2,centr,vl,m
, i) = {

0, if element is absent;
1, if element is present,

 (3) 

 

where l – the number of sets; l=1,2,…10; m – the th ele-

ment in the set M𝔙2,centr,l
; i – the system state number. 

Thus, the vector VPr,i (i = 1,2,… , NVPr; NVPr – the 

number of states of the system) is defined by its coordi-

nates as follows: 

 

VPr,i = (

FPr(m𝔙2,centr,v1,1
, i),

FPr(m𝔙2,centr,vl,2
, i),… ,

FPr(m𝔙2,centr,v10,3
, i)

),            (4) 

 

where i = 1,2,… ,NVPr; NVPr – the number of states of 

the system; i – the number of state of the system. 

Then, the matrix MVPr
 of the system states in the 

part of the centralization organization is given as follows: 

 

MVPr
= (

VPr,1
VPr,2
…

VPr,NVPr

),                        (5) 

 

where NVPr is the number of system states; VPr,i is the 

vector that specifies the system state at the current time; 

i=1,2,…, NVPr. 

When detailing the cases and, accordingly, increas-

ing the elements of the sets, the number of system states 

in the part of the centralization organization, which are 

reflected in the matrix MVPr
, can be increased, or when 

the elements are reduced - reduced. 

The transition from one state to another, which will 

be determined by the rules from the set of rules MPr, is 

given by the function FMPr as follows: 

 

FMPr: (VPr,current,MVPr
,MPr, PPr) → VPr,next,    (6) 

 

where VPr,current is a vector that specifies the state of the 

system at the current time and is present in the state ma-

trix MVPr
; MVPr

 is a matrix of system states in the part of 

the centralization organization; MPr is a set of rules; 

VPr,next is a vector that specifies the next state of the sys-

tem at the current time; PPr is a set of indicators that char-

acterize the current state of the system and the processes 

in it. 

The set PPr is defined by the following elements: 

 

PPr = {pPr,1, pPr,2, … , pPr,N𝑃𝑃𝑟  
},            (7) 

 

where pPr,i is the i-th indicator that characterizes the cur-

rent state of the system and the processes in it;  

i = 1,2,… , NPPr; NPPr is the number of indicators that 

characterize the current state of the system and the pro-

cesses in it and affect the change in the centralization op-

tion in the system. 

Let pPr,1 be the time for choosing a centralization 

option in the system and transitioning from one state to 

another when changing centralization, pPr,2 be the indi-

cator of the available components in the switched-on 

computer stations, pPr,3 be the indicator of the impossi-

bility of completing the transition to the next state and 

returning to the previous state; pPr,4 be the indicator of 

the system being in an emergency state, etc. An emer-

gency state occurs when a certain equipment is turned 

off, and the system components are divided into several 

disconnected subsets. Then, a centralization option is se-

lected for each of the formed subsystems. At the same 

time, each subsystem may have different centralization 

options. When returning from such a state, the system 

must also take into account the previous state in which it 

was before entering the emergency state. In general, for 

such a class of systems, it is necessary to store infor-

mation about all selected states, indicators, and rules used 

when choosing centralization options throughout their 

operation. For example, it is possible to move from a cer-

tain state to another if there is a certain number of system 

components in the switched-on computer stations; how-

ever, with a different number of components, the transi-

tion to this state may be impossible, and there will be a 

transition to another state. 

According to Eq. (6), the transition to the next state 

can occur at different time intervals of the system's oper-

ation using different rules from the set of rules MPr and 

with different indicators from the set of indicators PPr, 

which characterize the current state of the system and the 

processes in it. 

Let us divide the rules from the set of rules MPr into 

groups to which rules with certain common features are 

assigned. We highlight the following common features 

for dividing rules into groups: 

1) transition from a certain state to the next selected 

state; 

2) transition to a certain state because of an emer-
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gency and return to the normal operating mode of the sys-

tem; 

3) The system forms new rules using the rules avail-

able in the set and uses them when the system transitions 

from a certain state to the next selected state. 

Let us introduce the matrix MPr
1  to store information 

about the type of rule, i.e., to which group it belongs, the 

time of application of the rule provided that the transition 

is performed according to it, and the number of the rule 

from the set of rules MPr.  

Let us define the matrix MPr
1  as follows: 

 

MPr
1 =

(

 
 
mPr,1
1 mPr,2

1

tPr,1
1 tPr,2

1

… mPr,N
MPr
1

1

… tPr,N
MPr
1

1

NMPr,1 NMPr,2
… NMPr ,NMPr1 )

 
 

, (8) 

 

where NMPr1  is the number of successfully completed 

transitions between the states of the system;  

i = 1,2,… , NMPr1 ; mPr,i
1  – rule group number for i–th tran-

sition; tPr,i
1  – current time for completed i–th transition; 

NMPr,i – element number from the set of rules on i – th 

transition. 

This matrix MPr
1  specifies information about the 

previous states of the system when organizing transitions, 

as well as about the rules used and the time to complete 

the transitions. Such information is needed by the system 

to make decisions about the next centralization option 

and in the event of an emergency. 

Separate rules are required to ensure an exit from 

non-standard or emergencies. If an emergency or non-

standard situation for the system has arisen, the discon-

nected parts of the system make a decision about the cen-

tralization option in parts, and during the subsequent 

transition to the standard operating mode of the system, 

the centralization option is also determined by separate 

rules. For example, there may be a transition to a certain 

state when the system is unable to complete the corre-

sponding actions, and returning to the previous state is no 

longer possible as a result of an emergency or non-stand-

ard situation, which may be due to a change in the system 

architecture. Then, returning to the normal operating 

mode of the system requires rules that ensure the estab-

lishment of a centralization option under the existing con-

ditions. Therefore, when the system functions, the set of 

rules must be divided into groups of rules that can be ap-

plied only under certain conditions. 

The third group of rules includes rules that are 

formed by the system itself using simpler rules; that is, 

they are constructed by it to select the next centralization 

option. Such a group of rules is added to the set of rules 

by the system itself. The need to form such a group of 

rules arises during the operation of the system when the 

centralization options proposed from the first group of 

rules are repetitive or their number does not satisfy the 

requirements of the controller. Then, the system forms 

new rules by general search. If the controller accepts the 

new rules, they are included in the set of rules in the third 

group. 

The first group of rules forms not only the rules for 

transitioning from one state to another in the normal 

mode of operation, but also establishes another option of 

centralization in the system. That is, the rules of the first 

group specify not only a simple combination of possible 

options of elements of the sets, which are given by Eq. 

(1). Among the rules of the first group, there must be 

rules that reject the option of centralization in the system, 

which is impossible. For example, if the option of cen-

tralization in the system involves centralization, then it 

cannot be combined with the option, which provides for 

the division into several disconnected subsets of the set 

of system components. Or, for example, if the system is 

partially decentralized, then the option with a large num-

ber of hierarchy levels in it is impossible. Thus, in the 

normal mode of operation of the system, the rules form a 

new option for centralization in the system, not by a sim-

ple search of all possible options but by taking into ac-

count the impossibility of combining certain properties, 

which are given by the elements of the sets. 

The division of rules into three groups reflects the 

features of their application at the current moment of the 

system's functioning, taking into account the events that 

occur in the system when it performs tasks, including 

changes in the centralization option. 

To form the rules, we describe the features of the 

four main centralization options. We will specify class 𝔖 

systems by their components as follows; 

 

A𝔖 = {A1
𝔖, A2

𝔖, … , AN
A𝔖

𝔖 },                 (9) 

 

where A𝔖 is the designation of the class 𝔖 system; Ai
𝔖 is 

the i-th component of the A𝔖 system of class 𝔖; i=1,2,…, 

NA𝔖; NA𝔖 is the number of components in the A𝔖 system. 

Considering the need to present centralization op-

tions in the system, we divide the components of the A𝔖 

system into two subsets. The first subset includes the cur-

rently active components of the system center. The sec-

ond subset includes components that are not currently in 

the system center. We assume that any component of the 

A𝔖 system can be active components of the center if they 

are in switched-on computer stations. Active components 

are those that are currently functioning as part of the sys-

tem. We assume that components of the A𝔖 system can 

be active, but they do not necessarily belong to the sys-

tem center at the current time. Then, we define the set of 

components of the A𝔖 system as follows: 
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A𝔖 = A1
𝔖 ∪ A2

𝔖,                        (10) 

 

where A1
𝔖 is a subset of active components of the system 

center; A2
𝔖 is a set of system components that are not cur-

rently components of the system center. 

These two subsets are defined by the following ele-

ments: 

 

A1
𝔖 = {A1,1

𝔖 , A1,2
𝔖 , … , A1,N

1,A𝔖

𝔖 }; 

A2
𝔖 = {A2,1

𝔖 , A2,2
𝔖 , … , A2,N

2,A𝔖

𝔖 },          (11) 

 

where A1
𝔖 is the i-th component of the subset A1

𝔖 of the 

system A𝔖 of class 𝔖; i=1,2,…, N1,A𝔖; N1,A𝔖 is the num-

ber of elements in the subset A1
𝔖; A2,j

𝔖  is the j-th compo-

nent of the subset A2
𝔖 of the system A𝔖 of class 𝔖; 

j=1,2,…, 2,N2,A𝔖; N2,A𝔖 is the number of elements in the 

subset A2
𝔖; A2

𝔖; NA𝔖 = N1,A𝔖 + N2,A𝔖 . 

Thus, the features of the formation of centralization 

options for multi-computer systems have been high-

lighted, which require their consideration in the criteria 

for evaluating centralization options. 

 

2.2. Mathematical models and criteria  

for evaluating centralization options  

in the architecture of multicomputer systems 

 

The division into four main types of architecture is 

necessary when forming the next type of architecture be-

cause each type of architecture forms its own decision-

making option at the center of the A𝔖 system. Let us es-

tablish criteria for evaluating the four types of centraliza-

tion considered in the system. The development of a 

methodology for evaluating centralization options is nec-

essary for the system to choose the next centralization 

option. The transition of a system to the next centraliza-

tion option is a complex action. There are many options 

to which the system can switch; therefore, it is important 

to determine such an option that is possible for a quick 

and safe transition. Given the very large number of pos-

sible centralization options in the system that can be 

switched to, the problem of optimal selection of the best 

option arises; therefore, an objective function for evalu-

ating the next centralization option is needed, the values 

of which will be based on the criteria and will be used by 

the controller when approving the centralization option 

that will be set in the system when switching from the 

previous option. 

The selection of criteria is performed based on the 

goal of the evaluation objective function for choosing one 

of the four types of centralization, namely, to minimize 

its value. In other words, the values of the objective func-

tion indicate how effective one of the four types of archi-

tecture is depending on the number of components in the 

system and their activity at the current moment. In this 

approach to construct the objective function of selection, 

we consider the number of components in the system, in-

cluding those active at the current moment. The four 

types of centralization in the system architecture cannot 

be evaluated by simple ranking among themselves at four 

levels. There may be cases when one of the types with a 

larger number of components is less effective than the 

type of architecture in which, with the same number of 

components, operational efficiency is lower, and with a 

smaller number of components, operational efficiency is 

better. In other words, for different types of centralization 

with different numbers of components, there may be in-

tersections in the classes of their types in terms of opera-

tional efficiency. To evaluate the types of centralization 

in architecture depending on the four main types, we in-

troduce the following criteria: operational efficiency; sta-

bility; integrity; security. For analytical presentation of 

the criteria, we use the following indicators: time to per-

form the restructuring of the architecture in terms of cen-

tralization; time to prepare decisions regarding the next 

option of centralization in the system architecture; total 

number of components in the system; number of active 

center components in the system at the current time; 

number of components with the system center at the cur-

rent time; number of system center components in the 

new option to which the transition is planned at the next 

step; number of segments in the corporate network; pres-

ence of system components in the demilitarized zone of 

the corporate network; presence of system components in 

server nodes; presence of system center functionality in 

nodes in the demilitarized zone; presence of system cen-

ter functionality in server nodes. 

The objective function for evaluating the following 

centralization options for choosing one of the four types 

of centralization is as follows: 

 

Fkr
centr

(

 
 
f1,kr
centr(p1,kr

centr), f2,kr
centr(p2,kr

centr),… ,

fN
Fkr
centr ,kr

centr (pN
Fkr
centr ,kr

centr ) ,

Fvar
centr(u), Fvar

centr(v) )

 
 
→ min,   (12) 

 

where fi,kr
centr(pi,kr

centr) is the i -th function that specifies the 

calculation of the value of the i-th criterion; pi,kr
centr is the 

vector whose coordinates are the parameters of the i -th 

criterion and the centralization option; NFkr
centr , kr is the 

number of arguments of the Fkr
centr function and the num-

ber of vectors pi,kr
centr;  
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pi,kr
centr = (

p1,i,kr
centr, p2,i,kr

centr, … , pN
pi,kr
centr ,i,kr

centr ,

VPr,u, VPr,v,

𝐴1,𝑢
𝔖 , 𝐴1,𝑣

𝔖 , 𝐴2,𝑢
𝔖 , 𝐴2,𝑣

𝔖

), 

 

where pm,i,kr
centr  is the value of the m-th parameter for i–th 

criterion with respect to v – that centralization variant in 

the system; Npi,kr
centr is the number of parameters i–th cri-

terion; u and v are the numbers of the centralization var-

iants; u is the number of the current centralization variant 

in the system; v is the number of the studied centraliza-

tion variant in the system after u – that number of the 

centralization variant; VPr,u, VPr,v – vectors given by co-

ordinates according to formula (4); Fvar
centr(v) – function, 

the value of which is the number of one of the types of 

centralization in the system at the current time or the 

number of the studied type; A1,u
𝔖  – subset of active com-

ponents of the system center at u – that current number 

of the centralization variant; A2,u
𝔖  – set of system compo-

nents that at the current time are not components of the 

system center at u – that current number of the centrali-

zation variant; A1,v
𝔖  – subset of active components of the 

system center for v – the number of the studied centrali-

zation variant in the system, which can be after u – that 

number of the centralization variant; A2,v
𝔖  is the set of sys-

tem components that are not currently components of the 

system center for v – the number of the centralization var-

iant under study in the system, which may be after u – the 

number of the centralization variant. 

The sets of system components A1,u
𝔖 , A1,v

𝔖 , A2,u
𝔖 , A2,v

𝔖  

will reflect the type of components in the context of cen-

tralization and information about them is necessary to ap-

ply the criteria for operational efficiency, stability, integ-

rity and security. These sets denote the components at the 

current time for a certain centralization option and for the 

studied centralization option to assess its admissibility in 

the next centralization option. 

For the studied value of the function Fkr
centr, which 

is given by Eq. (12), the value NFkr
centr = 4, since four cri-

teria are defined. The number of criteria can be increased, 

but their addition must consider the requirements for their 

independence and the need to avoid compensation of the 

resulting values. 

Let us define the function Fvar
centr(v) as follows: 

 

Fvar
centr(v) → {1,2,3,4},                  (13) 

 

where the value {1} corresponds to a centralized archi-

tecture, i.e. Fvar
centr(v)=1; the value {2} corresponds to a 

partially centralized architecture, i.e. Fvar
centr(v)=2; the 

value {3} corresponds to a partially decentralized archi-

tecture Fvar
centr(v); the value {4} corresponds to a decen-

tralized architecture Fvar
centr(v)=4. 

Considering Eq. (4), the vector pi,kr
centr is given in the 

expanded form as follows: 
 

pi,kr
centr =

(

 
 
 
 
 
 

p1,i,kr
centr, p2,i,kr

centr, … , pN
pi,kr
centr ,i,kr

centr ,

FPr(m𝔙2,centr,v1,1
, u), FPr(m𝔙2,centr,vl,2

, u),… ,

FPr(m𝔙2,centr,v10,3
, u),

FPr(m𝔙2,centr,v1,1
, v), FPr(m𝔙2,centr,vl,2

, v),… ,

FPr(m𝔙2,centr,v10,3
, v),

𝐴1,𝑢
𝔖 , 𝐴1,𝑣

𝔖 , 𝐴2,𝑢
𝔖 , 𝐴2,𝑣

𝔖 )

 
 
 
 
 
 

. (14) 

Let us consider the definition of each of the four se-

lected criteria. First, we define the criteria in the general 

case as follows: 

 

fi,kr
centr

(

 
 
 
 
 
 
 
 
 
 

p1,i,kr
centr, p2,i,kr

centr, … ,

pN
pi,kr
centr ,i,kr

centr ,

FPr(m𝔙2,centr,v1,1
, u),

FPr(m𝔙2,centr,vl,2
, u), … ,

FPr(m𝔙2,centr,v10,3
, u),

FPr(m𝔙2,centr,v1,1
, v),

FPr(m𝔙2,centr,vl,2
, v), … ,

FPr(m𝔙2,centr,v10,3
, v),

𝐴1,𝑢
𝔖 , 𝐴1,𝑣

𝔖 , 𝐴2,𝑢
𝔖 , 𝐴2,𝑣

𝔖 )

 
 
 
 
 
 
 
 
 
 

→ [0,1],  (15) 

 

where i=1,2,3,4. 

The numerical values calculated for each of these 

criteria belong to the numerical interval [0,1]. For each 

considered centralization option in the system, which 

may be the next in the system architecture, the objective 

function of evaluating the next centralization option for 

choosing one of the options from the four types of cen-

tralization is minimized due to the parameters available 

in the criteria. 

The criterion for operational efficiency is defined 

by the function f1,kr
centr(p1,kr

centr), which specifies the calcu-

lation of the numerical value considering the parameters 

of the vector p1,kr
centr, the coordinates of which are deter-

mined by eq. (15). Since operational efficiency is charac-

terized by the speed of information transmission and the 

timeliness of its receipt, to determine the corresponding 

criterion, we consider time, and also, taking into account 

the distribution of the system, we consider the number of 

components that will be involved in the process of trans-

mitting and receiving information. 

Let us discuss the definition of the criterion 

f1,kr
centr(p

1,kr
centr) regarding operational efficiency in detail, 

considering the relationships between certain parameters 

that are specified in the vector p
i,kr
centr according to eq. 

(15). Let the indicator p
1,1,kr
centr = t

1

p1,kr
centr

 be the time for the 
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center of the system to make a decision regarding a cer-

tain next type of centralization. For different types of cen-

tralization, this time will be different because different 

types of centralization involve the involvement of a dif-

ferent number of components to form the centralization 

center. The process of directly changing the type of cen-

tralization in the system requires a certain amount of time 

to perform its various stages, and at the same time, it may 

be the case that some of these stages will be performed in 

parallel, which will reduce the time required to imple-

ment the entire process. Therefore, we introduce presen-

tation indicators that reflect the stages of changing the 

type of centralization [6]: 

1) p2,1,kr
centr = t2

p1,kr
centr

– time to define new components 

with the center functionality and components without 

such functionality; 

2) p3,1,kr
centr = t3

p1,kr
centr

– time to notify components of 

the next state of centralization and their assignment to the 

new system architecture; 

3) p4,1,kr
centr = t4

p1,kr
centr

– time to notify all system com-

ponents of the completion of the current type of centrali-

zation in the system architecture; 

4) p5,1,kr
centr = t

5

p1,kr
centr

– time of receiving confirmation 

from all system components about their processing of the 

message about the completion of the current type of cen-

tralization and transition to a new type of centralization 

in the system architecture; 

5) p6,1,kr
centr = t6

p1,kr
centr

– time of sending a command to 

all system components to start work with the new system 

center and receive confirmation from them regarding the 

successful transition; 

6) p7,1,kr
centr = t7

p1,kr
centr

– time of sending messages be-

tween the system center components to coordinate work; 

7) p8,1,kr
centr = k8

p1,kr
centr

– total number of components in 

the system; 

8) p9,1,kr
centr = k9

p1,kr
centr

– the number of active system 

components at the current time; 

9) p10,1,kr
centr = k10

p1,kr
centr

– the number of components in 

the system with the system center functionality at the cur-

rent time; 

10) p11,1,kr
centr = u11

p1,kr
centr

 – a vector whose coordinates 

are information about the system components at the cur-

rent time in the nodes of the corporate network for sub-

sets 𝐴1,𝑢
𝔖 , 𝐴2,𝑢

𝔖 ; 

11) p12,1,kr
centr = v12

p1,kr
centr

– vector whose coordinates are 

information about system components at the current time 

in corporate network nodes for subsets A1,v
𝔖 , A2,v

𝔖 ; 

12) p13,1,kr
centr = u13

p1,kr
centr

– vector whose coordinates are 

information about system center components at the cur-

rent time in corporate network nodes for subset 𝐴1,𝑢
𝔖 , 

which reflect active center components and inactive ones, 

but which were defined as being part of the system cen-

ter; 

13) p14,1,kr
centr = k14

p1,kr
centr

– number of inactive compo-

nents with system center functionality at the current time; 

14) p15,1,kr
centr = k

15

p1,kr
centr

– the number of inactive com-

ponents without the system center functionality at the 

current time; 

15) p16,1,kr
centr = k16

p1,kr
centr

– the number of segments in 

the corporate network in which the system components 

are installed; 

16) p17,1,kr
centr = k17

p1,kr
centr

– the number of system com-

ponents in demilitarized zone of corporate network; 

17) p18,1,kr
centr = k18

p1,kr
centr

– the number of system com-

ponents in the server nodes; 

18) p19,1,kr
centr = k19

p1,kr
centr

– the number of components 

with the functionality of the system center in the nodes in 

the demilitarized zone; 

19) p20,1,kr
centr = k20

p1,kr
centr

– the number of components 

with the functionality of the system center in the server 

nodes; 

20) p21,1,kr
centr = t21

p1,kr
centr

– additional time spent on es-

tablishing the state of components that did not respond to 

confirm the processing of the message about the comple-

tion of the current type of centralization and the transition 

to a new type of centralization in the system architecture. 

In a decentralized architecture, the time indicators 

t7
p1,kr
centr

 will be larger than in other architecture types. For 

a centralized architecture without a distributed system 

center, t7
p1,kr
centr

= 0. If the type of centralization in the sys-

tem architecture is different from the decentralized type, 

then the time indicator t7
p1,kr
centr

 will be affected by the 

number of components with the system center. As their 

numbers increase, the time for coordinating work be-

tween them will also increase. 

For a decentralized architecture, the indicator 

t2
p1,kr
centr

= 0, since decisions about the time for defining 

new components with the center functionality and com-

ponents without such functionality do not need to be 

made because all these components will be components 

of the center. However, in this architecture, the time 

t7
p1,kr
centr

 for sending messages between the components of 

the system center for coordinating work is the largest 

compared to other types of architecture. 
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Let us define f1,kr
centr(p1,kr

centr) for the operational effi-

ciency criterion as follows [6]: 

 

:f1,kr
centr(p1,kr

centr) = 1 −
1

10
∙ (

∑ t
i

p1,kr
centr

7
i=1

∑ t
i,max

p1,kr
centr

7
i=1

+
k8
p1,kr
centr

k9

p1,kr
centr +

+
k10
p1,kr
centr

k10

p1,kr
centr

+k14

p1,kr
centr +

k8
p1,kr
centr

−(k15

p1,kr
centr

+k16
p1,kr
centr

)

k8

p1,kr
centr +

+
k16
p1,kr
centr

−1

k16

p1,kr
centr +

k8
p1,kr
centr

−k17
p1,kr
centr

k8

p1,kr
centr +

k17
p1,kr
centr

−k19
p1,kr
centr

k17

p1,kr
centr +

+
k8
p1,kr
centr

−k18
p1,kr
centr

k8

p1,kr
centr +

k18
p1,kr
centr

−k20
p1,kr
centr

k18

p1,kr
centr +

t
21

p1,kr
centr

t5

p1,kr
centr),           (16) 

 

where t
i,max

p1,kr
centr

 is the largest time value for the i-th charac-

teristic, which was obtained during the system operation, 

starting from the first independent solution by the system; 

i=1,…,7. 

Thus, the criterion for operational efficiency can be 

determined by Eq. (16), and the values calculated from 

its definition can be used in the objective function 

(Eq.(12)) to evaluate the next centralization options to se-

lect one of the four types of centralization. Eq. (16) con-

siders the experience of the system’s operation in terms 

of independent decision-making regarding the next cen-

tralization option and saving the obtained indicators for 

use in subsequent steps of their largest values. 

The system stability when determining the criterion 

f2,kr
centr(p

2,kr
centr) will be considered only with respect to its 

center. The stability of the system center, regardless of 

the type of centralization in the system architecture, will 

be considered in terms of its ability to provide function-

ality in the operating environment when changing inter-

nal and external parameters, including in the case of min-

imal loss of functionality. External influences may occur 

when the system is restructuring the centralization op-

tion. In addition, when a malicious attack occurs and it 

affects components with the functionality of the center, it 

is carried out on computer network nodes in which com-

ponents with the center of the system are located. Other 

external events may also affect the operation of the cen-

ter. For example, failure of equipment that connects parts 

of the network nodes, and accordingly, the system can 

fall apart into parts. The internal influences on the oper-

ation of the center of the system may be due to incom-

plete message exchanges. Because the system is distrib-

uted, there may be emergencies with the equipment. In 

such cases, the exchange of messages may be interrupted, 

and some messages may be lost. In addition, operations 

to form a new center may be interrupted for some system 

components. To determine the stability criterion of the 

center of the system, we form two sets of possible events 

that affect the functionality of the center of the system, 

which are caused by external and internal influences, as 

well as their combination. The set of events that are 

caused at the center of the system by external influences 

and affect its stability is defined as follows: 

 

A2,kr
z = {

a2,kr,1
z , a2,kr,2

z ,
… ,

a2,kr,NA2,kr
z

z
},               (17) 

 

where a2,kr,i
z  is the i-th element corresponding to an event 

caused by external influences; NA2,kr
z  is the number of el-

ements in the set A2,kr
z ; i=1,2,…, NA2,krz . 

The set of events that are caused at the center of the 

system by internal influences and affect its stability is de-

fined as follows: 

 

A2,kr
v = {

a2,kr,1
v , a2,kr,2

v ,
… ,

a2,kr,N
A2,kr
v

v
},                 (18) 

 

where a2,kr,i
v  is the i-th element corresponding to an event 

caused by internal influences; NA2,kr
v  is the number of el-

ements in the set A2,kr
v ; i=1,2,…, NA2,krv . 

We define the set of events that occur at the center 

of the system by a combination of internal and external 

influences that affect its stability as follows: 

 

A2,kr
vz = {

a2,kr,1
vz , a2,kr,2

vz , … ,

a2,kr,N
A2,kr
vz

vz },              (19) 

 

where a2,kr,i
vz  is the i-th element corresponding to an event 

caused by external influences; NA2,kr
vz  is the number of el-

ements in the set A2,kr
vz ; i=1,2,…, NA2,krvz . 

The part of events that affect the operation of the 

center of the system and its stability and is given by the 

set A2,kr
vz  can be generated only by a combination of both 

external and internal influences. If the event is generated 

separately by external or internal influence but is com-

bined, such events are attributed to the sets A2,kr
z  and 

A2,kr
v . 

Each event that affects the stability of the center of 

the system will violate the stability of the center of the 

system with a certain probability. Therefore, we define 

the stability of the center of the system by the value 

Pst
centr(t), the value of which will belong to the interval 

[0,1] and depends on time. That is, at different values of 

time, different values of stability are possible, or in the 
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process of the system functioning, the stability of the cen-

ter of the system for a certain time may change. The cen-

ter of the system will be more stable at a larger value of 

the value Pst
centr(t), that is, the closer the value of 

Pst
centr(t) to one, the better the stability of the center of 

the system. 

In the general representation, we define the criterion 

for the stability of the center of the system by considering 

Eq. (15) as follows: 

 

Pst
centr(t) = 1 −

−f2,kr
centr

(

 
 
 
 
 
 
 

p1,2,kr
centr , p2,2,kr

centr , … , pN
pi,kr
centr ,2,kr

centr ,

FPr(m𝔙2,centr,v1,1
, u), FPr(m𝔙2,centr,vl,2

, u),
… ,

FPr(m𝔙2,centr,v10,3
, u),

FPr(m𝔙2,centr,v1,1
, v), FPr(m𝔙2,centr,vl,2

, v),
… ,

FPr(m𝔙2,centr,v10,3
, v),

𝐴1,𝑢
𝔖 , 𝐴1,𝑣

𝔖 , 𝐴2,𝑢
𝔖 , 𝐴2,𝑣

𝔖
)

 
 
 
 
 
 
 

  

(20) 

 

Unlike the definition of the operational efficiency 

criterion, for the criterion of the stability of the center of 

the system, the stability value is determined by the func-

tion Pst
centr(t) through the function f2,kr

centr, which is better 

when the value is close to unity, and the functions for the 

criteria should be close to zero, because the objective 

function Fkr
centr (formula (12)) of evaluating the following 

centralization options for choosing one of the options 

from the four types of centralization should be mini-

mized. 

Let us detail the values of the arguments of the func-

tion f2,kr
centr, i.e. the criterion for the stability of the center 

of the system, as follows: 

1) p1,1,kr
centr = t – the current time at which the value 

Pst
centr(t) was determined; 

2) p2,1,kr
centr = k1

p2,kr
centr

– the total number of compo-

nents in the system at the current time t (if the system has 

been operating for a long time, the total number of system 

components can be changed); 

3) p3,1,kr
centr = k2

p2,kr
centr

– the number of active system 

components at the current time; 

4) p4,1,kr
centr = k3

p2,kr
centr

– the number of components in 

the system with the functional of the center of the system 

at the current time; 

5) p5,1,kr
centr = k4

p2,kr
centr

– the number of components in 

the system with the functionality of the system center at 

the current time, which were determined as active to par-

ticipate in the work of the system center, but they did not 

confirm their activity as components of the system center 

and continue to function as part of the system; 

6) p6,1,kr
centr = k

5

p2,kr
centr

– the number of components in 

the system with the functionality of the system center at 

the current time, which were determined as active to par-

ticipate in the work of the system center, but they were 

turned off correctly together with the computer stations 

in which they were installed; 

7) p7,1,kr
centr = k6

p2,kr
centr

– the number of components in 

the system with the functionality of the system center at 

the current time, which were defined as active to partici-

pate in the work of the system center, but they were 

turned off in an emergency together with the computer 

stations in which they were installed; 

8) p8,1,kr
centr = k7

p2,kr
centr

– the number of active compo-

nents of the system center at the current time; 

9) p9,1,kr
centr = k8

p2,kr
centr

– a vector whose coordinates are 

information about events from the set of events A2,kr
z  to 

the current time defined by the indicator p1,2,kr
centr = t, 

which are caused in the system center by external influ-

ences, and affect its stability; 

10) p10,1,kr
centr = k9

p2,kr
centr

– vector whose coordinates are 

information about events from the set of events A2,kr
v  to 

the current time determined by the indicator p1,2,kr
centr = t, 

which are caused in the center of the system by internal 

influences, and affect its stability; 

11) p11,1,kr
centr = k10

p2,kr
centr

– vector whose coordinates are 

information about events from the set of events A2,kr
vz  to 

the current time determined by the indicator p1,2,kr
centr = t, 

which are caused in the center of the system by external 

and internal influences, which are caused in the center of 

the system by a combination of external and internal in-

fluences and affect its stability; 

12) p12,1,kr
centr = k11

p2,kr
centr

– the number of inactive com-

ponents with the functionality of the system center at the 

current time; 

13) p13,1,kr
centr = k12

p2,kr
centr

– the number of inactive com-

ponents without the functionality of the system center at 

the current time; 

14) p14,1,kr
centr = k13

p2,kr
centr

– the number of segments in 

the corporate network in which the system components 

are installed; 

15) p15,1,kr
centr = k14

p2,kr
centr

– the number of system com-

ponents in the demilitarized zone of the corporate net-

work; 

16) p16,1,kr
centr = k

15

p2,kr
centr

– the number of system com-

ponents in server nodes; 

17) p17,1,kr
centr = k16

p2,kr
centr

– the number of components 

with the functionality of the system center in nodes in the 
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demilitarized zone; 

18) p18,1,kr
centr = k17

p2,kr
centr

– the number of components 

with the functionality of the system center in server 

nodes; 

19) p19,1,kr
centr = k18

p2,kr
centr

– the number of system parts, 

each of which has components with the functionality of 

the system center, in the case of temporary system divi-

sion; 

20) p20,1,kr
centr = k19

p2,kr
centr

– the number of parts of the 

system in which there are no active components with the 

function of the system center, with a temporary division 

of the system; 

21) p21,1,kr
centr = k20

p2,kr
centr

– the number of parts of the 

system in which there are active components with the 

function of the system center, with a temporary division 

of the system; 

22) p22,1,kr
centr = k21

p2,kr
centr

– the time during which the 

system functioned without the system center until the 

current time, which was determined by the indicator 

p1,2,kr
centr = t; 

23) p23,1,kr
centr = k22

p2,kr
centr

– the number of events from 

the set of events A2,kr
z  to the current time determined by 

the indicator p1,2,kr
centr = t, which are caused at the center of 

the system by external influences, and affect its stability; 

24) p24,1,kr
centr = k

25

p2,kr
centr

– the number of events from 

the set of events A2,kr
v  to the current time determined by 

the indicator p1,2,kr
centr = t, which are caused at the center of 

the system by internal influences, and affect its stability; 

25) p25,1,kr
centr = k24

p2,kr
centr

– the number of events from 

the set of events A2,kr
vz  up to the current time defined by 

the indicator p1,2,kr
centr = t, which are caused in the center of 

the system by external and internal influences, which are 

caused in the center of the system by a combination of 

external and internal influences and affect its stability; 

26) p26,1,kr
centr = k

25

p2,kr
centr

– the number of NA2,kr
z  ele-

ments in the set A2,kr
z , i.e. the number of coordinates in 

the vectors u8
p2,kr
centr

; 

27) p27,1,kr
centr = k26

p2,kr
centr

– the number of NA2,kr
v  ele-

ments in the set A2,kr
z , i.e. the number of coordinates in 

the vectors u9
p2,kr
centr

; 

28) p28,1,kr
centr = k27

p2,kr
centr

– the number of NA2,kr
vz  ele-

ments in the set A2,kr
vz , i.e. the number of coordinates in 

the vectors u10
p2,kr
centr

. 

For each of the vectors u8
p2,kr
centr

, u9
p2,kr
centr

, u10
p2,kr
centr

 it is 

necessary to establish the probability of impact on the 

stability of the center of the system by its coordinates. 

The zero coordinates of the vectors indicate the absence 

of events. The non-zero values of the coordinates of the 

vectors indicate the number of events at the center of the 

system. If the coordinate value is greater than one, then 

the event corresponding to a certain coordinate occurred 

a certain number of times, which will cause a greater im-

pact.  

Each event has an impact on the center of the sys-

tem. Some events affecting the center of the system can 

stop the system’s operation. Then, such events that are 

reflected by the coordinates in the vectors have a 100% 

probability of stopping the functioning of the center of 

the system. There will also be events that will partially 

affect its functioning, and under certain circumstances, it 

will be possible to continue operations. Then, such events 

have a probability of less than 100%. However, there 

may be a significant decrease in the possibility of the sys-

tem center functioning when certain events are com-

bined, which in fact will not be equal to 100% but will be 

close to 100%.  

The probability of an event affecting the stability of 

the system center functioning, the manifestation of which 

is given by the vector coordinate, will be within the inter-

val [0,1]. If, during a certain time of the center function-

ing, there were manifestations of several events, then 

their probabilities will be added; however, in the case of 

an event occurring and the system overcoming its conse-

quences, then after a certain time, information about such 

an event will remain only in the event archive and not in 

the vector. The vector displays only current events.  

After processing, the vector coordinate values are 

updated. We define the functions that establish the prob-

ability of an event for the coordinates of vectors as fol-

lows: 

 

F
u
7+i

p2,kr
centr

i (u
7+i,J

p2,kr
centr

, t) = 

=  

{
 
 
 
 

 
 
 
 0, if u

7+i,J

p2,kr
centr

= 0;

P, if the system center continues 
its functioning ; 0 < P < 1;

1, if  u
7+i,J

p2,kr
centr

> 2 or the system center stopped

 its functioning 

  

(21) 

 

where i = 1,2,3; J is the vector coordinate number;  

J = 1,2,… ,NA2,kr
q ; NA2,kr

q  is the number of elements in the 

set A2,kr
q

; q corresponds to z if i=1; q corresponds to v, if 

i=2; q corresponds to vz, if i=3. 

The value of P does not depend on the number of 
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active components of the system center, the number of all 

system components, or the problematic components of 

the system. This value characterizes only the event and 

its impact on system stability. Taking into account the 

number of system components and the center of the sys-

tem with different options at the current moment of oper-

ation is possible when determining the value of Pst
centr(t) 

directly according to Eq. (20). To determine the value of 

P, it is possible to sort all possible events that affect the 

stability of the system depending on one of the four types 

of its possible architecture and from the smallest impact 

to the largest impact and assign them a value as follows: 

 

P = 1 −
1

k
,                              (22) 

 

where k is the number of sorted vector coordinates;  

k = 1,2,… ,NA2,kr
q ; NA2,kr

q  is the number of elements in 

the set A2,kr
q

; q corresponds to z, if i=1; q corresponds to 

v, if i=2; q corresponds to vz if i=3. 

The value of P can also be determined by other an-

alytical expressions. This is influenced by the features of 

the analyzed events in relation to each other regarding 

their impact on system stability. In the context of the 

events considered regarding the center of the system, 

they can be, for example, as follows: during the operation 

of the center of the system, the connection with one com-

ponent of the center of the system was lost; the connec-

tion with a component that does not belong to the center 

of the system was lost; the center of the system was di-

vided into two parts due to the loss of the connection; the 

center of the system did not complete the transition to the 

next new architecture defined by it, etc. According to 

such events, it is necessary to form event bases for each 

of the three sets A2,kr
z , A2,kr

v , A2,kr
vz  and set the coordinate 

parameters of the vectors u8
p2,kr
centr

, u9
p2,kr
centr

, u10
p2,kr
centr

 with the 

values of the probability of impact on the stability of the 

center of the system. Each vector coordinate value de-

pends on the four types of centralization in the system 

architecture. For example, the loss of a component with 

the center of the system for a centralized architecture 

with the center located in one component will lead to the 

failure of the entire center of the system, and then, the 

value F
u
7+i

p2,kr
centr

i (u
7+i,J

p2,kr
centr

, t) = 1 (formula (21)). However, 

for a decentralized type of architecture, such an event will 

have a negligible impact, and this impact will only be on 

the time spent on establishing the fact of reducing the sys-

tem and the center of the system by one component. 

After determining the values of the vector coordi-

nates using eq. (22), we obtain the value of Pst
centr(t) as 

follows: 

 

Pst
centr(t) = 1 −

k2
p2,kr
centr

k1
p2,kr
centr ∙

k7
p2,kr
centr

e + k3
p2,kr
centr

− k
5

p2,kr
centr ∙ 

∙
k3
p2,kr
centr

− k4
p2,kr
centr

− k6
p2,kr
centr

+ e

e + k3
p2,kr
centr ∙

k1
p2,kr
centr

− k1
p2,kr
centr

+ e

e + k1
p2,kr
centr ∙

∙
t − t21

p2,kr
centr

+ e

e + t
∙ 

∙
1

3
∙ (∑ F

u8
p2,kr
centr

1 (u
8,J

p2,kr
centr

, t)
N
A2,kr
z

J=1
+

+∑ F
u9
p2,kr
centr

2 (u
9,J

p2,kr
centr

, t)
N
A2,kr
v

J=1
+

+∑ F
u10
p2,kr
centr

3 (u
10,J

p2,kr
centr

, t)
N
A2,kr
vz

J=1
) ∙

k1
p2,kr
centr

−k1
p2,kr
centr

+e

e+k1

p2,kr
centr ∙

k1
p2,kr
centr

−k1
p2,kr
centr

+e

e+k1

p2,kr
centr ∙

k1
p2,kr
centr

−k1
p2,kr
centr

+e

e+k1

p2,kr
centr ∙

k1
p2,kr
centr

−k1
p2,kr
centr

k1

p2,kr
centr ∙

k1
p2,kr
centr

−k1
p2,kr
centr

k1

p2,kr
centr ∙

k1
p2,kr
centr

−k1
p2,kr
centr

+e

e+k1

p2,kr
centr ∙

1

k1

p2,kr
centr; 

f2,kr
centr(p2,kr

centr) = 1 − Pst
centr(t),                           (23) 

 

where e=0.00001; J = 1,2,… , NA2,kr
v ; NA2,kr

v  – number of 

elements in the set A2,kr
v ; J = 1,2,… , NA2,kr

z ;  NA2,kr
z  – 

number of elements in the set A2,kr
vz ; J = 1,2,… ,NA2,kr

vz ;  

NA2,kr
vz  – number of elements in the set A2,kr

vz ; NA2,kr
vz  – 

number of elements in the set A2,kr
vz ; k

i

p2,kr
centr

 – indicators 

for the stability criterion; i = 1,2,… , 24; t – current time. 

Thus, the criterion f2,kr
centr(p2,kr

centr) regarding the sta-

bility of the center of the system can be determined by 

Eq. (23) and the values calculated from its definition can 

be used in the objective function (Eq. (12)) to evaluate 

the following centralization options to select one of the 

options from the four types of centralization. 

The criterion for the integrity of the system center 

is defined by the function f3,kr
centr(p3,kr

centr), which specifies 

the calculation of a numerical value taking into account 

the parameters of the vector p3,kr
centr, the coordinates of 

which are determined by formula (16). Under the integ-

rity of the system center, we consider the internal unity 

of the interconnected components of the system center 

and the parts from which the system center is formed. For 

the centralized architecture of the system center with its 

placement in one component, we consider only the unity 

of the parts from which the system center is formed. The 

integrity of the system center reflects the unity of its parts 

and the connections between them compared to the sys-

tem components external to it and external components 

in relation to the system. Thus, in a corporate network in 

the context of the integrity of the system center, four 

types of connections can be distinguished: between the 
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components of the system center; between the system 

components outside the center; between the components 

of the system center and components outside the center; 

and between components that do not belong to the sys-

tem. Then, it is possible to determine the priority of the 

processes at the center of the system compared to the 

other types of connections in the system and outside it. 

Connections between components of the center of the 

system should be prioritized over those that support sys-

tem integrity. In addition, connections between compo-

nents outside the center of the system and between them 

and the components of the center of the system have dif-

ferent priorities; however, in the context of the integrity 

of the center of the system, they have the same priority 

because they are responsible for preserving and maintain-

ing the integrity of the entire system. 

The integrity of the center of the system was posi-

tioned separately from its stability, since integrity is con-

sidered concerning connections to assess the unity of the 

center of the system, and the stability of the center of the 

system was considered as its ability to continue to per-

form the tasks set in conditions of failure of some com-

ponents and elements under internal and external influ-

ences. Therefore, we introduce the indicators for the 

function f3,kr
centr(p3,kr

centr) regarding the unity of the center 

of the system due to the peculiarities of the connections 

between the components and its elements as follows: 

1) p25,3,kr
centr = t  – the current time at which the value 

f3,kr
centr(p3,kr

centr) was determined; 

2) p2,3,kr
centr = k1

p3,kr
centr

– the total number of compo-

nents in the system at the current time t (if the system has 

been operating for a long time, the total number of system 

components can be changed); 

3) p3,3,kr
centr = k2

p3,kr
centr

– the number of active system 

components at the current time; 

4) p4,3,kr
centr = k3

p3,kr
centr

– the number of components in 

the system with the functionality of the system center at 

the current time; 

5) p5,3,kr
centr = k4

p3,kr
centr

– the number of components in 

the system with the functionality of the system center at 

the current time, which were determined as active to par-

ticipate in the work of the system center, but they did not 

confirm their activity as components of the system center 

and continue to function as part of the system; 

6) p6,3,kr
centr = k

5

p3,kr
centr

– the number of components in 

the system with the functionality of the system center at 

the current time, which were determined as active to par-

ticipate in the work of the system center, but they were 

turned off correctly together with the computer stations 

in which they were installed; 

7) p7,3,kr
centr = k6

p3,kr
centr

– the number of components in 

the system with the functionality of the system center at 

the current time, which were defined as active to partici-

pate in the work of the system center, but they were 

turned off in an emergency together with the computer 

stations in which they were installed; 

8) p8,3,kr
centr = k7

p3,kr
centr

– the number of active compo-

nents of the system center at the current time; 

9) p9,3,kr
centr = k8

p3,kr
centr

– the total calculated number of 

connections between all components of the system center 

at the current time, i.e. the number of edges in the com-

plete graph, in which the vertices are the components of 

the system center; 

10) p11,3,kr
centr = k9

p3,kr
centr

– the available number of con-

nections between all components of the system center at 

the current time, i.e., the number of edges in the graph in 

which the vertices are the components of the system cen-

ter; 

11) p11,3,kr
centr = k10

p3,kr
centr

– the full calculated number of 

connections between all components of the system at the 

current time, i.e. the number of edges in the complete 

graph in which the vertices are the components of the sys-

tem; 

12) p12,3,kr
centr = k11

p3,kr
centr

– the available number of con-

nections between all components of the system at the cur-

rent time, i.e. the number of edges in the graph in which 

the vertices are the components of the system; 

13) p13,3,kr
centr = k12

p3,kr
centr

– the number of segments in 

the corporate network in which the system components 

are installed; 

14) p14,3,kr
centr = k13

p3,kr
centr

– the number of system com-

ponents in the demilitarized zone of the corporate net-

work; 

15) p15,3,kr
centr = k14

p3,kr
centr

– the number of system com-

ponents in the server nodes; 

16) p16,3,kr
centr = k17

p3,kr
centr

– the number of components 

with the functionality of the system center in nodes in the 

demilitarized zone; 

17) p17,3,kr
centr = k16

p3,kr
centr

– the number of components 

with the functionality of the system center in server 

nodes; 

18) p18,3,kr
centr = k17

p3,kr
centr

– the number of system parts, 

each of which has components with the functionality of 

the system center, with a temporary division of the sys-

tem; 

19) p19,3,kr
centr = k20

p3,kr
centr

– the number of system parts 

in which there are no active components with the func-

tionality of the system center, with a temporary division 

of the system; 
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20) p20,3,kr
centr = k19

p3,kr
centr

– the number of parts of the 

system in which there are active components with the 

functionality of the system center, with a temporary divi-

sion of the system; 

21) p21,3,kr
centr = k20

p3,kr
centr

– the time during which the 

system functioned without the system center until the 

current time, which is determined by the indicator  

p1,3,kr
centr = t; 

22) p22,3,kr
centr = k21

p3,kr
centr

– the total number of elements 

(parts) of the system center, which can be placed in dif-

ferent components and maintain communication with 

each other to perform tasks; 

23) p23,3,kr
centr = k22

p3,kr
centr

– the current number of com-

ponents in which the elements (parts) of the central part 

of the system are placed; 

24) p24,3,kr
centr = k23

p3,kr
centr

– the total number of connec-

tions between the system components during  

time t; 

25) p25,3,kr
centr = k24

p3,kr
centr

– the total number of connec-

tions between the components of the center of the system 

during time t. 

The indicator k24
p3,kr
centr

 will reflect the priority of con-

nections when detailing the integrity criterion. Similarly 

to the previous two criteria, which are defined by the cor-

responding functions f3,kr
centr(p3,kr

centr), the better value of 

the two obtained values is the one that is smaller, i.e. 

closer to zero. According to the entered indicators, we 

detail the function as follows: 

 

f3,kr
centr(p3,kr

centr) = 1 −
k2
p3,kr
centr

k1

p3,kr
centr ∙

k7
p3,kr
centr

+k5
p3,kr
centr

k3

p3,kr
centr ∙

k7
p3,kr
centr

−k6
p3,kr
centr

+e

k7

p3,kr
centr

+e

∙
k7
p3,kr
centr

−k4
p3,kr
centr

+e

k7

p3,kr
centr

+e

∙
k7
p3,kr
centr

k8

p3,kr
centr ∙

k11
p3,kr
centr

k10

p3,kr
centr ∙

k12
p3,kr
centr

−k15
p3,kr
centr

−k16
p3,kr
centr

k12

p3,kr
centr ∙

k17
p3,kr
centr

−k18
p3,kr
centr

k17

p3,kr
centr ∙

k19
p3,kr
centr

−k18
p3,kr
centr

k19

p3,kr
centr ∙

t−t20
p3,kr
centr

t
∙
k21
p3,kr
centr

−k22
p3,kr
centr

+e

k21

p3,kr
centr

−1+e

∙
k22
p3,kr
centr

+e

k23

p3,kr
centr

+e

,           (24) 

 

where e=0.00001; t is the current time. 

Thus, the criterion for the integrity of the center of 

the system can be determined by Eq. (24) and the values 

calculated from its definition can be used in the objective 

function (Eq. (12)) to evaluate the following centraliza-

tion options to select one of the four types of centraliza-

tion. The peculiarity of determining the integrity criterion 

is to take into account the priority of connections in the 

system between components, connection options in the 

context of components with the center of the system, and 

possible division of the center of the system into elements 

with their placement in different components. Such a def-

inition of the criterion when taking it into account in the 

objective function, provided that its value is minimized, 

will be the basis for preparing the next centralization op-

tion in the system because, in addition to evaluating the 

current centralization option, it will provide data on the 

optimal options and the optimal number of connections 

between the components of the center of the system. 

The security criterion of the system center is defined 

by the function f4,kr
centr(p4,kr

centr), which specifies the calcu-

lation of a numerical value considering the parameters of 

the vector p4,kr
centr. We consider the security of the system 

center according to two main characteristics: the correct 

and full implementation of the requirements for it by the 

system center; the state of security to ensure the confi-

dentiality, availability, and integrity of information. For 

each characteristic, we will introduce indicators of secu-

rity levels as follows: Pbezp,1
centr (t) – functional security 

level; Pbezp,2
centr (t) – cybersecurity level. The overall secu-

rity level of the system center is set considering the val-

ues for the characteristics as follows: 

 

Pbezp
centr(t) = α1 ∙ Pbezp,1

centr (t) + α2 ∙ Pbezp,2
centr (t),     (25) 

 

where α1 is the weighting factor for the first level 

Pbezp
centr(t); α2 is the weighting factor for the second level 

Pbezp,2
centr (t); α1+α2=1; t is the current time;  

0 ≤ Pbezp,1
centr (t) ≤ 1; 0 ≤ Pbezp,2

centr (t) ≤ 1. 

Then, let us define the security criterion for the cen-

ter of the system as follows: 

 

f4,kr
centr(p4,kr

centr) = 

= 1 − (α1 ∙ Pbezp,1
centr (t) + α2 ∙ Pbezp,2

centr (t)).        (26) 

 

To determine the value of the overall security level 

Pbezp
centr(t), various methods can be used. The selection of 

a specific method for determining the values of the levels 

must be made, considering the requirement that the value 

belong to the interval [0,1]. To determine the levels, you 

can use the formula (11, [44]), according to which you 

can determine the values of the levels in each individual 

component of the system. Then, for the components at 

the center of the system, the arithmetic mean value is cal-

culated. In [44], a comprehensive system for assessing 

the environment of a corporate network and computer 

stations in terms of functional and cybersecurity was pre-

sented. This system can also be modified for the devel-

oped target evaluation function. 

According to the security criterion given by Eq. 

(26), we assume that the better of the two values obtained 

by the criterion will be the smaller of the two values. For 
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the security level Pbezp
centr(t) (formula (25)), the better of 

the two values will be the larger of the two values. 

Some indicators presented in [44] apply to other el-

ements of the proposed multicomputer system. There-

fore, to avoid duplication and, accordingly, to correlate 

the results, we introduce indicators for one of the options 

for a more detailed definition of the criterion for the se-

curity of the center of the system f4,kr
centr(p4,kr

centr) as fol-

lows: 

1) p1,4,kr
centr = t – the current time at which the 

value Pbezp
centr(t) was determined; 

2) p2,4,kr
centr = k1

p4,kr
centr

– the total number of tasks per-

formed by the system center during the system operation 

time t; 

3) p3,4,kr
centr = k2

p4,kr
centr

– the total number of tasks per-

formed by the system center during the operation time in 

its current version of centralization; 

4) p4,4,kr
centr = k3

p4,kr
centr

– the number of tasks that the 

system center completed in full during the system opera-

tion time t; 

5) p5,4,kr
centr = k4

p4,kr
centr

– the number of tasks that the 

system center completed in full during its operation in its 

current centralization variant; 

6) p6,4,kr
centr = k

5

p4,kr
centr

– the number of tasks that the 

system center was unable to complete during the opera-

tion of system t; 

7) p7,4,kr
centr = k6

p4,kr
centr

– the number of tasks that the 

system center was unable to complete during its opera-

tion in its current centralized variant; 

8) p8,4,kr
centr = k7

p4,kr
centr

– the number of tasks that the 

system center continues to perform at the current time t, 

including the start of execution under previous centrali-

zation variants; 

9) p9,4,kr
centr = k8

p4,kr
centr

– the number of tasks that the 

system center continues to perform in its current version 

of centralization; 

10) p10,4,kr
centr = k9

p4,kr
centr

– the number of transitions of 

the system center to the new centralization architecture 

during time t; 

11) p11,4,kr
centr = k10

p4,kr
centr

– the number of unsuccessful 

transitions of the system center to the new centralization 

architecture during time t, i.e. those that did not occur, 

but were started; 

12) p12,4,kr
centr = k11

p4,kr
centr

– the number of active compo-

nents in the system with the functionality of the system 

center at the current time; 

13) p13,4,kr
centr = k12

p4,kr
centr

– the total number of compo-

nents in the system with the functionality of the system 

center determined during the last transition to the new 

centralization architecture; 

14) p14,4,kr
centr = k13

p4,kr
centr

– the number of components in 

the system with the functionality of the system center at 

the current time, which were determined as active to par-

ticipate in the work of the system center, but they did not 

confirm their activity as components of the system center 

and continue to function as part of the system; 

15) p15,4,kr
centr = k14

p4,kr
centr

– the number of components in 

the system with the functionality of the system center at 

the current time, which were defined as active to partici-

pate in the work of the system center in the last version 

of centralization, but they were turned off in an emer-

gency together with the computer stations in which they 

were installed; 

16) p16,4,kr
centr = k

15

p4,kr
centr

– the number of components in 

the system with the functionality of the system center 

during the entire time of its operation from the start of 

operation to time t, which were defined as active to par-

ticipate in the work of the system center, but they were 

turned off in an emergency together with the computer 

stations in which they were installed; 

17) p17,4,kr
centr = k16

p4,kr
centr

– the number of components in 

the system with the system center functionality for the 

current centralization option, which were defined as ac-

tive to participate in the system center operation, but they 

were disabled correctly together with the computer sta-

tions in which they were installed; 

18) p18,4,kr
centr = k17

p4,kr
centr

– the number of components in 

the system with the system center functionality for all 

centralization options during the entire time of system 

operation up to time t, which were defined as active to 

participate in the system center operation, but they were 

disabled correctly together with the computer stations in 

which they were installed; 

19) p19,4,kr
centr = k18

p4,kr
centr

– the number of segments in 

the corporate network in which the system center compo-

nents are installed; 

20) p20,4,kr
centr = k19

p4,kr
centr

– the total number of segments 

in the corporate network; 

21) p21,4,kr
centr = k20

p4,kr
centr

– the number of demilitarized 

zones of the corporate network; 

22) p22,4,kr
centr = k21

p4,kr
centr

– the number of demilitarized 

zones of the corporate network with system center com-

ponents; 

23) p23,4,kr
centr = k22

p4,kr
centr

– the number of segments in 

the corporate network with server nodes; 

24) p24,4,kr
centr = k23

p4,kr
centr

– the number of segments in 

the corporate network with server nodes, in which the 
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components of the system center are located; 

25) p25,4,kr
centr = k24

p4,kr
centr

– the number of divisions of 

the system center into parts during the system operation 

time; 

26) p26,4,kr
centr = k

25

p4,kr
centr

– the number of divisions of 

the system center into parts during the current version of 

the system centralization; 

27) p27,4,kr
centr = k26

p4,kr
centr

– the number of system parts, 

each of which has components with the functionality of 

the system center, during temporary system division; 

28) p28,4,kr
centr = k27

p4,kr
centr

– the number of parts of the 

system in which there are no active components with the 

function of the system center, with a temporary division 

of the system; 

29) p29,4,kr
centr = k28

p4,kr
centr

– the number of parts of the 

system in which there are active components with the 

function of the system center, with a temporary division 

of the system; 

30) p30,4,kr
centr = k29

p4,kr
centr

– the time during which the 

system functioned without the system center until the 

current time, which was determined by the indicator  

p1,4,kr
centr = t; 

31) p31,4,kr
centr = k30

p4,kr
centr

– arithmetic mean value of the 

cybersecurity level of a computer station with a system 

center component; 

32) p32,4,kr
centr = k31

p4,kr
centr

– number of system center 

components removed from the system due to a high level 

of malware infection or as a result of a computer attack 

on a computer station with the corresponding component; 

33) p33,4,kr
centr = k32

p4,kr
centr

– number of components with-

out a system center that were removed from the system 

due to a high level of malware infection or as a result of 

a computer attack on a computer station with the corre-

sponding component. 

34) p34,4,kr
centr = k33

p4,kr
centr

– the number of components 

of the center of the system in the current version of cen-

tralization; 

35) p35,4,kr
centr = k34

p4,kr
centr

 – the total number of compo-

nents of the system. 

The introduced parameters, unlike the well-known 

set of parameters in [44], are focused on the results of the 

functioning of a multi-computer system. For example, 

the number of components of the system center in the 

current version of centralization, the total number of sys-

tem components, the total number of segments in the cor-

porate network, etc. These parameters can be obtained at 

any time during system operation. Some parameters in-

troduced in work [1] require the involvement of a system 

administrator or expert to evaluate them and enter values 

into the system. Parameters 1-35 relate to time, number 

of components, network topology in terms of division 

into segments, and number of tasks performed by the sys-

tem. Together, these parameters comprehensively char-

acterize the state of functional security and cybersecurity 

of the entire developed system, and they can be used as 

criteria to evaluate the security of the system center. 

According to the introduced indicators p1,4,kr
centr −

p35,4,kr
centr , we detail the function  f4,kr

centr(p4,kr
centr) for the cri-

terion for the security of the center of the system as fol-

lows: 

 

f4,kr
centr(p4,kr

centr)  = 1 −

(

 
 
 
 

α1 ∙
k3
p4,kr
centr

+e

k1

p4,kr
centr

+e

∙
k4
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+e

k2

p4,kr
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+e

∙

k6
p4,kr
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+e

k5
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+e

∙
k8
p4,kr
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+e

k7
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+e

∙
k9
p4,kr
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p4,kr
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+e

k9

p4,kr
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+e

∙
k11
p4,kr
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+e

k12

p4,kr
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+e

∙

k11
p4,kr
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+k13
p4,kr
centr

+k14
p4,kr
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+k16
p4,kr
centr

+e

k12

p4,kr
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+e

∙
k21
p4,kr
centr

k20

p4,kr
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k18
p4,kr
centr
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p4,kr
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k23
p4,kr
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+e

k22

p4,kr
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+e

∙
k25
p4,kr
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+e

k24

p4,kr
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+e

∙
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p4,kr
centr

+e

k26

p4,kr
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p4,kr
centr

+e

∙
t−t3

p4,kr
centr

t
+

α2

3
∙

(
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p4,kr
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+
k33
p4,kr
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p4,kr
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+e

k33

p4,kr
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+e

+

+
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+e
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,                                (27) 

 

where e=0.00001; t is the current time; α1 is the 

weighting factor for the first level Pbezp,1
centr (t); α2 is the 

weighting factor for the second level Pbezp,2
centr (t); α1 +

α2 = 1. 

Thus, the criterion for the security of the system 

center can be determined by Eq. (26) with the option of 

detailing according to Eq.  (27) and the values calculated 

from its definition can be used in the objective function 

(Eq. (12)) to evaluate the following centralization options 

to select one of the four types of centralization. A feature 

of determining the security criterion is to consider the 

levels of functional security and cybersecurity for the 

computer stations in which the components of the system 

center are located. This allows us to assess the current 

state of centralization, consider assessments from previ-

ous centralization options, and use these results to deter-

mine the next centralization option in the system. The ar-

guments in the function for the security criterion of the 

system center, which are taken into account and affect the 

evaluation result, are the number of components removed 

by the system in connection with attacks carried out on 
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the computer stations in which they are located. Consid-

ering these indicators is important in the context of the 

purpose of class 𝔖 systems. 

Thus, as a result, new mathematical models have 

been developed for the criteria of operational efficiency, 

stability, integrity, and security relative to the system 

center, which, unlike the known mathematical models for 

evaluating system centers for choosing the following 

centralization options, are presented in analytical expres-

sions that take into account the features of the types of 

centralization in the architecture of systems, indicators of 

operational efficiency, stability, integrity, and security 

relative to the system center and make it possible to form 

an objective function for evaluating centralization op-

tions in systems, the feature of which is the concealment 

of components with the system center from detection by 

attackers.  

The developed mathematical models for evaluating 

system centers for selecting the next centralization op-

tions are based on parameters that reflect the features of 

the corporate network environment, objects, and interac-

tion processes in multi-computer systems. An important 

element of these mathematical models is the considera-

tion of the distribution of centralization options accord-

ing to their types: centralized; partially centralized; par-

tially decentralized; and decentralized. Since the transi-

tion from the current centralization option to the next op-

tion in the system architecture within one type of central-

ization can be performed more easily than between dif-

ferent types of centralization, such a characteristic affects 

the overall assessment of the next centralization option. 

In addition to the criteria of efficiency, stability, integrity, 

and security in relation to the system center, an important 

element of the evaluation system is information about the 

previous states of the system when organizing transitions, 

as well as about the rules used and the time of complete 

completion of transitions. That is, the mathematical mod-

els for evaluating the next options for centralization in-

corporate the previous experience of the systems’ func-

tioning, which is given by numerical values. Therefore, 

the peculiarity of the solution for the developed mathe-

matical models for evaluating the next options for cen-

tralization is to obtain, with their application, a numerical 

value for determining the next option for centralization, 

taking into account the previous experience of using op-

tions for centralization in the system and criteria, the 

number of which may be different, including their param-

eters. Assessments based on such models can be used in 

the development of deceptive systems, including traps 

and decoys. These models are also designed in such a 

way that they can be modified as required. The included 

parameters can be changed, expanded, or reduced, which 

does not affect the overall construction of the analytical 

expressions. A possible parameter option is the option in 

which the parameters of the models can be changed by 

the system in the process of its functioning by consider-

ing internal and external influences. 
 

3. Experiments 

The purpose of the experiment was to study the cri-

teria of operational efficiency, stability, integrity, and  

security relative to the system center to establish the cor-

respondence of their values to real states during the func-

tioning of the system at the moments of changing the cen-

tralization options in the system architecture and the ad-

equacy of the parameters selected for them. 

Experimental setup. The experiment was conducted 

for 90 days in the context of the criteria of operational 

efficiency, stability, integrity, and security relative to the 

system center defined for the system characteristics. The 

first series of experiments consisted of studying the sys-

tem in the case of its regular functioning without the oc-

currence of critical events for it and its operating envi-

ronment. The remaining series of experiments were 

aimed at studying the system according to the criteria of 

operational efficiency, stability, integrity, and security 

relative to the system center in the event of critical events 

for it and its operating environment. To achieve com-

pleteness in terms of the experimental results, the series 

were conducted separately for cases of critical change in 

the indicators of one of the criteria and for indicators that 

are characteristic exclusively for a single criterion. In ad-

dition, the experimental series was conducted in cases of 

impact on several criteria simultaneously through indica-

tors common to them. 

The first experimental series. During the operation 

of the system, the center was changed 100 times accord-

ing to the different options. To determine the next option 

of centralization in the system architecture, the values of 

the operational efficiency, stability, integrity and security 

criteria were calculated using analytical expressions, 

which were determined by formulas (16), (23), (24) and 

(27). The results of the first experimental series are pre-

sented in a fragment in Table. 1. All obtained values be-

long to the interval [0;0.65]. This meets the requirements 

for the developed analytical expressions for the four cri-

teria, which are given by the general formula (15). At the 

same time, a restriction on the belonging of the obtained 

values to each criterion of the interval [0;1] is observed. 

The first series of experiments was conducted dur-

ing the normal operation of the proposed system. Four 

graphs of discrete functions are shown in Fig. 1, which 

display 100 points for each of the four criteria. No prob-

lematic events occurred during system operation.  

The depicted graphs display values in the range of 

0 to 0.065, which corresponds to the limitations specified 

in the analytical expressions for the specified criteria re-

garding operational efficiency, stability, integrity, and se-

curity. All points on the graphs correspond to the values  
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Table 1 

Results of the first series of experiments 

Reconfigu-

ration  

number 

Time. sec 

Function value 

Operational 

efficiency 

f1.kr
centr 

Stability 

f2.kr
centr 

Integrity 

f3.kr
centr 

Security  

f4.kr
centr 

Objective 

function 

Fkr
centr 

1 0 0.060488135 0.061778165 0.058117959 0.064065555 0.061112454 

2 7.94 ∙ 103 0.062151894 0.05770008 0.061963435 0.062740473 0.06113897 

3 1.59 ∙ 104 0.061027634 0.06235194 0.058777518 0.058331452 0.060122136 

4 2.38 ∙ 104 0.060448832 0.064621885 0.056796037 0.055811014 0.059419442 

… … … … … … … 

99 7.78 ∙ 106 0.0632894 0.055580292 0.064729195 0.055163285 0.059690543 

100 7.96 ∙ 106 0.055046955 0.059344166 0.064608347 0.056852323 0.058962948 

 
 

Fig. 1. Function graphs for four criteria 

 

of the functions obtained during the preparation of the 

next option for centralization in the system. The specified 

criteria mainly do not have common indicators; therefore, 

the values obtained according to their analytical expres-

sions are not correlated. 

Let us construct a graph for the objective function 

according to the obtained values for the criteria according 

to Eq. (12). Let us calculate its value as the arithmetic 

mean of all four criteria. If necessary, the value can be 

determined as a weighted average value if a greater influ-

ence of a certain criterion is established or indicated. The 

graph of the objective function for the first series of the 

experiment, which is shown in Fig. 2, shows the permis-

sible values for transitions to the next option for central-

ization in the system architecture during the experiment. 

In addition, based on the values of the objective function, 

a graph of a theoretical curve was constructed, which re-

flects and determines possible further values of the ob-

jective function when determining the next options for 

centralization. The deviations between the theoretical 

curve and the values obtained experimentally according 

to the least squares method are within permissible limits. 

In particular, the difference between the maximum 

(minimum) value from the experiment and the value of 

the corresponding point of the theoretical curve was ap-

proximately 0.03, i.e., 3%. This is a consequence of the  
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Fig. 2. Graph of the objective function 

 

selection of successful options for centralization. The re-

sulting theoretical curve, for which an analytical expres-

sion is defined, is given by a semi-parabola with a grad-

ual downward trend. This reflects the consideration of 

previous experience in terms of each new option. The 

system has been operating for a long time; thus, this is an 

indicator of successful self-learning and, accordingly, the 

definition of the objective function for the standard case 

of system operation. 

The following series of experiments were con-

ducted to study the system for the application of the cri-

teria for cases of separate influences on the indicators of 

the criteria, and each criterion was studied separately. 

The second series of experiments was carried out 

considering the changes in the indicators that affected the 

value of the operational efficiency criterion. Significant 

deviations in the obtained values over the three time pe-

riods were observed during system operation. The graphs 

of all four functions are shown in Fig. 3. 

The obtained values considering significant devia-

tions of some values for the operational efficiency crite-

rion are acceptable for the continued operation of the sys-

tem. In other words, the system stability was not violated 

because of events that affected the value of the opera-

tional efficiency criterion. The objective function, which 

is depicted by the graph in Fig. 4, was obtained empiri-

cally, also confirms the ability of the system to continue 

functioning and determine the next option for centraliza-

tion. In this case, the evaluated centralization options ac-

cording to the definition of the objective function will 

have larger values, and among them, fewer of these val-

ues will be prioritized for approval. 

The objective function, which is determined theo-

retically, confirms the ability of a system to determine the 

next option for its centralization. 

Similarly, for the stability criteria (the graphs in Fig. 

5 and Fig. 6), integrity (graphs in Fig. 7 and Fig. 8) and 

security (the graphs in Fig. 9 and Fig. 10), we confirm the 

admissibility of performing the task of determining the 

next option of centralization in the system architecture.  

The trend of the theoretical curve of the objective 

function for the criterion of impact on stability (see 

Fig. 6) is upward, and for the theoretical curves of the 

objective function for the criteria of efficiency, safety, 

and integrity are downward. At the same time, all values 

of the objective functions when changing all criteria sep-

arately are less than 7%, which is acceptable for the func-

tioning of the work. In the graphs for these cases, the fur-

ther steps of the system for rebuilding the center were 

stable. Thus, the four criteria specified by the functions 

adequately reflect the behavior of the system. 

In the next three series, the number of time intervals 

should be changed from 4 to 5 for larger deviations. The 

adequacy of the description of the analytical expressions 

of the criteria is confirmed by the insignificant deviations 

of their function graphs. In cases of significant deviations 

at certain time intervals during the operation of the sys-

tem, the results of determining the options for centraliza-

tion are obtained. The analytical expressions for the ob-

jective function in all cases, which are obtained from the 
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theoretical method, also confirm the possibility of obtain-

ing an acceptable result. The trend of the theoretical 

curve of the objective function for the criterion of impact 

on stability (Fig. 6) is upward, and for the theoretical 

curves of the objective function for the criteria of effi-

ciency, safety, and integrity are downward. At the same 

time, all values of the objective functions when changing  

 
Fig. 3. Graphs of functions of the second series of experiments for four criteria 

 

 
Fig. 4. The graph of the objective function of the second series of the experiment 
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Fig. 5. Graphs of functions of the third series of the experiment for four criteria 

 

 
 

Fig. 6. Graph of the objective function of the third series of the experiment 
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Fig. 7. Graphs of functions of the fourth series of the experiment for four criteria 

 

 
 

Fig. 8. Graph of the objective function of the fourth series of the experiment 
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Fig. 9. Function graphs of the fifth series of the experiment for four criteria 

 

 
 

Fig. 10. Graph of the objective function of the fifth series of the experiment 
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Table 2 

Summary 

Reconfig-

uration 

number 

Time. sec 

Function value 

Operational  

efficiency 

f1.kr
centr 

Stability 

f2.kr
centr 

Integrity 

f3.kr
centr 

Security  

f4.kr
centr 

Objective 

function Fkr
centr 

… … … … … … … 

17 1.27 ∙ 106 0.061176355 0.058599781 0.024556127 0.064518745 0.052212752 

18 1.35 ∙ 106 0.056187277 0.057378928 0.031408288 0.058068101 0.050760649 

19 1.43 ∙ 106 0.057961402 0.064194826 0.033481409 0.061956254 0.054398473 

20 1.51 ∙ 106 0.061924721 0.060722519 0.034404319 0.056594145 0.053411426 

21 1.59 ∙ 106 0.055710361 0.063480082 0.033818294 0.057835188 0.052710981 

… … … … … … … 

23 1.75 ∙ 106 0.063209932 0.057487531 0.057817301 0.059304024 0.059454697 

24 1.83 ∙ 106 0.027444256 0.059287687 0.060883171 0.06403984 0.052913738 

25 1.91 ∙ 106 0.023918779 0.062142413 0.063621915 0.062567786 0.053062723 

26 1.99 ∙ 106 0.024218483 0.057239247 0.055978445 0.063605512 0.050260422 

27 2.06 ∙ 106 0.062392636 0.060722519 0.063638556 0.060361775 0.061778871 

… … … … … … … 

42 3.18 ∙ 106 0.061531083 0.049575421 0.061874883 0.05589603 0.057219354 

43 3.26 ∙ 106 0.064636628 0.049754205 0.064903389 0.057400203 0.059173606 

44 3.34 ∙ 106 0.059236548 0.038600776 0.061699165 0.062786954 0.055580861 

45 3.41 ∙ 106 0.064883738 0.033778165 0.062980468 0.064589827 0.05655805 

46 3.49 ∙ 106 0.064786183 0.037965466 0.056856359 0.062740473 0.055587121 

… … … … … … … 

73 5.64 ∙ 106 0.058154284 0.06230122 0.0587417 0.034605388 0.053450648 

74 5.72 ∙ 106 0.063209932 0.056354741 0.061874883 0.033997959 0.053859379 

75 5.80 ∙ 106 0.056182744 0.060699649 0.058834639 0.033720478 0.052359378 

76 5.88 ∙ 106 0.0632894 0.059287687 0.064774951 0.033720478 0.055268129 

77 5.96 ∙ 106 0.061048455 0.062220556 0.062851529 0.041288984 0.056852381 

… … … … … … … 

 

all criteria separately are less than 7%, which is accepta-

ble for the functioning of the work. In the graphs for these 

cases, the further steps of the system for rebuilding the 

center were stable. Thus, the four criteria specified by the 

functions adequately reflect the behavior of the system. 

The test environment, including network topology 

parameters, number of nodes, and testing options, was 

the same in all experiments. For the experiment, system 

components were installed in 60 computer stations. The 

corporate network is divided into 8 segments. The demil-

itarized zone consists of three computer stations in one 

segment of the corporate network. 

We did not investigate testing for specific types of 

computer attacks. The effects were carried out on indi-

vidual parameters affecting the values of the criteria and 

were carried out in separate series of experiments. 

The influence of previous experience on using a 

certain centralization option can be analyzed by points on 

the graphs of the objective evaluation functions, where 

the trend of the curve line changes. In addition, the suc-

cessful selection of the next centralization option in the 

architecture and the transition to it are reflected by a 

small deviation of the curve points from the trend curve. 
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4. Discussion 
 

Two experiments confirmed that the system could 

perform tasks when changing its parameters for different 

criteria. The deviations for each criterion did not create 

critical problems for its functioning. Thus, the system 

demonstrated the stability of its work. The analytical ex-

pressions obtained for the evaluation criteria sufficiently 

consider the parameters, which ensured the completeness 

of the description of the processes occurring in it.  

When applying equation (16), 20 parameters were 

used, and in the equation from work [6], 19 parameters 

were used. The last term in Eq. (6) can be equal to zero, 

so the formula is presented as in Eq. [6]. The additional 

time spent on establishing the state of components that 

did not respond to confirm processing of the message 

about the completion of the current type of centralization 

and transition to a new type of central identification in 

the system architecture can be equal to zero. This term is 

introduced for the case of a long response or no response 

from certain components. It is an important parameter in 

the context of the efficiency criterion. Similarly, the re-

maining parameters of the four criteria were investigated. 

All parameters of the four criteria were considered in 

their extreme values during the study. At maximum ex-

treme values, the results of calculating the functions for 

the criteria are values equal to one in the parameters of 

the objective function. However, all parameters and all 

four criteria cannot have maximum extreme numerical 

values at the same time because the system will evaluate 

such an option as an option with a low level of security 

and reject it. If the parameter values are equal to zero or 

are such that the values of the functions for the criteria 

are close to zero in the objective function, then such cen-

tralization options will be considered by the system as 

options for the next transition to them.  
 

5. Conclusions and Future Work 
 

Mathematical models have been developed for the 

criteria of operational efficiency, stability, integrity, and 

security relative to the system center, which, unlike the 

known mathematical models for evaluating system cen-

ters for selecting the following centralization options, are 

presented in analytical expressions that take into account 

the features of the types of centralization in the architec-

ture of systems, indicators of operational efficiency, sta-

bility, integrity, and security relative to the system center 

and allow forming on their basis an objective function for 

evaluating centralization options in systems, the feature 

of which is the hiding of components with the system 

center from its detection by attackers. 

The paper analyzes the results of the experiment 

with the prototype of the proposed system. The conver-

gence of the experimental and theoretical results was es-

tablished. The adequacy of the description of the criteria 

by analytical expressions is confirmed by the insignifi-

cant deviations of their function graphs. In cases of sig-

nificant deviations at certain time intervals during system 

operation, the result for determining centralization op-

tions is obtained. 

The developed objective function for evaluating 

centralization options can be used in systems that involve 

restructuring their architecture independently without the 

involvement of an administrator. Such systems are ac-

tively being developed in the cybersecurity field. The ap-

proach based on the objective evaluation function can be 

adapted to evaluate the next steps of the system. The tran-

sition to the next centralization option is only one of the 

possible steps of the system that can be performed with-

out the involvement of an administrator. The generalized 

representation of the evaluation objective function can be 

integrated into existing security mechanisms of corporate 

networks, in particular, deceptive systems, including bait 

and trap systems. Most modern commercial deceptive 

systems are presented [1,2] as a rule describing the de-

clared capabilities. In addition, most research (non-com-

mercial) adaptive systems presented in scientific works 

do not detail the mechanisms and rules for ensuring 

adaptability. At the same time, they present a detailed ar-

chitecture of the systems. The synthesis of the adaptabil-

ity properties for systems of this purpose is not detailed; 

therefore, this approach details the part for ensuring 

adaptability. The decisive factor here is that if the objec-

tive function and its evaluation criteria are open, it is im-

possible to predict the numerical value of the next cen-

tralization option. This condition is necessary for build-

ing deceptive systems that are resistant to malicious in-

fluences. 

The directions of further research are the develop-

ment of rules and methods for organizing structural parts 

of systems and systems as a whole to ensure their ability 

to independently restructure the architecture, taking into 

account previous operating experience. 
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КРИТЕРІЇ ОЦІНЮВАННЯ ВАРІАНТІВ ЦЕНТРАЛІЗАЦІЇ  

В АРХІТЕКТУРІ МУЛЬТИКОМП’ЮТЕРНИХ СИСТЕМ  

З ПАСТКАМИ ТА ПРИМАНКАМИ 

А. С. Каштальян, С. М. Лисенко, А. О. Саченко,  

Б. О. Савенко, О. С. Савенко, А. О. Нічепорук 

Самостійна перебудова архітектури мультикомп’ютерних систем виявлення комп’ютерних атак та злов-

мисного програмного забезпечення в процесі їх функціонування є складним завдань, оскільки такі системи 

розподілені. Одним із завдань при цій перебудові є зміна архітектури центрів систем. Тобто система може 

перебудовуватись без змін в її центрі. Але специфіка завдань систем щодо виявлення зловмисного програм-

ного забезпечення та комп’ютерних атак потребує такої організації систем, щоб зловмисниками було складно 

зрозуміти їх поведінку. Тому, актуальним завданням, яке розглядається в роботі, є розроблення правил для 

забезпечення перебудови центрів систем за різними типами архітектури. Метою роботи є розроблення кри-

теріїв оцінювання потенційних варіантів централізації в архітектурі мультикомп’ютерних систем з пасктами 

та приманками. Для забезпечення такого оцінювання в роботі проведено аналіз відомих рішень і встановлено 

недостатність математичного забезпечення щодо організації перебудови центрів систем в процесі їх функці-

онування. Враховуючи специфіку завдань для таких систем не було визначено параметрів, які б могли бути 

враховані для формування перебудови центрів систем. В аналізованих роботах встановлено основні типи 

централізації, які використовуються в архітектурі систем: централізовані, частково централізовані, частково 

децентралізовані, децентралізовані. Але не деталізовані та представлені алгоритми та способи переходу сис-

тем від одного типу до іншого в процесі їх функціонування. Предмет дослідження. В роботі визначено хара-

ктеристичні властивості, які можна використати при синтезуванні систем. Вони визначають кількість потен-

ційних варіантів архітектури систем, в які вона перейти на наступному кроці при прийнятті рішення щодо 

перебудови архітектури. Із збільшенням кількості характерних властивостей буде зростати кількість можли-

вих варіантів. При затвердженні варіантів для переходу потрібно було здійснити оцінювання їх з врахуванням 

попереднього досвіду функціонування систем. Для здійснення оцінювання потенційних варіантів централіза-

ції в архітектурі систем було  розроблено критерії оцінювання. Особливістю критеріїв оцінювання є те, що  

згідно них можна враховувати досвід використання варіанту централізації у випадку повтору та оцінити під-

готовлені варіанти, які пропонуються вперше. Тобто, в критерії оцінювання закладено попередній досвід фу-

нкціонування мультикомп’ютерних систем. Цей досвід дав змогу оцінити варіант, що повторився, за резуль-

татами його використання раніше. Це дало змогу урізноманітнити вибір центрів систем. Методи. В роботі 

розроблено цільову функцію оцінювання наступного варіанту централізації в архітектурі систем. Цільова фу-

нкція враховує чотири критерії оцінювання щодо оперативності, стійкості, цілісності та безпеки. Всі ці кри-

терії орієнтовані на оцінювання саме потенційних варіантів центрів систем. Розроблено нові математичні мо-

делі для критеріїв оперативності, стійкості, цілісності та безпеки щодо центру системи, які на відміну від 

відомих математичних моделей оцінювання центрів систем для вибору наступних варіантів централізації, по-

дані аналітичними виразами, в яких враховані особливості типів централізації в архітектурі систем, показники 

оперативності, стійкості, цілісності та безпеки щодо центру системи і дають змогу сформувати на їх основі 

цільову функцію для оцінювання варіантів централізації в системах, особливістю яких є приховування ком-

понент з центром системи від його виявлення зловмисниками. Результати. В роботі проаналізовано резуль-

тати проведеного експерименту з прототипом системи. Встановлено збіжність результатів експерименту та 

результатів, які отримано теоретичним способом. Висновки. Розроблено математичні моделі для оцінювання 

центрів систем на основі критеріїв ефективності, стабільності, цілісності та безпеки. На відміну від існуючих 

моделей, вони представлені як аналітичні вирази, які враховують різні типи централізації в системних архіте-

ктурах. Моделі дозволяють створювати цільові функції для оцінки варіантів централізації, наголошуючи на 

приховуванні компонентів системного центру від зловмисників. Результати експерименту з прототипом сис-

теми підтверджують справедливість теоретичних моделей, демонструючи мінімальні відхилення на графіках 

функцій. Значні відхилення в певних інтервалах часу враховуються для досягнення оптимальних варіантів 

централізації. 

Ключові слова: централізація; системи обману; синтез систем обману; розподілені системи; honeynet; 

приманки-пастки; виявлення зловмисного програмного забезпечення. 
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