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USING ARTIFICIAL INTELLIGENCE METHODS
FOR THE OPTIMAL SYNTHESIS OF REVERSIBLE NETWORKS

Considering the relentless progress in the miniaturization of electronic devices and the need to reduce energy
consumption, technical challenges in the synthesis of circuit design solutions have become evident. According
to Moore's Law, the reduction of transistor sizes to the atomic scale faces physical limits, which complicate
further development. Additionally, reducing transistor sizes causes current leakage, leading to increased thermal
noise, which can disrupt the proper functioning of digital devices. A promising solution to these problems is the
application of reversible logic in circuit design. Reversible logic allows for a reduction in energy and information
losses because logical reversible operations are performed without loss. The research synthesized optimal
reversible circuits based on reversible gates using evolutionary algorithms and compare them with existing
analogues. The focus of this study is on logical circuits built using reversible gates, which can significantly
reduce energy losses, which is critical for modern and future electronic devices. The synthesis of reversible
circuits is closely related to quantum computing, where quantum gates also possess a reversible nature. This
enables the use of synthesis methods to create quantum reversible logical computing devices, which in turn
promotes the development of quantum technologies. The study focuses on the application of evolutionary
artificial intelligence algorithms, specifically genetic algorithms and ant colony optimization algorithms, for the
optimal synthesis of reversible circuits. As a result, a detailed description of the key concepts of the improved
algorithms, simulation results, and comparison of the two methods is provided. The efficiency of the reversible
device synthesis was evaluated using the proposed implementation of the genetic algorithm and the ant colony
optimization algorithm. The obtained results were compared to existing analogs and verified using the Qiskit
framework in the IBM quantum computing laboratory. The conclusions describe the developed algorithms,
which demonstrate high efficiency in solving circuit topology optimization problems. A genetic algorithm was
developed, featuring multi-component mutation and a matrix approach to chromosome encoding combined with
Tabu search to avoid local optima. The ant colony optimization algorithms were improved, including several
changes to the proposed data representation model, structure, and operational principles of the synthesis
algorithm, enabling effective synthesis of devices on the NCT basis along with Fredkin gates. An improved
structure for storing and using pheromones was developed to enable multi-criteria navigation in the solution
space.

Keywords: quantum computing; reversible circuits; synthesis; artificial intelligence; ant colony optimization;
genetic algorithm; simulation; modelling.

loss. As has been demonstrated [4], to prevent
information loss at the logical level, a circuit must consist

1. Introduction

The ever-increasing demands for miniaturizing
electronic devices and reducing their energy
consumption have recently become a pressing issue.
According to Moore's Law [1], this trend, which has
reached atomic size, has an inevitable limit. Furthermore,
further reduction in the characteristic dimensions of
transistors leads to leakage problems, and lowering the
threshold voltage energy of digital devices results in
increased thermal noise, which hinders their proper
operation [2].

Motivation. One way to address these issues is to
use reversible logic in circuit design [3]. This approach
in the design of computational devices leads to reduced
energy loss and, consequently, to reduced information

of reversible gates. This approach has also proven useful
in technologies such as low-power CMOS design [5],
adiabatic circuits [6], encryption circuits [7], optical
computing [8], bioinformatics, and quantum computing
[9]. Reversible computing refers to the paradigm of
building digital devices based on the bijective mapping
of an n-input function to n-outputs. This allows for
reversible computations, where each input signal
combination results in a unique output combination and
vice versa. Each output pattern allows the input to be
restored. Such transformations do not lead to information
loss at the logical level, unlike classical irreversible logic.

The construction of reversible logic gates, and
consequent reversible devices based on them, is the main
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task of reversible logic synthesis. Since quantum logic
gates are reversible, which is a fundamental characteristic
of quantum computing, the synthesis of reversible logic
circuits is closely related to quantum logic synthesis, and
methods for synthesizing reversible functions can be
used for the implementation of quantum devices. At
present, tools for quantum computing, such as
Microsoft’s Q#, Azure Functions, and IBM’s Qiskit, are
becoming available for scientific and commercial
purposes [10].

State of the art. Evolutionary algorithms, unlike
analytical methods, allow us to approach the problem of
optimal synthesis of reversible networks without
restrictions on the number of input variables and
demonstrate good results in generating circuit solutions.
In particular, genetic and ant algorithms, which utilize the
principles of natural selection and ant colony behavior,
enable the optimization of the topology of desired circuits
in terms of hardware complexity, quantum cost, delay
time, and other parameters.

One of the goals of this study is to develop and
apply an improved genetic algorithm(GA) for the
synthesis of optimal reversible networks [11,12]. We
proposed a GA with multi-component mutation, a matrix
approach to chromosome coding, and Tabu search [13]
to escape local optima when synthesizing an optimal
reversible circuit; the improvement of the circuit after its
evaluation in the form of a pin exchange table (lines on
which the gates are placed).

Another evolutionary algorithm used in this work
for the optimal synthesis of reversible circuits is the ant
colony algorithm (ACO), which has proven its promise
in solving combinatorial problems, such as the traveling-
salesman problem [14], protein-ligand docking [15],
scheduling [16], etc. ACO combines a probabilistic
decision-making model as a tool for overcoming
stagnation problems with a distributed memory model,
which is an effective way to find the attainable optimum.
Thus, ACO can be used to build efficient and effective
solutions, which has led to a more detailed analysis of its
use for the synthesis of reversible devices. ACO was first
applied for synthesizing reversible logic circuits in [17].
In this paper, we propose an improved approach in which
an extended basis using Fredkin gates that preserve parity
is used to enhance its performance.

The proposed ACO variation can synthesize circuits
on any universal basis without any modifications. At the
same time, the synthesis speed was significantly higher
than that of the other basic sets.

This study aims to compare the abovementioned
artificial intelligence methods for the reversible circuit
synthesis task.

This article is organized as follows. Section 2
provides the basic concepts and terms used to describe

the problems of reversible circuit synthesis are described
in Section 2. Section 3 describes the improved GA and
ACO algorithms. Section 4 presents the simulation
results and a comparison of the two methods. The
conclusions present the research results.

2. Objective and Approach.
Reversible gates and circuits

In conventional (classical) computing, most logic
gates (AND, OR, XOR, etc.) are irreversible. Thus, once
the output values are determined, it is impossible to
restore the initial state of the system, which results in
information loss. When a bit of information is erased,
energy is released in the form of heat, calculated as E =
kTIn2 Joules, where k is Boltzmann’s constant and T is
the absolute temperature of the environment. This
principle was proposed by Landauer [18] and has been
confirmed experimentally [19]. In ultra-small logic gates,
heat dissipation is critical because it leads to errors and
noise during computations. In reversible computing, and
thus in circuits based on reversible gates, each input
signal is uniquely mapped to the corresponding output
signal, and vice versa, meaning that such mapping is
bijective. This allows for computations with minimal
energy loss, thus reducing errors.

Using the described approaches, reversible gates
have been created—fundamental blocks of reversible and
guantum computing—enabling reversible operations on
quantum bits (qubits). There are several types of
reversible gates, each with its own unique properties and
applications. The simplest examples are the NOT gate
(Fig. 1,a) for inversion, the CNOT gate (Fig. 1,b) for a
controlled inversion gate, and the Toffoli gate, also
known as CCNOT (Fig. 1,c) for a double controlled
inversion gate, which form the universal NCT basis (Fig.
1). Another reversible logic gate is the Fredkin gate or
CSWAP (Fig. 1,e), which performs a controlled swap
operation if the control bit equals 1. Unlike the previous
gates, the Fredkin gate preserves parity: the number of
inputs equals the number of outputs. It is also universal,
allowing the synthesis of complete devices based on it
[20]. The control bits can control the operation of the
respective gates using either a 1 or 0 signal (Fig. 1,d),
significantly expanding the functional capabilities of the
respective circuits; such a gate basis is called a mixed-
polarity basis.

Based on the principles of gate operation, the
concepts of Generalized Toffoli and Fredkin (Fig. 1,f)
gates (GT, GF) with n controlled lines were introduced
[21]. Reversible circuits are evaluated based on: the
number of input lines, quantum cost, delay time (circuit
depth), number of garbage outputs, and auxiliary inputs.
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Fig. 1. The reversible logic gates with logical functions:
a—NOT; b— CNOT; c — CCNOT((Toffoli); d — C’CNOT; e — CSWAP(Fredkin); f— C’CSWAP

The quantum cost is often used as a comparative
characteristic of reversible gates because quantum
computing is one of the primary applications of
reversible gates. The total quantum cost of a circuit is the
sum of the quantum costs of each gate in the circuit [22].

The circuit depth is defined as the maximum
number of quantum gates (operations) that must be
executed sequentially to solve a specific computational
procedure. The more parallel operations are performed,
the better the circuit can be optimized, resulting in a
smaller depth.

To implement reversible circuits, the garbage
outputs and auxiliary inputs are added. Auxiliary inputs
help achieve a better-optimized circuit with fewer gates
and less depth and, in some cases, help to preserve parity.
Garbage outputs are outputs whose values are not read
but influence the activation of the respective gates,
thereby allowing the synthesis of a circuit at a lower cost.
However, adding constant inputs and garbage outputs
complicates physical implementation and introduces the
problem of managing information from garbage outputs.

Recently, evolutionary search algorithms have
gained widespread application in the task of synthesizing
quantum and reversible networks due to their simplicity
of execution, ability for global search, and lack of
restrictions on the number of input signals.

3. Methodology and implementation.
Improved evolutionary algorithms

Evolutionary metaheuristic methods offer unique
approaches to solving complex combinatorial problems
by modelling natural phenomena based on populations
[13]. Specifically, the Ant Colony Optimization (ACO)
algorithm and the Genetic Algorithm (GA) are prominent
methods. Let us consider these approaches in the context
of the aforementioned problem and analyse their
characteristics and propose improvements.

3.1. Genetic synthesis algorithm

The concept of chromosomes is used to represent
quantum circuits, where each gene represents a vector of
gates associated with a sequence of gates. Fig. 2 shows a

class diagram of the chromosomes.
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Fig. 2. DNA Class diagram

Encoding: The encoding of circuits is implemented
using objects, providing a more flexible and transparent
mechanism for the modifications and evaluation of
guantum circuits during synthesis. A chromosome
consists of two objects: a quantum reversible circuit
(QuantumCircuit) and the evaluation results of the
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synthesized circuit (CircuitEvaluationResult).

The circuit object (chromosome) contains a list of
genes, QuantumState (G1 — G5), which is represented by
a vector, GateLines (pins where gates are placed). Each
GateL.ine contains a reference (i.e., a memory address) to
a gate (Gate), with multiple lines possibly referencing the
same gate. Each gene (QuantumState) is represented by
a vector of GateLines arranged in parallel, with each
GateL.ine in the vector positioned at a specific index (pin)
to maximize available space. GateLines are grouped by
the unique identifier GateUid of the current state
(GateState) for the corresponding gate (Gate).

A chromosome is described by a matrix in which
columns correspond to genes (GateState) with parallel
gates placed. The rows of the matrix represent the pins of
the circuit, where the respective gate contacts are located
(Fig. 3). This chromosome representation eliminates the
need for decoding prior to evaluation and increases the
mutation and crossover capabilities of the genetic
algorithm. This approach also allows for four-point
crossover, exchanging not only multiple genes but also
parts of genes and individual gates.
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Fig. 3. Chromosome encoding

The other endpoint of the chromosome is the
evaluation result of the synthesized circuit
(CircuitevaluationResult). The memory function for
each individual chromosome contains information about
the fitness function value, the number of errors
(Hamming distance), quantum cost, the index of pins of
garbage outputs, and the pin exchange table.

Creation of the Initial Population: The initial
population is created by stochastically filling the
chromosome with gates from the chosen basis (e.g.,
Fredkin, NOT, CNOT, Toffoli) based on the parameters
described below.

The chromosome length N and the number of pins
(lines where gates are placed) Q, along with the
maximum number of generations G and the number of

individuals in a generation Cmax, are set. Here, N and Q
correspond to the number of columns and rows in the
matrix, respectively.

Evaluation: Before calculating the fitness function,
the truth table of the synthesized chromosome is
computed. Each type of gate contains a calculation
function for computing the gate output. The input vector
of the first value of the truth table is fed into the first gene,
and computations are performed for each parallel gate of
the gene. The output value of the gate of the first gene is
the input vector for the gates of the next gene. This
operation is repeated until gene N is reached. After
computing the output truth table of the obtained circuit,
the fitness function is calculated as follows:

F = F(Hd) + F(QC), Q)
where the hard constraint component is:
F(Hd) = a(1 + Hd)™?, 2

Hd — Hamming distance between the reference and
obtained truth tables, o is a weighting coefficient. The
soft constraint component:

F(Hd) =1 +Qo™, @)

evaluates the optimality of the circuit relative to quantum
cost, where Qc is the quantum cost of the evaluated
circuit and is calculated as the sum of the quantum costs
of the gates in the circuit, and 3 is a weighting coefficient.
The optimization process aims to maximize the fitness
function value for a given circuit, with o + = 1.

Genetic Operators: Selection proceeds as follows:
E elites — individuals with the highest fitness function
values are selected and migrate unchanged to the next
generation. If the chromosome length is no less than two
genes, a two-point crossover occurs with a probability Pc.
Parental individuals are selected via roulette wheel
selection.

The algorithm also implements multicomponent
gene mutation with probability Pm. Mutation can occur
in one of the following three ways, represented by
probability coefficients Pms, Pma, and Pmr:

1. Pin Change (Pms): A gate pin in a randomly
selected gene (QuantumsState) is stochastically selected
and replaced by another pin in the same gene.

2. Gate Addition of the selected basis (Pma). If the
circuit satisfies the condition — there is a gene with more
free pins (not occupied by gates) than the pins of the
chosen basis gate — then with a probability Pma, a gate is
added to the circuit at the first available position.

3. Gate removal: With probability Pmr, a random
gate in the circuit is deleted.

It is worth noting that:
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Pms + Pma + Pmr = 1. 4

Tabu List: After mutation, the uniqueness of
chromosomes is evaluated, and a decision is made about
adding them to the population. If the number of such
chromosomes in the population exceeded 10 %, the
individual was not included. If the number of identical
individuals in the population exceeds 12 %, partial
population removal occurs with the addition of new
random instances [23].

3.2. Ant Colony Optimization

ACO and GA are heuristic optimization algorithms
that mimic the organization of an ant colony. An artificial
ant, in this context, represents one cycle of the path
search from the colony’s home to the food source,
constructed around two path evaluation criteria: visible
distance (Vd) and pheromone quantity (P). The algorithm
performs separate depth and breadth path search cycles.
This search, in turn, consists of sequential path selections
until the colony’s home is found. To select the next path,
the weight Wn of each path n adjacent to the current
location must first be calculated using the formula (5).

Wn = «-P(n) +B-Vd(n), (5)

where o and P are coefficients that regulate the extent to
which the pheromone quantity on path n and the visible
distance of this path affect the weight value, respectively.

The next step of the algorithm is the return of the
ant at the end of the traversed path to the food source. The
pheromone value P on path n is performed using formula

(6).
P(n) = PE(n) - er +dp, (6)

where P(n) — is the amount of pheromone currently
present on path n, dp — is the amount of pheromone P that
the ant may to deposit; er — is the evaporation rate, a
configured coefficient in the range (0, 1) responsible for
simulating the gradual evaporation of existing
pheromones left by previous generations of ants.

Applying ACO to Circuit Synthesis. In ACO
implementations specialized for synthesis, it is assumed
that the ant starts its journey with an empty circuit, i.e.,
one located at the food source. The next step initiates a
path search cycle that gradually selects subsequent paths.
In this case, these paths are logic gates. The search ends
when the circuit formed by combining all gates of the
path tour realizes the desired logic circuit. Thus, the
home is the location of the desired circuit.

Returning, the ant leaves pheromone P along the
path. These are calculated as the reciprocal of the path
length tour (7), where gc is the gate count function. Thus,

ants attract subsequent generations to shorter paths and
hence to circuits with fewer gates. This criterion serves
as an additional criterion for circuits based on gate count.

P = 1/gc(tour). )

A logic gate is designed using two vectors
containing a list of control and target bits used by the gate
and the type of operation it applies. For example, a
Toffoli gate can be represented as g(t,[c0,...,cn]), where t
is the index of the target bit pin, and [c0,...,cn] is a vector,
where cn determines the role of pin n with one of the
following values: 0 means the pin is a positive control
line, 1 means the pin is a negative control, and 2 means
the pin is not used by the gate [24].

Based on the list of gates, we calculate the truth
table of the solution circuit to analyse the logical function
it realizes. However, storing truth tables in computer
memory is inefficient due to their large volume.
Therefore, as an alternative form of the truth table, we
use permutation vectors, i.e., a vector where the index
position corresponds to the decimal encoding of the input
value, and the number in this position corresponds to the
decimal encoding of the output value [25].
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Fig. 4. Modified path selection algorithm

Extending ACO for Combined Basis Synthesis. In

this study, unlike previous works dedicated to the
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application of ACO to reversible network
synthesis [17, 25], we consider for the first time the
possibility of synthesizing circuits using the Fredkin gate
and combinations of different types of gates as a basis.
The following updates are proposed to the described
standard structure of the algorithm to extend the synthesis
capabilities of ACO:

1. Itis proposed to include a new function in the
path selection algorithm that determines the type of gate
to be used. This function is added before selecting gate
pins. Moreover, the process of pin selection now depends
on the requirements defined by the chosen gate type, in
terms of the number of control and target bits, constraints
on where and how they can be placed in the circuit, etc.
Thus, the path selection algorithm is illustrated in Fig. 4.

A graph of the paths that ants can traverse
considering the proposed improvement is presented in
Fig. 5.

CSWAP
(3,2,[1,2,2,0])

CNOT
(3,12,2,2.1])

CSWAP
(1,2,[2,2,0,0])

Fig. 5. Improved ACO Graph

2. Extending the pheromone deposit model to store
variables on how often a certain type of gate placed in a
specific part of the circuit appears in more successful ant
routes. Subsequent generations of ants can use these
pheromones, provided by their predecessors, for further

movement. The pheromones used to select control and
target lines should remain the same as in standard
implementations. As a result, the functions
selectGateType, selectControlLines, and
selectTargetLines use separate sections of the pheromone
collection phers (Fig. 5) for pins and gate types.

3. Using a universal method for modeling circuits
that is independent of the gate type. As a result, any basic
gate can be represented in the proposed algorithm
without needing to modify it. The traditional
implementation has a limitation in that it always expects
the gate to have exactly one target line. To solve this
problem, we change the model from g(t,[c0,..., cn]) to
a([to, ..., tm], [cO, ..., cn]), where [tO0, ..., tm] is a vector
containing a list of numbers or identifiers of the circuit
lines to be considered as target bits.

The proposed additions are not exclusively intended
to use a combined basis of gates during synthesis but to
introduce the necessary flexibility into the ACO
implementation for reversible device synthesis. As a
result, this version of ACO can be used for circuit
synthesis on any reversible basis. Using a combined basis
increases the space of possible solutions, which
complicates the synthesis. In this paper, we present the
results of circuit synthesis on different bases and compare
them with circuits synthesized by the GA algorithm.

4. Discussion and simulation results

To evaluate the effectiveness of reversible device
synthesis using the above methods, we used the full
reversible one-bit adder and circuits based on test
functions [25] as test cases. Fig. 6,a shows the genetic
synthesis results of a quantum circuit for a full one-bit
adder. During the synthesis process, a better solution was
found compared to the known ones [28, 30], using two
constant inputs O, 1; G1, G2 — garbage outputs;
A, B—input bits; Cin, Cout — carry registers; and
S — the sum. The resulting circuit contains only Fredkin
gates; thus, it is fault-tolerant (reversible and parity-
preserving) and has hardware complexity Gc =5 with a
guantum cost Qc =25 (the quantum cost of a Fredkin
gate is 5).
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B ’ O— s
A Cout
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Fig. 6. Full one-bit adder: a) GA produced circuit, b) ACO produced circuit
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Table 1  hardware implementation to improve the characteristics
Full adder comparison results of synthesized circuits.
ACO GA
proposed | [26] proposed [12] . . Table 2
Cost 37 7 >0 55 Comparing the synthesis results by gate counts
Delay 12 4 5 5 Function ACO GA
Gates count 13 4 5 5 proposed | [25] | proposed | [26]
Garbage 5 5 5 5 [0,1,2,3,4,6,5,7] 1 3 3 3
outputs [0,1,2,4,3,5,6,7] 3 3 4 5
A_uxiliary 1 1 5 5 [1,0,3,2,5,7,4,6] 3 3 2 4
inputs [1,2,3,4,5,6,7,0] 3 3 3 3
Basis NCT Fredkin gate [1,2,7,5,6,3,0,4] 16 6 9 7
For the described GA, the following parameters {igég;égﬂ 192 g 2 Z,)
were applied: chromosome length N = 5; number of pins [7’0’1’2’3,4,5’6] z 3 3 3
Q =5; maximum number of generations G = 1200; —
population size Cmax = 100; a = 0.9; B = 0.1; number of 5. Conclusion

elite individuals passed unchanged to the next generation
E = 8; mutation probability Pm =0.1; probability of
changing the gene gate line Pms =0.4; probability of
adding a new gate to the circuit Pma = 0.1; probability of
removing a gate from the circuit Pmr =0.5; crossover
probability Pc =0.7; and solution synthesis time =
2.1747836 s. Fig. 6,b shows the result of synthesizing the
one-bit adder circuit using ACO on the NCT basis.
Synthesis parameters: number of ants = 35, number of
iterations = 20, pheromone influence coefficient = 3,
visible distance influence coefficient — (-1), pheromone
evaporation coefficient = 0.4. The circuit synthesis time
was approximately 2 s. The comparative characteristics
of the synthesized adders are presented in Table 1.

As can be seen, the circuit synthesized using GA
replicated the results of the previous work [12]. At the
same time, the circuit synthesized by ACO on the NCT
basis is less optimal than that in [26].

Table 2 presents the synthesis results of various
reversible logic functions using ACO and GA compared
with the results reported by other authors. The functions
are presented as permutation vectors, as described above.
The synthesis results of the reversible functions
correspond to the existing counterparts and, in some
cases, improve them [25, 26]. Comparing the two
algorithms, we see that ACO performs better in
synthesizing  simple  functions  ([0,1,2,3,4,6,5,7],
[0,1,2,4,3,5,6,7]). For the function [1,2,3,4,5,6,7,0] both
algorithms achieved parity in the obtained parameters,
while for the remaining functions GA synthesized
circuits with better parameters.

The synthesized circuits were exported to QASM
(Quantum Assembly Language) and verified in the IBM
Quantum lab [10]. The design of the produced circuits,
as shown in Table 3.

Comparing the obtained results with [26], we found
that, in some cases, GA synthesizes better results. Most
circuits include swap gates, which can be replaced with
direct data reading from the corresponding pin in

This study presents a novel matrix-coding method
for chromosomes used in a genetic algorithm (GA),
incorporating a Tabu list to address the problem of
stagnation. We propose several modifications to the data
representation model, structure, and working principles
of the ant colony optimization (ACO) algorithm for
reversible circuit synthesis. These modifications allow
the effective synthesis of devices using arbitrary gate
bases. Developed an improved pheromone storage and
usage structure that enables multi-criteria navigation in
the solution space. The efficiency of the reversible device
synthesis was evaluated using the proposed
implementations of the GA and ACO algorithms. The
synthesis of a reversible full one-bit adder circuit using
the GA demonstrated high efficiency, achieving an
optimal solution in the 100th generation with hardware

complexity Gc =5 and quantum cost Qc =25 and a
synthesis time of 2.1747836 s. The ACO method showed
a quick resolution of the one-bit adder synthesis problem,
with a synthesis time of approximately 2 s, and
visualization of the primary ant path indicated a typical
search depth of approximately 10 possible solutions.

Comparison of the methods confirmed that GA was
more effective for complex functions, whereas ACO was
more efficient for simpler functions. The synthesis results
in a set of functions indicate that both algorithms have
advantages. Comparison with existing solutions suggests
the potential to improve current solutions in some cases.
Overall, the synthesis of reversible devices using GA and
ACO was effective for creating reliable and fast circuits
suitable for various high-performance and accurate
computational systems.

Future research directions. In future, we will
focus on developing high-performance encryption
devices based on synthesized reversible logic circuits
using meta-heuristic methods.
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BUKOPUCTAHHA METOAIB HITYYHOI'O IHTEJIEKTY JJIAA OIITUMAJIBHOI'O
CHUHTE3Y 3BOPOTHUX MEPEX

T. II. Kupuniox, M. I. Ilanazyma, B. I. /]enidyx

VY CBITII HEBNMHHOTO MPOrpecy B MiHIiaTIOpHU3alii €JIeKTPOHHUX MPUCTPOIB 1 HEOOXIAHOCTI CKOPOYEHHS
CIIO’KUBAHHS €HEprii CTaroTh OYEBUAHWUMH TEXHIUHI MPOOJEMH CHHTE3Y CXEMOTEXHIYHHUX pillleHb. BimnosiaHo 10
3aKoHy Mypa, 3MEHIIIEeHHs PO3MipiB TPaH3UCTOPIB 0 ATOMHOI'O MAcCIITa0y CTHKAETHCS 3 (PI3UYHHUMU MEKaMH, L0
YCKJIAJIHIOE MOMANBIIHNN PO3BUTOK. KpiM TOro, 3MEHIIICHHST PO3MipiB TPAH3HCTOPIB CIIPUUYHHSE BUTOKH CTPYMY, IO
MPU3BOMUTH O 30IMBIICHHS TEIUIOBOrO ILIYMY, SKHHA MOXKE MOPYIIMTH HalexHe (DYHKI[IOHYBaHHS IM(pPOBUX
npucTpoiB. [lepcrnekTHBHUM pillleHHs! IIUX MPOOJIeM € 3aCTOCYBaHHS 3BOPOTHOI JIOTIKM B CXEMOTEXHIilll. 3BOPOTHA
JIOTiKa JI03BOJISIE 3MEHILIUTH BTPATH eHeprii Ta iHopMallii, OCKiIBKM JIOT1YHI 3BOPOTHI omepaii BUKOHYIOThCS 0e3
BTpaTH. METOI0 JIOCIIKEHHSI € CHHTE3 ONTHMAIBHUX 3BOPOTHUX CXEM Ha 0a3l 3BOPOTHHX BEHTHWIIIB 3a JIONIOMOTOI0
€BOJIIOIITHUX aJITOPUTMIB 1 MOPIBHSIHHSI iX 3 iCHyrouMMH aHayioraMu. O0'€KTOM JIOCHIPKEHHS! BUCTYINAIOTh JIOTI4H1
cxeMH, MoOynoBaHi 3 BUKOPUCTAHHSIM 3BOPOTHHMX BEHTHIIB, SIKI MOXYTh 3HAUHO 3MEHIINTU BTPATH €HEprii, 1o €
KPUTHYHUM JIJIsl CY4acHUX 1 MaiOYTHIX €JeKTpOHHHX NpucTpoiB. CHHTE3 3BOPOTHMX CXEM TICHO IOB'sI3aHUIl 3
KBAHTOBMMH OOYHCIICHHSMH, JIe KBAHTOBI BEHTHIII TAKOX MAIOTh 3BOPOTHY NpHpozy. Lle 103B0JIsI€ BHKOPHUCTOBYBATH
METOMI CHHTE3Y JUIsl CTBOPEHHS KBAHTOBHX 3BOPOTHHX JIOTIYHHUX OOYMCITIOBAIBHUX MPHUCTPOIB, 10, Y CBOIO Yepry,
CIIPHSIE PO3BUTKY KBAaHTOBHX TEXHOJNOTiH. [IpenmMeToM NOCHiKeHHsI € 3aCTOCYBaHHS €BOJIOIIMHUX aJTOPUTMIB
HITYYHOTO IHTEJIEKTY, 30KpeMa I'eHETHYHUX aJTOPUTMIB 1 aITOPUTMIB ONTUMI3allii KOJIOHIT Mypax, JUisi ONTUMaJIbHOTO
CHHTE3Y 3BOPOTHHUX CXeM. SIK pe3ysibTaT HaBe[ECHO JETaJbHUI OMUC KIIFOUOBUX MOHSThH BJIOCKOHAICHHX aJTOPUTMIB,
pe3yNbTaTiB MOJICIOBAHHS Ta MOPIBHSHHS ABOX METOAIB. EeKTHBHICTh CHHTE3Y 3BOPOTHOTO IPUCTPOIO OLIHIOBAIIN
3a JIOIOMOT'0I0 3aIPOIIOHOBAHOT peatizallil FeHeTHYHOrO allTOPUTMY Ta aJITOPUTMY ONTUMI3alii MypaIIuHOI KOJIOHI].
OtpuMaHni pe3yinbTaTd OYyJIM MOPIBHSHI 3 ICHYIOUYMMHU aHAJIOTaMH Ta BepU(IKyBaIUCS 32 JOMOMOIOI0 (peiiMBOPKY
Qiskit y mabopatopii kBaHTOBUX oOuuciieHr IBM. BHCHOBKM OMMCYIOTH PO3pOOJICHI aJITOPUTMHU, IO MOKa3YIOTh
BUCOKY e()eKTHBHICTb y BUPILIICHHI POOJIEM ONTHUMI3allii TONOIOTiT cXeMH. Byio po3po0iieHo reHeTHYHUH aJITOPUTM,
3 0araTOKOMIIOHEHTHOIO MYTAIlil0 Ta MATPUYHHUM I1i/IX0JJOM JI0 KOJIyBaHHSI XPOMOCOM Y ITO€JHAHHI 3 TomykoM Taoy,
1100 YHUKHYTH JIOKaJIbHUX ONTUMYMIB. [ToKpallieHo anropuTMu ONTUMI3allii MypamHOi KOJIOHIT BKIIIOYaI04YH KiJIbKa
3MiH y 3a[pOIOHOBaHIM MOJIEli TPECTABICHHS JaHUX, CTPYKTYpI Ta MPHUHIMIIAX POOOTH AITOPUTMY CHHTE3Y, IO
no3BoJsie eeKTHBHO cuHTe3yBatu mpuctpoi Ha ocHOBI NCT pasom i3 Bentunsimu @penkina. Byno pospodieno
BJIOCKOHAJIEHY CTPYKTYpY JJisi 30epiraHHs Ta BHUKOPHCTaHHS (EpOMOHIB, IO JO3BONISIE 3[IHCHIOBATH
OaratokpuTepialibHy HaBIiTallilo B IPOCTOPI PillleHb.

Karwou4oBi ciioBa: KBaHTOBI O0YHCIICHHST; 3BOPOTHI CXEMH; CHHTE3; IITYYHHUH 1HTEJIEKT; MypPaIIMHUN allrOPUTM;
TeHeTHYHUH aJlTOPUTM; CUMYJISLIS; MOAEIIOBAHHS.
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