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FINITE PREDICATE-DRIVEN LOGIC NETWORKS METHOD
FOR ENHANCED EDUCATION DATA ANALYSIS

The subject matter of the study is intelligent data analysis in the field of academic information. The goal of the
study is to create a mathematical model for analyzing students' academic information using the predicate-driven
logic networks method, which allows taking into account both logical dependencies and probabilistic transitions
between states. To achieve this goal, the following tasks were defined: analysis of the theoretical foundations of
the logic networks method and predicate logic, integration of these approaches into a single mathematical model,
development of approaches for its application in academic data analysis problems. The research used the
methods of mathematical modeling, complex logical analysis, and method for constructing logic networks. The
following results were obtained: a theoretical model was developed that integrates the principles of logic
networks and predicate logic for analyzing student academic performance; the model accounts for both
probabilistic transitions between states and logical dependencies among student parameters; the mathematical
model also incorporates logical rules to enhance the accuracy of logical analysis within the academic context.
The model was tested on a dataset of student performance, demonstrating its effectiveness in accurately
predicting academic outcomes and confirming the validity of the integrated approach. Conclusions. The
scientific novelty of the results obtained is as follows: 1) a theoretical model for analyzing student academic
data was developed by integrating logic networks and predicate logic, allowing for the simultaneous
consideration of probabilistic transitions and logical dependencies among student parameters; 2) the approach
enhances the analysis process by incorporating logical rules into the probabilistic framework, providing a more
nuanced and accurate tool for analyzing academic data; 3) this combined model offers a novel method for
addressing complex logical analysis tasks in educational settings, paving the way for further research and
practical applications in intelligent data analysis. The successful testing of the model on actual student data
further underscores its potential as a powerful tool in educational data analysis.
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academic performance, attendance, and other student
characteristics.
Inthisregard, there is a need to develop new models

Introduction

Intelligent data analysis has become an important

component of many areas of science and technology,
especially in the context of big data. In the educational
field, digitalization has led to a significant increase in
data related to students' academic performance, their
activity, attendance, participation in scientific and
extracurricular activities. This requires the use of
advanced analytical methods that could effectively
process and interpret this information, providing a deeper
understanding of educational processes and student
SUCCESS.

Many existing approaches, such as statistical
analysis, neural networks, and machine learning
methods, have proven their effectiveness in solving
standard data analysis and forecasting problems.
However, these methods are often not flexible enough to
take into account both probabilistic and logical
dependencies between various parameters, such as

that could not only process large amounts of data, but
also take into account complex logical and probabilistic
relationships between various states and characteristics
of students in the process of their learning.

This work is aimed at creating and studying a new
mathematical model based on the method of logical
networks controlled by predicates. This method allows
taking into account both logical dependencies between
student parameters and probabilistic transitions between
states, which makes it promising for more accurate data
analysis and forecasting of academic performance.

1. Motivation

Modern educational systems, especially in the
context of virtual universities and digital learning, are
faced with the need to effectively analyze large volumes
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of academic data. Without proper analysis, such data
remains unstructured and underutilized to make informed
decisions on improving the educational process [1, 2].
Virtual learning platforms and digital learning systems
generate a huge amount of information, including data on
student performance, their participation in educational
programs, attendance, and many other parameters.

In the era of digitalization of education, traditional
statistical analysis methods are often insufficient to
identify complex relationships and trends in academic
data. Simply accumulating information, such as
academic records of millions of students, does not allow
for a deep understanding of the dynamics of their
learning and engagement. In educational analytics, it is
important not only to collect data, but also to build
models that can interpret and analyze this information in
order to create recommendations based on it for
improving the educational process [3].

Intelligent analysis of academic data using
advanced mathematical methods allows you to identify
hidden patterns and trends that remain unnoticed by
traditional approaches. This is especially important in the
context of digital learning, where data systematization is
necessary for their deep analysis and effective use [4].

In this context, the method finite predicate-driven
logic networks offers a new approach to solving the
problems of analyzing students' academic performance.
This method allows analyzing and analyzing data, taking
into account both logical dependencies between students'
parameters and probabilistic transitions between
different states of their academic activity.

2. State of the Art

Intelligent data analysis employs mathematical
techniques to uncover patterns and trends that traditional
methods often fail to identify due to the complexity of the
relationships or the vastness of the data involved. By
defining and integrating these patterns into a cohesive
model, researchers can achieve a deeper understanding
and more effective utilization of existing data. Such
analysis methods are particularly crucial when dealing
with logical analysis, where the process of analyzing
objects requires careful selection of characteristic values
to determine the object's membership in a specific class.

As an example, the study [5] performs classification
of binary feature vectors. The proposed methodology
finds application in a wide range of data analysis
problems in various fields. The classification process is
based on the analysis of logical-dynamic systems,
considering certain initial states.

The research detailed in [6] developed specialized
correction functions for methods used in logical object
identification, presenting an innovative logical analysis

algorithm that integrates these functions to refine the
precision of object analysis based on logical principles.

Another significant contribution to the field is
presented in [7], which explores the application of
Boolean data analysis of hyperspectral images. This
method uses the binary simplicity of Boolean algebra to
manage the intricate data structures inherent in
hyperspectral imaging, facilitating more effective data
interpretation.

The study in [8] delves into the combinatorial
aspects of inferential analysis. Here, the authors applied
their theoretical insights to the practical challenge of
classifying proteomic expressions linked to Alzheimer's
disease, demonstrating the potential of combinatorial
logic in addressing complex biological data analysis.

Furthering the application of logical methods, the
work in [9] describes logical algorithmic techniques for
constructing decision trees, a fundamental tool in various
decision-making processes across different industries,
from healthcare to finance.

In the realm of text analysis, [10] proposes a logic-
based quantitive analysis method specifically designed
for text recognition. This approach adapts logical
principles to the challenges posed by textual data,
illustrating the adaptability of logical methods to diverse
types of data.

The study in [11] introduces a logic approach to
machine learning, including the development of a
specialized logic classifier. This approach aims to

integrate logical reasoning into machine learning
frameworks, enhancing model interpretability and
accuracy.

The concept of combining multiple weak classifiers
to design an effective overall classifier is explored in
[12]. This research discusses ensemble methods, which
leverage the collective strength of several simple models
to achieve superior data analysis performance.

An extensive integration of various methods,
including logical analysis, was empirically tested in a
study referenced in [13]. This integration underscores the
potential benefits of hybrid approaches in solving more
complex data analysis tasks.

Text message data analysis based on logical
inference is the focus of [14], highlighting how logical
methods can be effectively utilized for the real-time
analysis of dynamic text data.

In the field of radar technology, [15] examines finite
predicate networks, demonstrating the application of
logical networks in environments where rapid and
accurate data processing is critical.

Innovative techniques in logical analysis and
recognition are presented in [16], where new approaches
are explored to refine the methodologies used in logical
data analysis across various applications.
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The study in [17] explores the subsystems of
systems of Boolean equations, providing deeper insights
into the nuances of Boolean systems that are crucial for
understanding and developing complex logical models.

A method for the distributive solution of logical
equations is introduced in [18], aiming to enhance the
efficiency and feasibility of solving logical equations,
which are foundational to many computational logic
applications.

Special attention is given to specific types of logical
functions, particularly symmetric functions, in [19].
These functions are actively used in data analysis tasks
due to their unique properties that simplify computational
processes.

Entropy issues within Boolean networks are
covered in [20], discussing the theoretical aspects of
entropy and its implications for the design and
functionality of logical networks.

Studies in [21, 22] further investigate logic-
predicate networks, enhancing our understanding of
these networks in computational settings.

Lastly, [23] discusses the application of predicates
in classifying access issues within the Internet of Things
(loT) domain, illustrating the broad applicability of
logical approaches to new and emerging technologies.

These studies collectively underscore the ongoing
evolution and integration of logical and algorithmic
methods in addressing diverse challenges across various
scientific and technological disciplines. They highlight
the convergence of classical logic theories with modern
computational technologies to tackle contemporary data
analysis and classification challenges.

In the realm of logical analysis and algorithmic
methods, extensive research has significantly advanced
the application of logic in data analysis. A wide array of
studies has explored various dimensions of logical
frameworks, each contributing to the collective
understanding and  enhancing the  practical
implementation of these methodologies in addressing
complex real-world challenges. In this context, the
application of predicate-driven logic netwroks offers a
powerful extension to the existing state of the art,
providing a robust mechanism for modeling dynamic
transitions in academic performance. By integrating
multiple factors such as attendance, grades, scientific
activity, and extracurricular involvement, this method
allows for a more nuanced analysis of student success
over time.

3. Objective and Approach

The main goal of our research is to create and
validate a mathematical model of predicate-driven
logical networks (PDLN) that effectively analyzes and
predicts results based on students’ academic data. We aim

to develop a tool that can accurately predict academic
outcomes, identify key factors that influence academic
performance, and propose data-driven solutions to
improve educational processes. This model is designed
for in-depth analysis of multiple, interrelated academic
parameters such as academic performance, participation
in academic and social activities, and other relevant
indicators.

The study is based on an integrated approach that
combines  theoretical research and  practical
implementation to ensure a comprehensive analysis and
effective application of the proposed model:

1. Formation of the theoretical framework: A
detailed analysis and synthesis of the literature on
predicate logic and logical networks is conducted. This
includes studying current research in this area to identify
existing problems and possible solutions through new
technological approaches.

2. Development of a mathematical model: Based
on the preliminary analysis, a mathematical model is
created that integrates the principles of logical networks
and predicate logic. This model is designed to handle
complex probabilistic state transitions and logical
dependencies between different academic parameters.

3. Practical application and testing of the model:
The model is tested on real student data, which includes
data collection, data cleaning, and preparation for
analysis. The model is then applied to analyze and predict
academic outcomes, which allows us to evaluate its
accuracy and applicability in real-world settings.

4. Result analysis and performance evaluation:
The results of the model testing are analyzed to evaluate
its effectiveness in different educational contexts. An
important aspect is to evaluate the model's ability to
identify complex patterns and provide interpretable
findings that can be used to improve the educational
process.

The research methodology combines deep
theoretical analysis with practical application, which
makes it possible not only to create a reliable and
functional model, but also to ensure its relevance and
effectiveness for the modern educational process. This
approach allows not only to solve existing data analysis
problems, but also to suggest ways to overcome them
using the latest technologies.

The article is organized as follows:

1. Introduction, which substantiates the relevance
of the study.

2. State of the Art, which provides an overview of
existing methods and approaches in the analysis of
academic data.

3. Objective and Approach, which describes the
goals and approaches of the study.

4. Materials and Methods, which describes the
methods and materials used in the study, including the
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basics of predicate logic, its application to data analysis,
and integration with logical networks.

5. Case Study, which demonstrates the application
of the model in a practical example and analyzes the
results obtained.

6. Results and Discussion, which discusses the
results, compares them with other methods, and identifies
potential improvements.

7. Conclusion, which summarizes the results and
describes directions for future research.

4. Materials and Methods

4.1. Predicate Logic in the Context
of Data Analysis

An extension of Boolean algebraic equations is
finite predicate algebraic equations, which provide the
ability to work with attribute variables defined on finite
sets. The use of these equations to create logical
conclusions in knowledge base systems expands the
possibilities of logical identification of objects. Data and
their relationships can be represented in many ways, but
first consider the basics of Boolean algebra and the
challenges associated with resolving them.

Certain mathematical structures that satisfy the
axioms of Boolean algebra play a key role in information
systems, including the algebra of logic and set algebra.
The dependencies between elements of Boolean algebra
can often be described by one or more equations
involving both unknown and known elements. It is
important to determine the conditions under which these
equations have solutions and when these solutions are
unique, and to find method for determining them.

When the conditions for uniqueness of a solution
are not met, finding all possible solutions to an equation
or system of equations can be difficult due to their large
number. However, there is interest in studying these
solutions, choosing the optimal ones for certain
problems, and analyzing their structure, like the analysis
in the theory of differential equations. As will be shown
later, there is a method for determining all solutions to
Boolean equations without the need to brute force them
sequentially, describing them using formulas from which
all solutions can be obtained.

Variables such as vy,,y,,....y,., reflect certain

characteristics of objects. This may include, as an option,
a structured presentation of criteria for assessing the
situation, for example, according to the norms of quality
assessment or categorization of the subject according to
levels of significance. In contrast to Boolean variables,
which are limited to two states, predicate variables allow
for a wide range of variability due to their unique,
discrete ranges of values. Considering the case when

discrete variables x,x,,...,X, are characteristics by

which we can estimate potential values of object
characteristics [24], these characteristics and signs can be
interconnected through complex logical relationships,
which allows you to formulate them through predicate
equations:

P(Y1 Yz 0o Yims X0 Xp0ee X, ) =1 (1)

The analysis of this object consists in determining
its properties (or lack thereof) based on the presented
predicate equation and the obtained experimental data on
the characteristics x,,X,,...,X, . Specifically, through
the analysis of each basic conjunction, it is possible to
establish the attractiveness of an object to a certain class.
Based on the predetermined dependence (1) and data on
the characteristics x,,X,,...,X,, it is possible to clarify
the analysis of the object. These characteristics are
organized in the form of a matrix for ease of analysis.
Based on the experimentally obtained data on the
characteristics ~ x;,X,,...,X, that characterize the
analyzed object, a predicate equation is formulated that
reflects the relationships between these
characteristics [24, 25].

The process of analyzing objects can be formally
presented through the solution of a given predicate
equation to determine the unknown predicate f :

9( X0 XX ) > F (Y0 Yoo Yin) )

Having solved this functional equation, it is
possible to determine the values of the features
X;,X,,..., X, that characterize the objects vy,,Y,,....Y,,-

Predicate logic provides much more opportunities
for describing the characteristics of objects compared to
Boolean logic, which is limited to only two states: true or
false. In predicate logic, each variable can take values
from a whole set, which allows for a significant increase
in the complexity and expansion of modeled
dependencies.

An example of a dependency between variables can
be described as follows: variable y can take values from

a certain set, say {a,,,,a,}, and variable x, can take

values from another set, say {b,,b,,b;,b,,bs,bg}. This
creates conditions for defining a dependency between
these variables. For example, if y takes the value a,,
then this automatically means that variable x, can only
take the values b, or b, . In other words, there is a logical

relationship that limits the possible values of the
variables based on their mutual dependencies.
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This relationship can also be interpreted through
negation. Ifit is known that neither b, nor b, can be true

for x, , then this can lead to the conclusion that y cannot
be equal to a,. From this we can conclude that under
such conditions the variable x, must take one of the
values from b, to b,, and the variable y will
accordingly go into one of the states a, or a,. Thus,

predicate logic allows us to describe complex
dependencies between a set of variables at the level of
logical expressions.

The process of feature selection (or feature
selection) can be thought of as a method that allows
reducing the number of variables used in the analysis.
This is achieved using so-called substitution operators. A
substitution operator works as follows: if a predicate P
depends on a set of variables, for example (Xx,y,z), then

the substitution operator a(P) allows one of the variables

to be replaced by a fixed value, while the predicate retains
its truth value for the remaining variables. For example,
if the predicate P depends on the variables (x,y,z), and

we apply the substitution operator to the variable x,
replacing it with a, this transforms the predicate as
follows: P(x,y,z) becomes P(a,y,z).

Such an operator can be restrictive if, for any
combination of variables, the truth of the predicate after
the substitution always leads to the truth of the predicate
before the substitution. In other words, the restrictive
operator ensures that the substitution does not violate the
logical relationships between the variables.

Substitution operators can also be distributive. This
means that substitution can not only preserve logical
dependencies, but also weaken them by changing the
connections between variables. For example, if the
predicate P describes a dependency between several
variables, the substitution operator can change the
structure of the predicate in such a way that the logical
connections between the variables are weakened, which
leads to a simplification of the predicate.

For example, the predicate P(Xx,y,z) can be written
as a combination of several logical expressions that
depend on the variables X, y, and z . If the substitution
operator is applied to the variable x, then we can rewrite
the predicate, simplifying it so that the dependencies on
X disappear, but the connections between the variables
y and z remain.

Restrictive substitution operators strengthen the
logical connection between variables, preserving all
dependencies between them, while distributive operators
weaken the connection, allowing more flexibility in
constructing the predicate. For example, if P(X,y,2)

expresses a dependency between three variables, and we

apply the distributive operator to x, this may result in the
dependence on x becoming less rigid, and the other
variables receiving more freedom in their values.

Thus, predicate logic in combination with
substitution and distribution operators provides a
powerful tool for working with large and complex data
systems, allowing you to manage multiple
interdependent parameters and simplify their analysis.

4.2. Integrating Logic Networks
with Predicate Logic

Logic networks model sequences of states where
the transition to the next state depends only on the current
state (Markov property) [26, 27]. In the context of
student’s educational data analysis task, states may
represent current performance, behavior, or other
parameters.

The logic network is described by the transition
probabilities between states:

POXi1 [ X)) = PX iy [ X Xy Xp) ) 3)

where X, — state of the system at time t.

The idea is to use predicates to determine the
probabilities of transitions in a logic network. This means
that transitions between states will depend not only on the
current state, but also on the fulfillment of certain logical
conditions.

States of a logic network can be defined as sets of
predicate values. The state S, can be defined by

satisfying a number of predicates:
S, ={P,(x),P,(y),...}. 4

Transitions between states will be determined by
predicates. For example, the transition from the state S,

to S,,, will depend on the fulfillment of the predicates:

t+1

P(St+1 |St) = P(X1+1 | xt) : P(Pl (X), Pz V), ()

where P(P,(x),P,(y)....) is a probability of fulfilling

logical conditions.

Transition probabilities may change depending on
the execution of predicates. For example, if the predicate
P,(x) corresponds to the fact that the student regularly

attends classes, then the probability of moving to the state
of "successful passing of the exam™ will be higher.

P(S,., 1S, P,(x) =true) > P(S,,, | S, P,(x) = false)  (6)
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The model can be described as a set of logical states
with predicates that determine transitions:

P(S. 180 = 2w, PR, () )

where w, is a weighting function that considers the
importance of each predicate.

5. Case Study

We can apply the PDLN model to analyze students'
academic data to evaluate the impact of different
parameters on academic performance.

We analyzed data of 150 students, designated as
S..S,.....S,,. For each student S, the following
parameters are known:

— N —number of students, N=150;

— M —number of semesters, M=8;

— S' —student n, where n=12,...,N;

n

- G,, — student's S midterm grade for the
semester m;
- A, —student's S_ attendance for the semester

m measured in hours;
P,.n —number of student's S, publications;

- C — student's S

- .,  Dparticipation in

competitions and Olympiads during the semester m,
where C . e{Low,Mid,High}.

A student's state in a semester is defined as a
combination of all four parameters:

Sn,m :(Gn,m’An,m’Pn,m'Cn,m) (8)

where S, is a tuple, that describes students’ S’ state

in semester m .
For example, S, m = (Mid,High,Low,Mid)

describes a student with a state of "Mid" for midterm
grade, "High" for attendance, "Low" for number of
publications, and "Mid" for participation in competitions
in the semester.

Transition probability T, is calculated as:

Tkp = P(S :Sp |Sn,m :Sk) (9)

n,m+1

where, P(S, .. =S,[S,,=S,) the probability that a
student with state S, in semester m will move to state

Sp in semester m+1.

To model the change in the student's state during
their learning, a PDLN model is used. Let:

— S— the set of all possible states of a student,
consisting of combinations of all four parameters;

— T transition matrix of size |S| X |S| , where T,
denotes the probability of transition from the state S,
into state S, .

The final state of student S, , after all semesters is
defined as:

(10)

M-1
where [T, , is the product of the probabilities of
mt

transition between states for a student S, over all

semesters.

To implement the proposed mathematical model, a
program was written in Python, which allowed for
detailed analysis and visualization of data.

To simplify the calculations and reduce the number
of unique states, the model was optimized by using the
arithmetic mean to encode student states across four
parameters: GPA, attendance, publication activity, and
competition participation.

The state now can be defined as arithmetic mean of
all four parameters:

Gnm+Anm+an+Cnm
Spm=— ’4 ' ' (11)

where is a numeric value, that describes students’ S',

state in semester m.
The definition of parameters is similar to the
previous description, but with numerical values of

parameters: G,nm<{l2,3}, A, {23},
P.mefl2,3}, C,, {123}, where 1= Low, 2 = Mid,
3 = High.

The model is similar to the previous case (9), but
now the states S, and S, are numeric values.

Using the arithmetic mean of the parameters
significantly reduces the number of unique states,
limiting them from 81 to single non-discrete value. This
simplifies the calculations and reduces the size of the
transition matrix, making the model more efficient in
terms of computational resources.

Logic network, presented on Figure 1 reflecting the
probabilities of transitions between different states of
students during the course of study for 8 semesters. Each
node on the graph represents the arithmetic mean of the
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students' states, ranging from 1.0 to 3.0, where 1.0
corresponds to low values of all parameters (grade point
average, attendance, publications, participation in
competitions), and 3.0 corresponds to high values of
these parameters. Arrows between nodes display possible
transitions of students from one state to another, and the
probability of such a transition is indicated next to each
arrow.

The chain demonstrates that transitions between
states with similar values are most probable, reflecting
the stability of students in certain categories. For
example, students in a state with a low midterm grade
(1.0) are likely to remain in this state or move to a slightly
improved state (1.25 or 1.5). Conversely, transitions to
higher states (e.g., from 1.5 to 3.0) are less probable and
require significant changes in student behavior across
multiple parameters at once.

Logic Network of Student Progress Over 8 Semesters

0.22

0.08

Fig. 1. Logic network transitions probabilities

The distribution graph of the final states (Figure 2)
shows that most students are concentrated in the range
from 1.5 to 2.0 by the average state score. This indicates
that most students have states close to “Mid” (2) by the
set of parameters (average score, attendance,
publications, participation in competitions).

Few students achieved values above 2.5, indicating
the difficulty of achieving a high state, possibly due to
the difficulty of achieving high values on multiple
dimensions at once.

The average transition probability plot (Figure 3)
shows that most students have an average transition
probability in the range of 0.14...0.24.

This indicates that transitions between states are not
easy and the highest probability remains stable. The
different colors of the dots on the plot represent the final
state of the students. The higher the value of the final
state, the greater the probability of successful completion
of the education.

Distribution of Final States of Students After 8 Semesters

Number of Students

1.0 125 15 175 20
Final State (Average Score)

225 25 275

Fig. 2. Distribution of final states
after 8 semesters

Average Transition Probability for Each Student Over 8 Semesters
0261 °®
0.24 4 ©
02215 2% o %
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0.10 1 I I I ] i ] s
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Student Index

Final State (Average Score)
& 12 e 18 2.4
e 15 o 21 2.7

age Transition Probability

Aver:

Fig. 3. Average transition probability
for each student

The feature importance plot (Figure 4) for
successful completion of the education was calculated
using the multiple linear regression method. In this
model, the target variable is the final state of the student
after 8 semesters, which was coded by numerical values
based on the arithmetic mean of four parameters:
midterm grade, attendance, number of publications, and
participation in competitions.

Linear regression was used to estimate the influence
of each of the four parameters on the students' final state.
The regression model takes the following form:

Yo =By +B-Ang +B, Gog +BsPg+B,-Crg te, (12)

where: A 4,G 5P 5. C,s are the attendance, grade

point average, number of publications and participation
in competitions values of student in the eighth semester;
B.:B,.Bs.B, are regression coefficients estimating
the contribution of each parameter;
g, — the model error or residual in a linear regression.
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Feature Importance for Successful Completion are concentrated in the range from 1.5t0 2.0 in GPA. This

indicates a general trend towards average academic

N
]
Attendance - _

0.15 —0.10 ~0.05 0.00 005 0.0 0.15 020 025
CoefTicient Value

Fig. 4. Feature importance for successful completion

Competitions 1

Feature

Publications

The obtained coefficients reflect the degree of
influence of each parameter on the final state of the
student. The higher the coefficient, the greater the
contribution of the corresponding parameter to the
successful completion of training. Participation in
Competitions and Average Grade have the greatest
positive impact on successful completion of studies.
Attendance and Publications have a negative impact on
successful completion of studies. This may mean that
high levels of scientific activity and attendance do not
always correlate with a high final state in the model.

Summary. The final states of most students are
concentrated in the average grade range (1.5...2.0),
indicating a balanced level of academic performance
across all parameters.

The average transition probability indicates the
stability of the states of most students, where significant
changes (e.g., a jump from Low to High) are rare.

The analysis of the importance of features
emphasizes that participation in competitions and
academic grades are most important for achieving a
successful outcome, while high attendance and
publication rates do not always lead to successful
completion of studies.

Results and Discussion

The results of the study showed that the application
of the predicate-driven logical networks (PDLN) method
to the analysis of academic data allows achieving high
accuracy in analyzing and predicting students' academic
SUCCESS.

During the experiments, the state of 150 students
was analyzed by four key parameters: GPA, attendance,
publication activity, and participation in competitions.
The probabilities of transitions between student states
demonstrate that transitions between states with close
parameter values are most likely. For example, students
with a low GPA (around 1.0) more often remain in this
category or move to states with slightly improved
indicators (1.25 or 1.5). Statistical significance and
distribution of states. The distribution of the final states
of students after 8 semesters showed that most students

performance. Only a small proportion of students (less
than 10%) were able to achieve values above 2.5, which
highlights the difficulty of achieving high scores on all
parameters at once. Average transition probability and
feature significance. As shown in Figure 3, the average
transition probability between states for most students
ranges from 0.103 to 0.234. This indicates that the states
of most students are stable, with significant changes, such
as transitions from a low to a high state, occurring rarely.
Feature significance analysis showed GPA (coefficient
0.234) and participation in competitions (coefficient
0.103) have the greatest impact on successful completion
of training. Interestingly, such parameters as attendance
and publication activity were negatively correlated with
successful completion of training (coefficients -0.148
and -0.07, respectively). This may indicate that high
activity in research and attendance do not always lead to
high final results, possibly due to the redistribution of
students' time and resources.

Unlike traditional methods such as linear regression
or neural networks, the proposed PDLN model provides
a more detailed analysis by integrating both probabilistic
transitions and logical dependencies. This allows for a
better consideration of the dynamics of changes in
students' academic performance, which is confirmed by
the experimental results.

Conclusion

The application of advanced data analysis method,
such as predicate-driven logic networks, has significantly
expanded the capabilities of academic performance
evaluation, particularly in understanding and predicting
student success over multiple semesters. This method
allows for a more refined analysis by integrating complex
parameters, including attendance, grades, scientific
activity, and extracurricular involvement, into a unified
model that tracks the progression of students through
their academic journey.

One of the key strengths of this approach lies in its
ability to model the dynamic transitions between
different states of student performance, offering insights
that go beyond traditional static analysis. By simulating
these transitions, researchers can uncover hidden patterns
and relationships that influence academic outcomes,
thereby providing a more comprehensive understanding
of the factors that contribute to student success.

The optimization of the model through the use of
arithmetic averaging of states not only enhances
computational efficiency but also preserves the analytical
depth necessary for meaningful interpretation of the
results. This balance between complexity and practicality
ensures that the model remains robust and applicable to a
wide range of educational scenarios.
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Moreover, the use of this methodology in analyzing
academic data opens up new avenues for educational
research, offering the potential to improve student
support systems, refine academic advising practices, and
ultimately enhance educational outcomes. As data-driven
decision-making becomes increasingly critical in
educational institutions, the method of predicate-driven
logic networks provide the tools needed to transform raw
data into actionable insights.

This approach also highlights the importance of
integrating multiple aspects of student life into
performance evaluations, acknowledging that academic
success is multifaceted and influenced by a combination
of academic, social, and extracurricular factors. By
leveraging these comprehensive analytical techniques,
educators and administrators can develop more targeted
interventions and support mechanisms, thereby fostering
an environment that is conducive to the holistic
development of students.

Future research development in this area could
explore the extension of predicate-driven logic networks
to include more sophisticated variables, such as
psychological and socio-economic factors, which also
play a crucial role in student performance. For instance,
incorporating metrics like stress levels, mental health
indicators, and family background could provide a more
holistic view of the factors influencing academic success.
These additional variables could allow the model to
capture more subtle interactions between a student's
emotional well-being and their academic outcomes,
paving the way for a deeper understanding of how non-
academic factors shape performance. For example,
tracking fluctuations in stress levels throughout the
semester could reveal correlations between high-stress
periods and drops in academic performance, allowing
educators to intervene proactively. Integrating machine
learning algorithms with predicate-driven models could
enhance predictive accuracy, allowing for real-time
adjustments to educational strategies based on ongoing
student performance. Techniques such as reinforcement
learning or deep learning could be leveraged to optimize
the feedback loop, where educational interventions are
continuously refined based on the model’s predictions.
For example, a machine learning-enhanced model could
predict when a student is at risk of academic failure and
suggest personalized learning resources or tutoring
before the student reaches a critical point. By training the
model on large datasets, such systems could dynamically
adjust the level of support provided to each student,
personalizing learning pathways in a way that is currently
beyond the capabilities of static models.

Applying this methodology across different
educational contexts, such as online learning
environments and diverse cultural settings, could provide
deeper insights into the universality and adaptability of

the model, thus broadening its impact and utility in the
field of education. For example, the model could be
tested in virtual classrooms, where student engagement
metrics—such as participation in online forums or
completion of digital assignments—could be factored
into the analysis. Similarly, deploying the model in
schools across different countries could highlight how
cultural differences impact educational outcomes and
whether certain parameters, like socio-economic status,
play a more or less prominent role in different regions.
This cross-context analysis could lead to a more globally
adaptable model that supports a wide range of
educational systems, from urban to rural and from high-
income to low-income settings.

Future research could investigate the integration of
additional data sources, such as sensor-based data from
wearable technology, which could measure a student’s
physical activity or sleep patterns, further enriching the
model's understanding of factors that influence academic
performance. For instance, real-time tracking of sleep
cycles could help identify students who are sleep-
deprived and may benefit from adjustments in workload
or additional mental health support. Exploring
collaborations between educators, data scientists, and
psychologists could also lead to the development of
hybrid models that merge traditional educational theories
with advanced computational techniques. Such
interdisciplinary research would not only strengthen the
theoretical foundation of predicate-driven logic networks
but also improve their practical implementation in
diverse educational scenarios.

In summary, the future of predicate-driven logic
networks lies in expanding their complexity and reach,
integrating new variables, leveraging machine learning,
and testing the model across various educational and
cultural settings. This evolution will undoubtedly lead to
more precise, personalized, and adaptable tools for
enhancing student outcomes in the digital age.
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METOJ JIOI'TYHUX MEPEK, KEPOBAHUX CKIHHEHHUMU ITPEINKATAMMU
JJIA POBIIUPEHOI'O AHAJII3Y HABYAJIBHUX TAHUX

3. B. lyoap, A. /I. Ko3upee

IIpeamMeToM [OCTIKEHHS € aHalli3 IHTENEeKTYallbHMX JaHuX y chepi akamemiunoi indopmarii. MeToro
JIOCITIKCHHS. € CTBOPCHHS MaTeMAaTWYHOI MOJENI Ul aHali3y HaBYaJbHOI iH(OpMAIll CTYACHTIB 3a JIOMOMOrOI0
METOJy JIOTIYHUX MEpPEeX, KepOBaHUX MPEIUKAaTaMH, [0 J03BOJSIE BPAaXxOBYBaTH SK JIOTIYHI 3aJIEKHOCTI, TaK i
WMOBIpHICHI epexo1u MiXx cTaHaMH. J{J1s1 TOCATHEHHS [TOCTABJIEHOI METH Oy/IM BU3HAYEH]I HACTYITHI 3aBIaHHs: aHaJIi3
TEOPETUYHMX 3acal] METOAY JOTIYHUX MEPEXK 1 JOTIKK MPEAUKaTIB, IHTErpallis KX MiIXO0MIB B €IUHY MAaTEMATHIHY
MOJENb, PO3POOKa IMiIAXO0MIB I Ii 3acTOCYBaHHs B 3a7adax Kiacudikamii akagemiunoi iHpopmamii. Y IociiHpKeHH]
BHKOPHCTAHO METOAHM MAaTEMATHYHOIO MOICIIOBAHHS, KOMIUIEKCHOI'O JIOTIYHOIO aHalli3y Ta METOJ IOOYyI0BU
Jorivanx Mepex. OTprMaHO Taki pe3yJbTaTH: PO3POOIEHO TEOPETUUHY MOJIENb, SIKa 00’ €AHYE MPUHIUIIN JTOTYHUX
MEpPEK 1 JIOTIKH MPEeIUKATIB [T KiIach(ikaiii akaaeMigHOl YCIIITHOCTI CTYAEHTIB; MOZEIh BPaXOBYE K HMOBIPHICHI
MEPEXOAN MiK CTAHAMH, TAK 1 JTOTIUHI 3aJI€KHOCTI MiX IMapaMeTpaMH CTYAEHTa; MaTeMaTHYHA MOJIENh TAKOK MICTHTD
JIOTIYHI MpaBUiIa JUIsl MiABMINEHHS TOYHOCTI Kiacu(iKaIiiiHuX pillleHb B aKaJeMIiYHOMY KOHTEKCTi. Momens O0yio
IepeBipeHo Ha Ha0Opi [MAaHMX YCIIIIHOCTI CTYIEHTIB, IO IIPOAEMOHCTPYBalO Iii e(EKTHBHICTE Yy TOYHOMY
MIPOrHO3YBaHHI HABYAJIBHUX PE3YIBTATIB 1 MIATBEPAUIO BANIAHICTH IHTErpOBAHOIO miaxoay. BucHoBku. HaykoBa
HOBH3HA OTPMMAHMX PE3YIbTATIB IMOIAra€ B HACTYIHOMY: 1) po3poOJIEHO TEOPETHUYHY MOMAENb Kiacugikariii
aKaJeMIYHUX JaHUX CTYIEHTIB LIILXOM iHTErpamii JOriYHuX MEpPEX 1 JIOTiKH IIPENUKATIB, 110 JO3BOJISC OJHOYACHO
BpaxOBYBaTH HMOBIPHICHI TE€pPEXOAM Ta JIOTiYHI 3aJ€KHOCTI MK IapaMeTpaMH CTyAEHTa; 2) MiIXix MMOKpaIlye
mportec Kimacuikaiii IIITXOM BKIIOYEHHS JIOTIYHHX MPaBHI Y WMOBIPHICHY CTPYKTYPY, 3a0€3Meuyrodud OijIbIin
TOHKHUI 1 TOYHHH IHCTPYMEHT JUIS aHATI3Y aKaJeMIYHHUX JaHuX; 3) 11 KOMOIHOBaHA MOJIENb IMPOIIOHYE HOBHI METOZ,
JUIST BHUPIIIEHHS CKIATHWX 3aBIaHb Kiaacudikaiii B OCBITHIX yCTaHOBaX, MPOKIAJAOYM IUIAX JUIS MMOJAIBIINX
JIOCIIDKEHb 1 MPAaKTUYHHMX 3aCTOCYBaHb B IHTEJICKTYaJlbHOMY aHA3l JaHWX. YCIIIIHE TECTyBaHHS MOZEIl Ha
(haKTUYHUX TaHUX CTYJAEHTIB IIe OiIbIIe MiJKPECIIIOe 11 IIOTEHINa SK MOTY)KHOT'0 iIHCTPYMEHTY JJIsl aHANi3y OCBITHIX
JAHHX.

KirouoBi cioBa: iHTeNeKTyalbHUM aHANI3 JaHUX; aKaJeMidHi [IaHi; JIOTi4HI Mepexi; anredpa CKIHUCHHUX
MIPEUKATIB; JIOTiKa MPEIUKATIB.
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