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The subject of study in this article is the models, methods, and principles of organization of entire lifecycle of 

Artificial Intelligence (AI) as a Service implemented with the use of Field Programmable Gate Array (FPGA). 

The purpose of this work is the improvement of the methodology of the deployment of dependable FPGA-based 

Artificial Intelligence as a Service by creating a complex of mutually agreed concept, principles, models, and 

methods considering the specifics of the use of heterogeneous computations of Artificial Intelligence and the 
possibility of realizing the unified protection of FPGA implementations. Tasks: to clarify the taxonomy of the 

dependability term within the proposed methodology; to propose the concept of deployment of dependable 

FPGA-based heterogeneous computations of Artificial Intelligence as a Service; to formulate the principle of 

tracing changes in FPGA projects and integrated environments during the entire lifecycle; to formulate the 

principle of unification of protection of FPGA implementations of heterogeneous computing of Artificial Intel-

ligence as a Service; to formulate the principle of the product-service assessment of the availability of FPGA 

as a Service; and to discuss the promising directions of heterogeneous computations of AI. According to the 

tasks, the following results were obtained. The existing concepts of dependable systems deployment are dis-

cussed. The concept of the deployment of computations of Artificial Intelligence as a Service, which is obtained 

based on the improvement of paradigms of the creation and deployment of dependable systems and services, is 

proposed. The principle of tracing of changes, which assumes the updating of requirements during the lifecycle 

of FPGA projects, is proposed. The principle of the unification of protection, which combines and joins the 
consideration of various unique features of the FPGA instance to protect the implementation and the set of 

cyberthreats for the service as a whole, is proposed. The principle of the product-service assessment, which 

considers parameters and indicators of availability, is proposed. The perspective of the progress of non-

electronic mediums for heterogeneous computations with the use of a photonic implementations of Artificial 

Intelligence computations to ensure improved performance and reduced energy consumption is discussed. 

Conclusions. One of the main contributions of this research is that in the proposed methodology, the set of 

principles, models, and methods of deployment of Artificial Intelligence as a Service under conditions of 

changing requirements and integrated environments, and the need for mechanism of licensing protection of 

each instance of the system are developed, which allows to reduce model uncertainty by considering various 

stages of the lifecycle of dependable FPGA implementation using heterogeneous computations. 
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DRM; Artificial Intelligence as a Service; AIaaS; hardware implementation of AI; heterogeneous computing 

for AI; product-service assessment; QoS; photonic AI. 
 

Introduction 
 

The progress of FPGA technologies and increasing 

the level of integration of manufactured devices allows 

performance rising of hardware systems [1]. It allows to 

create the services for solving of specialized tasks with 

high-intensity of computations provided by users [2]. 

The data processing tasks to support the imple-

mentation of elements of Artificial Intelligence are an 

example of specialized high-intensity computations [3]. 

The use of heterogeneous computations during the 

implementation of solutions with elements of AI allows 

a significant increase of the performance [4] and reduc-

ing of energy consumption by means of implementation 

of the specialized computing tasks [5]. 

Realization of specialized tasks provided by users 

with intensive computations required for the implemen-

tation of elements of AI [6] in combination with the use 

of the performance and capabilities of modern FPGA 

accelerator cards [7] provides the possibility of organiz-

ing solutions of AI as a Service [4]. Deep Learning 

Processor Unit (DPU) simplifies a description of such 

projects [8]. Improvement of performance of FPGA 

projects under conditions of continuous changing of 

requirements and versions of integrated environments is 

a challenge during the lifecycle of such solutions [9]. 
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Ensuring copyright protection during the deploy-

ment of such solutions can be implemented with the use 

of a licensing mechanism by implementing digital rights 

management (DRM) [10, 11]. Protecting such solutions 

from cyberattacks is also the priority direction [12]. 

Ensuring the reliability of FPGA as a Service and 

evaluating its parameters [13], including performance 

and quality of service (QoS) [14], is an important part of 

the availability assessment of such solutions [15]. 

Despite hardware implementations of AI in FPGA 

are in demand [16, 17], there are no ready-made solu-

tions for assessment a set of parameters of such systems. 

There is a possibility of using traditional methodo-

logical apparatus [18] for AI systems. However, a set of 

system characteristics does not always allow describing 

the operation of AI as a Service. But, at the same time, 

randomly combined components without organization 

cannot provide such system characteristics. 

Thus, it is necessary to find the structure and inter-

actions of the components. In this regard, it is important 

to create a methodological apparatus and understand the 

specifics of its application when building such systems. 

The main purpose of this research is to improve 

the methodology of deployment of dependable FPGA-

based Artificial Intelligence as a Service by creating a 

complex of mutually agreed concept, principles, mod-

els, and methods considering the specifics of the use of 

heterogeneous computations of Artificial Intelligence 

and the possibility of realizing the unified protection of 

FPGA implementations. To achieve this goal, it is nec-

essary to perform the following tasks: 

1) to clarify the taxonomy of dependability term 

within the proposed methodology; 

2) to propose the concept of deployment of de-

pendable FPGA-based heterogeneous computations of 

Artificial Intelligence as a Service; 

3) to describe the principle of tracing of changes in 

FPGA projects and integrated environments during the 

entire lifecycle; 

4) to describe the principle of unification of the 

protection of FPGA implementations of heterogeneous 

computing of Artificial Intelligence as a Service; 

5) to describe the principle of the product-service 

assessment of the availability of FPGA as a Service; 

6) to discuss promising directions of heterogene-

ous AI computations. 

The structure of this article includes five main 

sections. The first section defines the understanding of 

the term dependability within the work. Second section 

provides a description of the proposed methodology and 

an explanation of the meaning of the connections be-

tween the models, methods, and principles. In the next 

three sections, the formulation of the three proposed 

principles with a detailed explanation of their purpose 

and unique features is provided. Discussion of AI heter-

ogeneous computations is provided in the last section. 

1. Taxonomy of dependability within 

proposed methodology 
 

Taxonomy of dependability implies uncovering 

the structure of this property. The original definition of 

dependability assumes a set of attributes, such as relia-

bility, availability, safety, integrity, maintainability, and 

resulting from them [19]. The evolution of understand-

ing of this term as part of the study of methods for their 

provision in scientific schools of reliability made it 

possible to apply it to WEB services [20] and append 

understanding of meaning of this term [21]. Practical 

experience demonstrates the need to adapt the meaning 

of dependability to specific cases [22]. 

The value set of such a term does not necessarily 

include the entire range of values. It can be limited to a 

set of properties that are important and necessary in the 

case under consideration to convey meaning and signif-

icance. Sometimes in publications, it is possible to find 

reliable and secure or reliable and safe. Reliability cor-

responds to fault-tolerance. In this case, a distinctive 

feature is the understanding of the taxonomy of the term 

dependability for the direction of FPGA-based Artificial 

Intelligence as a Service. 

The reliability aspect considers reliability as part 

of dependability. The proposed methodology has a fault 

tolerance aspect, thus, the meaning of reliability is pre-

sented in the meaning of term of dependability. The 

evaluation model of the quality of service includes the 

reliability aspect, therefore, reliability is included in the 

set of meaning of term. 

The security aspect is also an integral part of de-

pendability. When deploying FPGA-based services, an 

important issue is the ability to implement a licensing 

mechanism that relies on cybersecurity at all levels of 

the service. Therefore, the set of dependability term 

meaning within the proposed methodology includes the 

security term because there is the protection of service. 

The safety aspect is not considered as part of the 

meaning of the term dependability within the proposed 

methodology. It can be an integral part when the cloud 

infrastructure includes an integral part of safety-critical 

systems.  

Examples of such systems include composite 

smart homes and smart infrastructure systems, if part of 

such a system is located in a private cloud. In addition, a 

list of examples of such systems should include moni-

toring systems or technical inspection systems for criti-

cal infrastructure facilities. In these examples, the safety 

dimension of the term meaning appears indirectly as an 

integral part of the concept of term dependability. For 

an FPGA-based service, this is true if the service per-

forms control functions. However, for solutions that 

perform analysis tasks, the safety component of the term 

meaning must be considered separately. 
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2. Concept of dependable FPGA-based 

Artificial Intelligence as a Service 
 

The John von Neumann paradigm of creating 

reliable systems from unreliable components [23, 24] 

using redundancy is a primary source for the concept of 

dependability itself [22]. 

Further technological improvements require 

consideration of failures at different levels of the sys-

tem, and design defects in software components. This 

brings the evolution of John von Neumann paradigm by 

other researchers, including those from the scientific 

school of critical and dependable computing of Doctor 

of Science on Engineering, Vyacheslav Kharchenko. 

The generalization of the dependability taxonomy, 

as well as the fundamental improvement of the von 

Neumann concept in the concept of creating dependable 

systems from non-dependable components, is carried 

out in the works of Vyacheslav Kharchenko [21, 25]. 

The component of functional safety in the under-

standing of dependability is the main component in the 

proposed methodology for constructing safe systems 

and infrastructures from insufficiently safe components 

in the works of Vladimir Sklyar [21]. 

The concept of creating reliable component-

integrated service-oriented systems from non-reliable 

WEB components with uncertain characteristics is pro-

posed in the works of Anatoliy Gorbenko [20, 26]. 

The improvement of the von Neumann paradigm 

not only for the class of systems without maintenance, 

or for systems with restricted maintenance regulations, 

but also for systems with maintenance is proposed with-

in the concept of the creation of reliable and secure 

systems from insufficiently dependable components and 

multi-purpose maintenance according to combined 

strategies in the context of changing requirements and 

the environment of their operation in the works of Yuriy 

Ponochovnyi [22]. 

The use of the von Neumann paradigm during 

the prototyping of Artificial Intelligence services is 

possible when considering implementation with taking 

into account into account the features of the compo-

nents. This principle can be involved because it is pos-

sible to perform decomposing into two types of actions. 

On the one hand, it is necessary to provide a dependable 

product to allow users to obtain reliable service. On the 

other hand, this specific service itself is provided as a 

product. In order to implement such service as dependa-

ble, the corresponding characteristics of the product and 

the service part must be ensured. 

In this case, the idea of involving the consideration 

of a two-component system can be used. At the same 

time, it is necessary to ensure the functioning of the 

system, which can be achieved by adopting redundancy 

measures. 

At the top level of such services, redundancy is 

difficult to implement for such systems. Therefore, in 

such cases, other solutions can be used to ensure and 

improve reliability. 

Within the proposed concept of deployment of 

dependable FPGA-based heterogeneous computations 

of Artificial Intelligence as a Service, it is not easy to 

use the von Neumann paradigm directly due to the spe-

cifics of FPGA-based Artificial Intelligence and the 

technical complexity of redundancy in the operating 

service itself. 

Therefore, despite the great popularity of the von 

Neumann paradigm and its application in a number of 

cases, including the works [22], [23], and [24], in the 

current implementation, the use of some types of redun-

dancy at the level of the entire service is not practically 

applicable due to the multiplying costs and expenses. At 

the same time, the service itself may be not only exclu-

sively one product. Practical implementations may, 

among other things, be in a different form. 

The proposed concept is based on the following 

statements. 

1. FPGA-based Artificial Intelligence as a Service 

is created, deployed, and supported in the context of 

changing of target FPGA product ranges, changing 

project requirements, and versions of integrated devel-

opment environments during a significant part of the 

lifecycle. 

2. Created implementations of Artificial Intelli-

gence as a Service can be deployed for use both in data 

centers and on the equipment of the end user with sup-

port of heterogeneous computations and provided, in-

cluding on a subscription basis, which requires ensuring 

the protection of solutions from unauthorized use. 

3. For the end user, a working service is presented 

as a ready-to-use product that operates under conditions 

of failures, faults, and changing demand loads, which 

requires a comprehensive assessment of the availability 

of such solutions. 

Thus, the proposed concept assumes the deploy-

ment of FPGA-based Artificial Intelligence as a Service 

in the context of changing requirements and versions of 

integrated environments, the need to ensure protection 

against the unauthorized running of individual instances 

and availability assessment. 

In this case, this is the deployment of a reliable 

system. In this context the deployment term means more 

than only the process of installation and includes a wid-

er part of the lifecycle. 

The deployment term meaning within the pro-

posed concept covers the lifecycle of such services and 

implies deployment in a broad sense, including creation. 

The proposed concept is based on three main prin-

ciples. The conceptual relationships between the ele-

ments of the proposed methodology are shown in Fig. 1. 
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Method 1

of creation and deployment 

of FPGA projects resistant 

to change of requirements

Method 2

 of creation of FPGA-based 

implementation of Artificial 

Intelligence as a Service

Method 3

 of QoS evaluation 

of FPGA as a Service
Methods

Models of FPGA project 

universalization 

and SLR placement

DPU and DRM models

 of FPGA-based 

AI as a Service

QoS models 

of FPGA as a Service
Models

Information technology of 

support of creation and 

deployment of protected 

FPGA-based AI as a Service

Information technology of 

evaluation of parameters of 

QoS of applications based 

on FPGA accelerator cards

Information 

technologies

Domains Data centres AI/ML solutions Dedicated computations Web and Cloud services

Principle of tracing of 

changes in FPGA projects 

and integrated environments 

during entire lifecycle

Principle of unification of 

protection of FPGA 

implementations of 

heterogeneous computing of 

AI as a Service

Principle of product-service 

assessment of availability of 

FPGA as a Service
Principles

Concept of deployment of 

dependable FPGA-based 

heterogeneous computations 

of Artificial Intelligence as a 

Service

Concept

 
Fig. 1. Proposed elements of methodology of deployment of dependable 

FPGA-based Artificial Intelligence as a Service 

 

The models are presented in three groups of mod-

els, corresponding to the description of FPGA projects, 

the construction and protection of Artificial Intelligence 

as a Service, and comprehensive assessments of the 

availability indicators. 

Universalization models of FPGA projects de-

scribe the implementation in a form that assumes the 

possibility of modification of requirements during a 

significant part of the lifecycle [9, 27]. 

Organization models of DPU and DRM describe 

the FPGA Artificial Intelligence project and its protec-

tion from the unauthorized use within the service. These 

models are conceptually presented in publications [3, 4] 

and in other works [10, 11]. 

Service assessment models, including QoS, are 

designed to assess the reliability of project components 

and the availability of FPGAs as a Service[13, 14]. 

Methods within the proposed concept of deploy-

ment of dependable FPGA-based heterogeneous compu-

tations of Artificial Intelligence as a Service presented 

by a group of complementary methods. 

Method of creation and deployment of FPGA 

projects resistant to change of requirements [27] 

provides the ability to reduce labor costs during creation 

and maintaining of projects under changing conditions. 

Method of creation of FPGA-based implemen-

tation of Artificial Intelligence as a Service [4] allows 

to create a service with optimization of elements of 

Artificial Intelligence with hardware implementation, 

including the FPGA technology. 

Method of QoS evaluation of FPGA as a Service  

provides a comprehensive assessment and the set of 

steps to reduce the delays of the implementation of 

FPGA as a Service [14]. 
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The relations between models and methods within 

the proposed concept define their interaction. The dotted 

arrow from method 3 to the first group of change track-

ing models in the projects represents the feedback con-

nection. The presence of such feedback connection 

allows to loop the entire process. In this case, the result 

of the third QoS assessment method is the input for the 

project universalization model to take into account the 

results. In most cases, the connections exist from mod-

els to methods, however, in this case, it is a feedback 

loop to consider the results within the methodology. 

Information technology of support of creation 

and deployment of protected FPGA-based AI as a 

Service is formed as a result of the union considering 

the change of projects during the lifecycle and their 

creation, as well as the creation of AI as a Service. This 

is one information technology because it considers pro-

cesses related to each other. Within the first technology, 

the understanding of the protected term corresponds to 

the description of the deployment of protected services 

with licensing with the use of DRM mechanisms. 

Information technology of evaluation of param-

eters of QoS of applications based on FPGA acceler-

ator cards is presented independently and provides the 

implementation of the assessment that considers a set of 

parameters related to the elements and reliability indica-

tors included in the models, as well as other parameters. 

This second information technology takes into account 

indicators related to understanding of the term dependa-

bility within the proposed concept. 

 

3. Principle of tracing of changes in FPGA 

projects and integrated environments 

during entire lifecycle 
 

The principle of tracing changes is a continua-

tion of the principle of considering changes in the in-

formation and control systems and the environments 

during the lifecycle [22]. 

This principle provides changes tracing within the 

entire FPGA service project, from the versions of FPGA 

chips, the versions of the integrated environments, and 

up to the versions of the frameworks that are involved in 

the interaction process between the FPGA accelerator 

card and the host computer [28]. 

Within this principle, the tracing term assumes the 

movement along the lifecycle of FPGA projects. When 

moving to development with the use of new integrated 

environments, it is necessary to change the paradigm of 

understanding the role of FPGA in the process the crea-

tion of the system. 

The dynamics of changes of the integrated envi-

ronments should be considered during the planning of 

FPGA projects to reduce the risks of possible complete 

redesign or a completely new prototyping process. 

During the programming of solutions for creation 

of FPGA as a Service, as well as developing and testing 

the operation of components of Artificial Intelligence 

systems, it is necessary to consider the transfer of set-

tings from one version of the integrated environment to 

a newer one when changing or updating the versions. 

An example of such a change of versions is the 

transition from SDAcccel [29] to Vitis [30] from Xilinx. 

To unify projects, it is preferable to use a com-

mand line interface for processes of work with the pro-

ject, including the creation of kernels, creation of set-

tings, and compiling and assembling [31]. 

The unification and possibility of modification of 

the components of the FPGA project of service, as well 

as the possibility of transferring and porting such solu-

tions to updated or modified integrated environments, 

allows to reduce the labor costs for modifying the pro-

ject in accordance with updated requirements when 

switching to a new version of the FPGA accelerator 

card, a version of the framework, or a new version of 

the integrated environment, as well as during continuous 

modification of the requirements for such systems. 

In this case, it is necessary to follow the recom-

mendations of manufacturer regarding the amount of 

resources of a specific FPGA package (FPGA housing) 

and the number of silicon wafers in the chip [32]. 

This will allow maintaining performance indica-

tors when changing the versions of software tools, 

FPGA accelerator cards, and after updates of projects. 

 

4. Principle of unification of protection 

of FPGA implementations of 

heterogeneous computing  

of AI as a Service 
 
Within the principle of unified protection it is 

implied that protection in the broad sense and direct 

licensing protection are combined. Such protection 

implies the possibility of accounting for running tasks 

and operation of a service instance under a license. First 

of all, this is the possibility of protecting of copyright 

elements for a specific solution in FPGA, including AI 

as a Service. 

This approach moves forward and expands these 

two interesting and not entirely directly related aspects 

of protection. The meaning of the protection term in this 

principle primarily means ensuring the possibility of 

licensing with the use of DRM. 

At the same time, cybersecurity as an element of 

information protection is also included because similar 

tools and cryptographic primitives are used. Within the 

implementation of DRM for the instance of a service, it 

is assumed that the use of the same crypto-primitives 

and embedded solutions built into the kernels in the 

FPGA which provide protection [10]. 
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The unification term assumes and implies the uni-

fication of these two types of FPGA-based Artificial 

Intelligence as a Service protection in one joint solution. 

Such a joint solution not only shows the possibility of a 

task of protection itself but also directly indicates how it 

is ensured. 

In this case, the special property combines cyber-

security and copyright protection. That is, the property 

of combining copyright protection and information 

protection. 

The distinctive feature and novelty of this principle 

are not only the indication of the objects themselves that 

need to be protected but also the proposed principle of 

unification of protection. 

Heterogeneous computing for building imple-

mentations with elements of Artificial Intelligence and 

for their acceleration is very promising. The heteroge-

neous term within this principle assumes heterogeneous 

computations but not the heterogeneous systems. 

This implies a different form of implementation of 

the computations. For such systems, computations can 

be processor-based, based on graphic accelerators, 

FPGA-based, based on the specialized integrated cir-

cuits, and with the use of the implementations in other 

environments and mediums, including the photonic 

implementations. Such non-electronic mediums can be 

used for the acceleration of the computations [33, 34]. 

 

5. Principle of product-service assessment 

of availability of FPGA as a Service 
 

The principle of product-service assessment as-

sumes consideration of all factors affecting QoS. 

Within this principle, the considered factors in-

clude cybersecurity and technical factors. Thus, hard-

ware failures and faults at different levels of the service 

organization are also considered as such factors [13]. 

This assessment is considered at the model level, 

including the delay assessment [14]. 

The consideration of fault tolerance of component 

nodes in FPGA and application of on-chip redundancy, 

as well as assessment of indicators of fault tolerance in 

such case are integral part of such assessment [13, 14]. 

Considering these two components during the as-

sessment in the pure form corresponds to understanding 

of the dependability term within the taxonomy of this 

term in this work. 

It is proposed to take into account the set of pa-

rameters of FPGA-based Artificial Intelligence as a 

Service. 

In contrast to the well-known examples of consid-

eration of the dependability of systems, a distinctive 

feature of the principle is the consideration of combined 

details of both the first and second groups of factors 

with taking into account the specifics of the object of 

consideration, including different levels of FPGA-based 

AI as a Service. 

A distinctive feature of the deployment of this ser-

vice is the ability to implement both a project for FPGA 

accelerator cards and a host application that runs on the 

host computer to which this set of FPGA accelerator 

cards is connected. 

Therefore, the service is an integral part of the 

product. They include a working computer, which can 

be a part of a server stand in a data center, and a set of 

hardware FPGA accelerators. 

This means that, in this case, both the service itself 

and the product as a whole require attention. 

Within this understanding, the service is part of the 

product. The unification of these two components is 

implied within this principle of integration and evalua-

tion because both the product and service parts are taken 

into account. 

The consideration may also include the data center 

infrastructure or the location where the service compo-

nents operate, or this component may be granted to the 

provider. 

Infrastructural part can be considered as an ad-

ditional option. In this case, the infrastructure can be 

considered as the third independent component within 

the principle. In this case, there are three components: 

the product, the infrastructure, and the service itself, as a 

chain of processes (Fig. 2). 

 

  Infrastructure

   Product

   

      (FPGA-based AI)

  Service

 
 

Fig. 2. Structure of consideration  

of product-service with infrastructure 

 

Only product and service are considered if there 

is no possibility of influence to the infrastructural part. 

If, during the creation and deployment of the service, it 

is possible to use of some existing technical elements 

provided by the provider, this can be considered as 

infrastructure. In this case, the electricity, the Internet 

connection and the rest important conditions for the 

organization of the service are the responsibility of the 

provider. It can be assumed that there is no influence on 

it, and the processes of maintenance are handled by the 

provider. 

In this case, the infrastructure can be excluded 

from consideration. In this case, only the product and 

service are considered. 
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6. Discussion and implementation 
 

Current implementations of AI systems based on 

FPGA accelerator cards demonstrate high performance 

due to the high degree of integration and the use of 

high-speed dynamic memory, such as High Bandwidth 

Memory (HBM), with direct interconnects in a single 

chip package (chip housing). This is an example of 

heterogeneous computations. The transition to the use of 

such interconnections instead of printed circuit boards 

will make the devices even more compact and resistant 

to external influences [35]. 

The integration of FPGA and photonic computing 

environments in a single package (housing) will enable 

specialized heterogeneous computing based on different 

environments to solve problems with greater energy 

efficiency and performance [36]. 

The use of optical computing to implement the 

tasks of constructing elements of Artificial Intelligence 

and services with such computations and functions is 

extremely promising. In this case, the cost of process of 

computations can be significantly reduced, and their 

speed increases up to the speed of signal propagation. 

The proposed methodology combines a set of new 

models and methods, as well as the definition of param-

eters of dependable FPGA-based Artificial Intelligence 

as a Service. 

Within the proposed principles, it is assumed that 

changes in the project and the requirements are traced, 

which represents movement along the lifecycle. The 

principle of unification of protection represents an ex-

pansion and movement taking into account two not 

entirely directly related aspects of protection, and the 

principle of product-service assessment of availability 

involves reviewing the product parts and assessment of 

availability. 

The taxonomy of dependability term within the 

context of the proposed concept is considered, with the 

highlighting of the combination of reliable and security 

terms. 

The possibility of creation and deployment of 

FPGA-based Artificial Intelligence as a Service allows 

to apply the methodological apparatus of hardware and 

services for assessment of the parameters. 

There are possibilities to model and describe such 

solutions using such models. 

Since this is a service, the model of operation can 

be presented in the form of a queue of queries. This 

means that the models of service can be applied. Thus, 

the Erlang model can be used as a basis. 

In this case, FPGA-based AI as a Service differs 

from non-FPGA-based AI by speed characteristics and a 

set of delays in constituent units and components.  

In this case, it becomes possible to select the pa-

rameters. In addition, it is possible to consider failures 

of the hardware components of the service, as well as 

possible cyberattacks, and possible problems with the 

software involved in the hardware implementation of 

the AI service. These directions are common for all 

implementations of FPGA as a Service. Model detailing 

of FPGA-based Artificial Intelligence as a Service re-

quires considering the specifics of such services and 

implementations. 

In addition, the detailing of models involves con-

sidering the features of the technological stack used 

during the creation of such solutions. 

This is important for solving of the problem of re-

alization functional reliability model. 

In terms of the structural and methodological syn-

thesis of the model, the technological features of the 

technological stack of modern FPGA solutions, the 

prototyping tools, and hardware of FPGA accelerator 

cards are taken into account. The proposed methodology 

considers such solutions. 

 

Conclusions 
 

The main result of this research is that in the pro-

posed methodology, the set of principles, models, and 

methods of deployment of Artificial Intelligence as a 

Service under conditions of changing requirements and 

integrated environments, and the need of mechanism of 

licensing protection of each instance of the system, are 

developed, which allows to reduce model uncertainty 

with considering of various stages of the lifecycle of 

dependable FPGA implementation with the use of het-

erogeneous computations. 

The methodology is presented at the system level 

as a combination of the concept of deployment of de-

pendable FPGA-based heterogeneous computations of 

Artificial Intelligence as a Service and three proposed 

principles: the principle of tracing of changes in FPGA 

projects and integrated environments during the entire 

lifecycle, the principle of protection unification of 

FPGA implementations of heterogeneous computing of 

AI as a Service, and the principle of product-service 

assessment of the availability of FPGA as a Service. 

Thus, the proposed concept allows describing at 

the system level the process of deployment of dependa-

ble projects of FPGA-based Artificial Intelligence as a 

Service. 

Further research can be focused on the im-

provement of such model with the detailed considering 

of the features and specifics of the FPGA nature itself 

and the impact that this technology has on the services 

that are built on the basis of this technology. 

It is also interesting to represent the entire process 

of the work in the form of a simple model using the 

Erlang model with the addition of cybersecurity and 

reliability aspects. 
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The next step might be the adding horizontal links 

at the level of principles and the level of models, with 

specifying of action for each connection. This would 

allow the set of connections to be viewed not only as a 

diagram but also as an element of a taxonomic model, 

allowing the concept to be described in greater detail. 
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МЕТОДОЛОГІЯ ПОБУДОВИ ГАРАНТОЗДАТНОЇ FPGA 

РЕАЛІЗАЦІЇ ШТУЧНОГО ІНТЕЛЕКТУ ЯК СЕРВІСУ 

А. Є. Перепелицин 

Предметом вивчення в даній статті є моделі, методи та принципи побудови з урахуванням всього жит-

тєвого циклу штучного інтелекту (ШІ) в якості сервіса та реалізацією з використанням технології FPGA. 

Метою даного дослідження та статті є розвиток методології побудови гарантоздатної FPGA реалізації шту-

чного інтелекту та надання таких рішень в якості сервіса шляхом створення комплексу взаємоузгоджених 

концепції, принципів, моделей і методів, враховуючи особливості використання гетерогенних обчислень для 

реалізації проєктів штучного інтелекту як сервісу і можливості реалізації уніфікації захисту FPGA проєктів. 

Завдання: роз'яснити систематику значення поняття гарантоздатність в рамках запропонованої методології; 

запропонувати концепцію побудови гарантоздатних гетерогенних обчислень штучного інтелекту як сервісу 

на основі FPGA; сформулювати принцип відстеження змін у проєктах FPGA та інтегрованих середовищах 

протягом усього життєвого циклу; сформулювати принцип уніфікації захисту FPGA реалізацій гетерогенних 

обчислень штучного інтелекту в якості сервіса; сформулювати принцип продуктно-сервісного оцінювання 

готовності FPGA як сервісу; обговорити перспективні напрямки удосконалення гетерогенних обчислень ШІ. 

Відповідно до поставлених завдань, були отримані наступні результати. Обговорюються існуючі концепції 

побудови гарантоздатних систем. Запропонована концепція побудови обчислень штучного інтелекту як 

сервісу, яка отримана шляхом розвитку парадигм створення і розгортання гарантоздатних систем і сервісів. 

Запропоновано принцип відстеження змін, який передбачає оновлення вимог протягом життєвого циклу 

проєктів FPGA. Запропоновано принцип уніфікації захисту, який об'єднує та поєднує врахування різних 

видів властивостей екземпляра FPGA для захисту реалізації та множину кіберзагроз для сервіса в цілому. 

Запропоновано принцип продуктно-сервісного оцінювання, який розглядає показники готовності. Обгово-

рюються перспективи розвитку неелектронних гетерогенних обчислень з використанням фотонних реаліза-

цій, які забезпечують збільшення швидкодії та зниження енергоспоживання обчислень штучного інтелекту.  

Висновки: один із головних внесків цього дослідження полягає в тому, що у рамках запропонованої мето-

дології розроблено набір принципів, моделей і методів побудови штучного інтелекту як сервісу в умовах 

змін вимог, інтегрованих середовищ та необхідності захисту прав власності окремого екземпляра системи, 

що дозволяє знизити модельну невизначеність з урахуванням різних етапів життєвого циклу гарантоздатної 

FPGA реалізації з використанням гетерогенних обчислень. 

Ключові слова: гарантоздатність ШІ; FPGA; відстеження змін; FPGA як сервіс; уніфікація захисту; 

DRM; DPU; штучний інтелект як сервіс; AIaaS; апаратна реалізація ШІ; гетерогенні обчислення для ШІ; 

продуктно-сервісне оцінювання; QoS; фотонний ШІ. 
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