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INFORMATION TECHNOLOGY FOR PREDICTION
OF SOFTWARE QUALITY LEVEL

Today, there is a contradiction between the rapid increase in the complexity and size of modern software while
increasing responsibility for the performance of their functions, the increasing requirements of customers and
users to the quality and efficiency of software use and the imperfection of models, methods, tools of predicting
software quality at the early stages of the life cycle. Therefore, the task of predicting the software quality level
based on requirements is relevant. The aim of this study is to solve this task by developing information tech-
nology for prediction software quality levels based on requirements. The proposed information technology for
prediction software quality level based on requirements provides analysis of quality attributes in requirements,
reflects the dependence (equations) of quality characteristics on attributes, forms a quantitative assessment of
quality characteristics, reflects the dependence (equation) of quality on its characteristics, forms a quantitative
assessment of quality, performs quality level prediction, provides all the listed services simultaneously and the
model, methods, and tools underlying the IT belong to common methodological approaches and are integrated.
The developed system of predicting the software quality level based on requirements provides the user with
predicted estimates of eight software quality characteristics, geometric interpretation of the software quality
characteristics’ values, a comprehensive indicator of the predicted sofiware quality, and a conclusion about
the future software quality level. On the basis of this, it is possible to compare sets of requirements for software
and make a reasonable choice of a set of requirements for further implementation. The information technology
and the system of predicting the software quality level based on requirements, developed in this paper, provide
the possibility of comparing sets of requirements for software, justified selection of requirements for further
implementation of quality software (as experiments have shown, this is only one of the four proposed sets), and
rejection or revision of unsuccessful sets of requirements that cannot be used to develop quality software.

Keywords: software quality; software quality characteristic; software quality attribute; set of software re-
quirements; software quality level.

the developed software to perform the required functional
tasks, reduced competitiveness and reputation of the de-
veloper, inefficient decision-making, etc. [4, 5].

Today, software engineering has a high probability
of failing the project [6]. In the general practice of soft-

1. Introduction
1.1. Motivation

The process of growing interest in the IT industry

leads to the development of a huge amount of software
for various functional purposes, the size and complexity
of which are constantly growing [1].

The effective functioning of information technolo-
gies is determined by the quality of their components:
technical, mathematical, software, information, legal
and other. One of the most significant IT components is
software, the quality management of which largely de-
termines the quality of information technology [2].

Software quality is the degree of satisfaction the us-
er needs by the software when used in certain conditions
[3]. The person most interested in software quality is the
end user who uses the software product.

At present, software development has become one
of the most expensive industries, and any weaknesses in
its production process can lead to unwanted consequenc-
es — increased software development time, increased
software cost, reduced software performance, inability of

ware development, about 10-20% of all software pro-
jects do not reach completion, 40-60% of projects are
not completed on time (such projects are completed
150-200% late on average), 25-40% of projects do not
fully implement their tasks, 40-55% of projects required
additional funding, and in 20% of projects not all pro-
poses made by the customer were considered [7]. The
insufficient quality of the software created requires up
to 70% of the budget on software project to be reserved
for the maintenance phase. At the same time, up to 60%
of all software modifications are performed to eliminate
errors, and only the remaining 40% are used to correct
the software within the business process, improve cer-
tain indicators or prevent potential problems. For every
invested $1 billion, organizations are losing approxi-
mately $97 million due to the lack of software projects'
quality and efficiency [8]. The cost of poor software
quality (CPSQ) was $260 billion in 2020 [9]. The cost
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of software quality can be differentiated into the cost of
preventing defects, assessing performance, and internal
and external failures during software operation [10].
The project triangle includes three main elements:
time, budget, and functionality (Fig. 1). When changes
are made to at least one of these elements, all the others
also changing [11, 12]. The nature of the impact of
changes in a element on the others depends mainly on the
specific circumstances and project specifics. For exam-
ple, a reduction in the project duration may, in one case,
lead to an increase in its cost because of the need to in-
volve more developers or, in another case, to a decrease
in cost because of the refusal to implement certain func-
tionalities. Quality is the fourth element of the project
triangle, in its center. Therefore, even a slight change in
any of the other elements will necessarily affect quality.

Functionality

Fig. 1. The project triangle

The complexity and quality of software require-
ments have changed dramatically in recent years, and
consumers have become much more demanding in terms
of the cost, time, and quality of software solutions [13,
14]. The rapid growth in the complexity and size of mod-
ern software, while increasing the responsibility of the
functions it performs, has dramatically increased the re-
quirements of customers and users for the quality and
efficiency of software use. Any project’s success is its
ability to meet customer needs. In this regard, ensuring
the required quality of software has become a strategic
task in the life cycle of modern software. Therefore, the
IT industry trend recently has been to pay increased atten-
tion to the topic of software development quality control
and management. The basis of quality management is
software quality assessment, especially in the early phas-
es of software development (in fact, predicting the quality
of future software), since the occurrence frequency and
influence percentage of factors related to the early stages
of the life cycle is the highest (about one third) [15, 16]. It
is generally recognized that high-quality requirements

engineering leads to an increase in software quality and
significantly reduces budget overruns or failure risk in
software projects [17].

Therefore, the modern software industry requires
dynamic development of software quality predicting tools
at the life cycle early stages — in order to take preventive
measures for reducing the software errors and failures
number; in order to select a set of requirements from a set
of different alternatives for the same task or problem
(when customer orders a software product from various
IT companies or its order will be handled by several al-
ternative teams of developers in one IT firm); to under-
stand whether it is possible to develop high-quality soft-
ware on the basis of the available requirements' set (miss-
ing data in requirements for any type of software cause to
critical losses of software functionality [18]; software
written by different developers using the same require-
ments usually contain the common errors related to the
requirements’ inaccuracies or errors [19, 20]; in the same
time software versions written by the same developers’
team according to different requirements differed signifi-
cantly in their quality and success [21, 22]).

The software requirements describe the behavior
of future software, the functionality and limitations of
this software, and its properties and attributes. The val-
ues of quality attributes consider the software project
type and purpose. If the attribute(s) and its value(s) are
included in the software requirements, developers must
ensure implementation and the corresponding value of
attribute(s) in the software; otherwise, the software will
not be verified and validated. Thus, it is possible to de-
termine quality subcharacteristics and characteristics
(defined in ISO 25010:2011 [3]) on the basis of the
quality attribute values (defined in ISO 25023:2016
[23]), which are specified in the requirements [24, 25],
as well as to predict the software quality level for any
type of software project [26, 27].

1.2. State-of-the-Art

Let’s consider the known models, methods, and
tools for analyzing software requirements and assessing
software quality. As defined in [28], in terms of the abil-
ity to predict the software quality level based on require-
ments, it is important to determine whether the known
models, methods, and tools provide the following criteria:

C1. Analysis of quality attributes in requirements;

C2. Dependence (equations) of quality characteris-
tics on attributes;

C3. Quantification of quality characteristics;

C4. Dependence (equations) of quality on its char-
acteristics;

C5. Quantification of quality;

C6. Prediction of the quality level (as a quantitative
and qualitative characterization of the degree of suitabil-
ity of software to meet a specific demand for it in com-
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parison with the corresponding baseline indicators under
fixed consumption conditions, i.e. quantitative characteri-
zation of the degree of satisfaction the user needs by the
software when used in certain conditions);

C7. Whether the known models, methods, and
tools provide all of the above services in a complex;

C8. Whether these models, methods, tools refer to
the same methodological approaches, as well as whether

they are well integrated with one another (i.e. whether
there is presently the information technology for pre-
dicting the software quality level based on requirements
that provides the above services).

Let's summarize the results of the study of known
models, methods, tools for analyzing software require-
ments and assessing software quality from the point of
view of the above criteria satisfaction — Table 1.

Table 1

Findings from the study of known models, methods and tools for analyzing software requirements
and assessing software quality

Models, methods, tools for analyzing
software requirements and assessment Author(s) ClL|C2|C3|C4|C5|C6|C7|C8
software quality

Method’ology fpr assessing the quallty infor- Hovorushchenko

mation’s sufficiency in software requirements (2018) + |+ +

specifications [29, 30]

Information technology for quality information | Hovorushchenko + | 4 +

veracity assurance [31] (2018)

Software quality evaluation and prediction meth- | Pomorova et al. N P A

ods and tools [32, 33] (2011-2012)

Machine learning-based model for predicting Goyal et al. 4 4

software quality [34] (2020)

Fuzzy inference system for prediction software

quality on the basis of requirements parame- Masood et al. + + +
(2018)

ters [35]

Adaptive artificial neural network-based hybrid Arora et al. N +

defect prediction model [36] (2018)

Artificial neural network-based model for the Tomar et al. + +

optimizing the software reliability and quality [37] (2018)

Methodology based on extreme learning machine Tripathi et al

supported multiobjective grey wolf optimization ?2022) ' + | + +

for software quality prediction [38]

Expert system for prediction of the quality of use | Alshareet et al.

in the development’s early stages based on artifi- (2018) + | 4+

cial neural networks [39]

Fuzzy mathematics-based methods for assessing | Sun etal. (2021) oy

the software testing quality [40]

Methods for analyzing the different software Lakra et al. N N

quality aspects [41] (2021)

Models for predicting the software reuse | Padhyetal. N

(incl. artificial neural network) [42] (2019)

Applying the artificial neural networks for soft- Khan et al. + N +

ware defects prediction [43] (2022)

ANN-based model for software defects Kaur et al. + N +

prediction [44] (2019)

Three-parent child and genetic evolution-based | Goyal (2023)

approach  (3PcGE) for software  defects + +

prediction [45]

Model of software reliability and quality | Kumaresan et al. |y

with more neural networks [46] (2019)

Profile-oriented approach to assessing software | Gordieiev et al.

requirements  profile quality, profile-oriented | (2020, 2022) + +

software quality assessment [47, 48]
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Therefore, methodology for assessing the quality in-
formation’s sufficiency in software requirements specifi-
cations [29, 30], as well as information technology for
quality information veracity assurance [31], provide anal-
ysis of quality attributes in requirements, dependence of
quality characteristics on attributes, and dependence of
quality on its characteristics. Software quality evaluation
and prediction methods and tools [32, 33] provide quanti-
fication of quality characteristics and quality, set depend-
ence (equations) of quality on its characteristics, and pre-
dict the quality level. Machine learning-based model for
prediction software quality [34], an adaptive artificial
neural network-based hybrid defect prediction model
[36], methods for analyzing different software quality
aspects [41], and a three-parent child and genetic evolu-
tion-based approach (3PcGE) for software defect predic-
tion [45] provide quantification of quality characteristics
and quality. A fuzzy inference system for prediction
software quality on the basis of requirements parameters
[35], applying artificial neural networks for software de-
fects prediction [43], and ANN-based model for software
defects prediction [44] provide analysis of quality attrib-
utes in requirements, quantification of quality characteris-
tics, and quantification of quality. An artificial neural
network-based model for optimization software reliability
and quality [37] and profile-oriented software quality
assessment [47, 48] provide analysis of quality attributes
in requirements and quality quantification. Methodology
based on extreme learning machine supported multi-
objective grey wolf optimization for software quality
prediction [38] provides quantification of quality, predic-
tion of the quality level and using common methodologi-
cal approaches with the possibility of integrating all
methods and tools. Expert system for prediction the quali-
ty of use in the development’s early stages based on arti-
ficial neural networks [39], fuzzy mathematics-based
methods for assessing the software testing quality [40],
and models of software reliability and quality with more
neural networks [46] provide quantification of quality and
prediction of the quality level. Models for predicting
software reuse (incl. artificial neural network) [42] pro-
vide only prediction of the quality level.

So, there are currently solutions aimed at analyzing
quality attributes in requirements, aimed at establishing
the dependence (equations) of quality characteristics on
attributes, and quality on quality characteristics, aimed at
quantifying quality characteristics and quantifying quali-
ty, aimed at predicting the level of quality. Finally, there
are even solutions that represent even methodological
approaches. But there are no solutions that provide all the
above 6 services in the complex. Criterion 7 is not satis-
fied by any analyzed method/tools. The information tech-
nology for predicting the software quality level based on
requirements that provides the above services in the com-
plex is nowadays absent. Therefore, a study of a signifi-

cant number of known models, methods, tools in terms of
meeting the above criteria has shown that none of the
analyzed decisions satisfies all 8 criteria in the complex.

Thus, there is a contradiction between the rapid in-
crease in the complexity and size of modern software
while increasing responsibility for the performance of
their functions, the increasing requirements of custom-
ers and users to the quality and efficiency of software
use, on one side, and the imperfection of models, meth-
ods, tools of predicting software quality at the life cycle
early stages, on other side. Therefore, predicting the
level of software quality based on requirements is a
relevant problem today.

1.3. Objective and approach

The purpose of this study is to solve this task by
developing an information technology for predicting the
software quality level (as quantitative and qualitative
characterization of the degree of satisfaction the user
needs by the software when used in certain conditions)
based on requirements, which will satisfy all above 8
criteria simultaneously.

The following tasks should be solved for achieving
such a purpose: 1) to describe the concept and method of
software quality level prediction based on quality attrib-
utes; 2) to design and develop the information technology
for predicting the software quality level based on re-
quirements; 3) to design and develop the system for pre-
dicting the software quality level based on requirements.

Therefore, the rest of the paper is structured as fol-
lows. Section 2 describes the proposed concept and
method of software quality level prediction based on
quality attributes. Section 3 is devoted to the develop-
ment of information technology for prediction software
quality levels based on requirements. Section 4 presents
the designed and developed system for predicting the
software quality level based on requirements. Section 5
provides the results of the implementation of the pro-
posed information technology and system and a discus-
sion of the proposed information technology Section 6
provides the conclusions.

2. Concept and method of software quality
level prediction based on quality attributes

To solve the task of predicting the level of software
quality based on requirements, it is necessary to first de-
termine 8 software quality characteristics (reliability,
usability, performance efficiency, functional suitability,
compatibility, portability, security, maintainability),
which are determined by 1SO 25010:2011 [3], based on
138 software quality attributes, contained in the require-
ments for software (according to ISO 25023:2016 [23],
quality subcharacteristics depend on 203 attributes, but
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only on 138 different attributes, the rest of the attributes
are repeated, i.e., some attributes affect more than one
software quality subcharacteristic and characteristic).

Now ISO standards [3, 23] allow establishing only
the fact that some characteristics depend on certain at-
tributes (for example, Functional Suitability depends on
Number of functions, Functional implementation com-
pleteness, Functional adequacy, Functional implementa-
tion coverage, etc.), but do not show the nature of the
dependence, the dependence formula (equation), do not
reflect the degree of influence of this or that attribute
(weight factor) on the characteristic, etc.

To solve such a difficult-to-formalize task, it is
necessary to determine the weighting coefficients of
quality attributes (which are influenced by the number
of subcharacteristics and characteristics that depend on
the attribute) and the relationships (equations) of quality
attributes within each subcharacteristic/characteristic.
Artificial neural networks (ANNS) are the main tool for
representing a function of several variables and deter-
mining the weighting coefficients and relationships of
the initial and result data (Hecht-Nielsen theorem, etc.).

The concept of predicting software quality character-
istics based on quality attributes, available in require-
ments, using artificial neural network (ANN) was devel-
oped by the authors in [28] and was as follows: the values
of 138 quality attributes defined in 1SO 25023:2016 [23]
are fed to the ANN inputs; the ANN processes this set of
attributes’ values, generalizes information, approximates
it, establishes dependencies (equations, which provide to
determine quantitative characteristics' values based on
attribute values) between attributes and subcharacteris-
tics/characteristics of software quality, and, as a result,
produces predicted values of 8 software quality character-
istics in accordance with ISO 25010:2011 [3] (reliability,
usability, performance efficiency, functional suitability,
compatibility, portability, security, maintainability) in the
range [0;1], where the value "0" indicates the worst (low-
est) level of the corresponding characteristic, and the value
"1" indicates the best (highest) level of the corresponding
characteristic. For these tasks realization, the ANN with
multilayer perceptron architecture was used, for training
(the training sample from 15180 vectors was used), and
for testing (the testing sample from 1518 vectors was
used). The development of the ANN architecture, training,
and testing of ANN are the results of the authors' previous
research and are presented in [28].

In [28], the authors also developed a method for
predicting the level of software quality based on quality
attributes, which uses ANN to form the predicted esti-
mates of eight software quality characteristics. Further
processing of the predicted values of these characteris-
tics makes it possible to predict the quality level of fu-
ture software. The method for predicting the level of
software quality based on quality attributes, developed

by the authors in [28], consists of the following stages:

— processing the values of 138 quality attributes by
an artificial neural network, which provides the predicted
values of 8 quality characteristics in the range [0; 1];

— geometric interpretation of the obtained values
of 8 quality characteristics (octagon);

— if the constructed octagon is not convex (one or
more internal angles exceed 180°), then the software
quality level predicting is not performed due to the in-
admissibility of compensation of the quality characteris-
tics values;

— if the constructed octagon is convex, the com-
prehensive indicator of the predicted software quality is
calculated (the area of the constructed octagon);

— predicting the level of software quality: if the
value of the comprehensive indicator belongs to the
range [0; 0.2545), then a low level of quality of the
software under development is predicted; if the value of
the comprehensive indicator belongs to the range
[0.2545; 2.0435), then a medium level of quality of the
software under development is predicted; if the value of
the comprehensive indicator belongs to the range
[2.0435; 2.8284], then a high level of quality of the
software under development is predicted (the scale
(range of values) for the comprehensive indicator of
predicted software quality is [0; 2.8284], because
2.8284 is area of the octagon with the maxi-mum possi-
ble values of all characteristics).

If there is a set of prognoses, it is possible to eval-
uate the decisions (prognosis) made using the developed
method. To evaluate the made prognoses, we calculate
the correctness of the prognoses (the proportion of cor-
rectly made prognoses about the level of software quali-
ty among all made prognoses) using the following for-
mula:

. TPL+TPM+TPH
Precision = , (D
TPL+FPL+TPM+FPM+TPH+FPH

where TPL is the correct prognosis of low software
quality, TPM is the correct prognosis of medium soft-
ware quality, TPH is the correct prognosis of high soft-
ware quality, FPL is the incorrect prognosis of low
software quality, FPM is the incorrect prognosis of me-
dium software quality, and FPH is the incorrect progno-
sis of high software quality.

3. Information technology for prediction
of software quality level

The concept underlying the information technolo-
gy for predicting the software quality level based on
requirements (as a set of processes that uses model(s),
method(s) and tool(s) for accumulating, processing and
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transmitting primary information to obtain new quality
information (information product) about the state of an
object, process or phenomenon) is predicting the soft-
ware quality level on the basis of requirements’ set.

The principles of designing and operating such an
information technology are as follows:

— the principle of automation of information flow
processing — the use of automated tools at all stages of
information processing;

— the principle of development — modification of
functions and composition of information technology
without disrupting its operation;

— the principle of efficiency — maximum effect at
minimum cost;

— the principle of compatibility — interaction (re-
liable and uninterrupted operation) of information tech-
nology with other technologies that users of the pro-
posed information technology use in their computer;

— the principle of systematicity — basing infor-
mation technology on a single methodological approach;

— the principle of adaptability to new tasks —
modification of information technology in accordance
with new tasks;

— the principle of legality — compliance with the
requirements of actual standards in the software quality
assessment area (in particular, proposed information
technology processes the values of 138 quality attributes
from 1SO 25023:2016 [23] and forms the values of 8
quality characteristics from 1ISO 25010:2011 [3]);

— the principle of openness of information — en-
suring promptness, regularity and re-liability of the pro-
cessed information;

— the phasing principle — consistent information
technology’s development.

The functioning of information technology for
predicting the software quality level based on require-
ments is based on two methods: the method of predict-
ing the software quality level based on quality attrib-
utes, developed in [28] and briefly described above, as
well as the method of semantic analysis of software
requirements to find the values of quality attributes, the
development of which will be the purpose of the au-
thors’ future research.

Therefore, the structure of the formation of infor-
mation technology for predicting the software quality
level based on requirements is represented in Fig. 2.

a, Predicting the software quality level
§ based on the set of software
e requirements
Development Efficienc Legality Phasin Openness of
P Y g g information
8
=)
2
= -
Compatibility Systematicity Automation of information flow Adaptability to
processing new tasks
2 Kisihod ok predishing thesofiware Method .of semantlcfan;li/lsts olf softx}lare
2 uality level based on quality attributes LRI 10 o (S YalLES 0
% q quality attributes
g &
+ _93 INFORMATION TECHNOLOGY FOR
g % PREDICTING THE SOFTWARE QUALITY LEVEL
wg 'E BASED ON REQUIREMENTS

Fig. 2. The structure of formation of information technology for prediction of software quality level
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The generalized structure of the information tech-

nology for predicting the software quality level based on

requirements is shown in Fig. 3. requirements is shown in Fig. 4.

The detailed structure of the information technolo-
gy for predicting the software quality level based on

Information technology for predicting the software quality level based on requirements
Object — the Goal — Model — artificial | Methods — method for predicting | Tool — system of
process of predicting | neural network for the level of software quality predicting the
assessing and the software predicting the based on quality attributes; software quality
predicting software | quality level | software quality method of semantic analysis of level based on
quality based on based on characteristics software requirements to find the requirements
quality attributes | requirements | based on quality values of quality attributes (will
contained in attributes be the purpose of the authors'
requirements future research)

Fig. 3. The generalized structure of information technology for prediction of software quality level

= SOFTWARE REQUIREMENTS

!

Semantic analysis of
software
requirements to find
the values of quality
attributes

0

Knowledge base

Data section (values of quality

attnibutes for each set of requirements,
intermediate and final data)

Rules section (rules for drawing a logical conclusion about the
level of software quality, rules for checking the admissibility of
compensation of software quality charactenstics)

1l

Predicting the software
quality level based on
requirements

!

Conclusion on the quality
level of future software

medium high

2

low
y

<

Reasonable selection of requirements for
further software implementation (in order
to implement high-quality software) OR
Refinement of requirements (in the
necessary — for example, in the absence
of requirements that can be used to
develop high-quality software)

Refinement of requirements
(1n the necessary)

Fig. 4. The detailed structure of the information technology for predicting the software quality level
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Thus, the proposed information technology for
predicting the software quality level based on require-
ments functions as follows:

— the information technology is fed with software
requirements (for example, some different versions of
requirements, for each of which it is necessary to predict
the future software quality level);

— the semantic analysis of software requirements
is carried out to find the quality attributes’ values (this
method will be developed by the authors in the future to
fully automate the processing of requirements and com-
pletely eliminate the subjective influence and human
participation in the information handling and knowledge
gaining);

— the data section of the knowledge base stores
the values of quality attributes for each set of require-
ments, as well as all intermediate and final data of in-
formation technology;

— according to the method of predicting the level
of software quality based on quality attributes, which
was developed in [28] the artificial neural network gen-
erates predicted estimates of eight software quality
characteristics. Further processing of these values pro-
vides geometric interpretation of these values, verifica-
tion of the admissibility of software quality characteris-
tics’ compensation (according to the rules for checking
the admissibility of compensation of software quality
characteristics contained in the rules section of the
knowledge base), calculation of the predicted software
quality comprehensive indicator and formulation of a
conclusion about the level of software quality (accord-
ing to the rules for forming the logical conclusion about
the level of software quality contained in the rules sec-
tion of the knowledge base);

— based on the conclusion about the level of qual-
ity of the future software, which will be developed ac-
cording to a certain set of requirements, a reasonable
selection of requirements for further software imple-
mentation is made (in order to implement high-quality
software), or sets of requirements are sent for revision if
there is no set of requirements among the analyzed sets
that can provide the high-quality software development;

— after the information technology has developed
a set of prognoses, the decisions (prognoses) are evalu-
ated according to formula (1).

The proposed information technology for predict-
ing the software quality level based on requirements
satisfies all eight defined criteria simultaneously — pro-
vides analysis of quality attributes in requirements, re-
flects the dependence (equations) of quality characteris-
tics on attributes, forms a quantitative assessment of
quality characteristics, reflects the dependence (equa-
tion) of quality on its characteristics, forms a quantita-
tive assessment of quality, performs quality level pre-
diction, provides all the listed services simultaneously

and the model, methods, and tools underlying the IT
belong to common methodological approaches and are
integrated.

Scientific novelty is the first developed infor-
mation technology for predicting the software quality
level based on requirements, which, unlike the known
ones, satisfies eight criteria in a complex and provides
analysis of quality attributes in requirements, formation
of a predicted quantitative assessment of quality, predic-
tion of the quality level of software under development,
the ability to compare sets of software requirements, the
ability to select requirements for further implementation
of high quality software, minimization or complete
elimination of subjective influence and human participa-
tion in information handling and knowledge gaining.

4. System of prediction of software
quality level

According to the generalized structure of infor-
mation technology for predicting the software quality
level based on requirements, presented in Fig. 3, to
complete the formation of IT, it is necessary to develop
a system of predicting the software quality level based
on requirements.

Let's describe the main requirements for a system
of predicting the software quality level based on re-
quirements. Such a system should:

— analyze the values of quality attributes in the
requirements;

— set of dependence (equations) of quality char-
acteristics on attributes;

— calculate the quantitative values of 8 quality
characteristics;

— set of dependence (equation) of quality on its 8
characteristics;

— calculate the quantitative value of the quality;

— predict the quality level of future software;

— provide a prognosis of the quality level of fu-
ture software in an accessible and understandable form
for the user, in natural language;

— have a usable user interface;

— provide the ability to manually enter attribute
values from a set of requirements;

— provide the ability to automatically process a
set of requirements to find attribute values;

— output to the user predicted estimates of 8 qual-
ity characteristics, geometric interpretation of quality
characteristics, comprehensive indicator of software
quality, and conclusion about the quality level of future
software;

— be ground on the method for predicting the level
of software quality based on quality attributes developed
by the authors as a common methodological approach
with the aim of providing the possibility of integration
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into the proposed information technology for predicting
the software quality level based on requirements.

Fig. 5 shows the architecture of such a system.

The user interface of the system for prediction
software quality level based on requirements consists of
the following: the module for entering quality attribute
values from software requirements, the module for au-
tomatic analysis of software requirements to find the
values of quality attributes, the user support module,
and the results output module. The module for entering
quality attribute values from software requirements fo-

cused on manual parsing of software requirements by
the user and manual entry of software quality attribute
values contained in the requirements set. Module for
automatic analysis of software requirements to find
quality attributes values will be implemented and oper-
ated on the basis of the method of semantic analysis of
software requirements to find the values of quality at-
tributes in the authors' further research. The results out-
put module consists of a block for outputting predicted
estimates of eight software quality characteristics,
and a block for outputting geometric

| USER INTERFACE 5
! Module for entering Module for automatic |
{<:i quality attribute values User support module analysis of software !
from requirements requirements to find the :r\pl S
values of quality attributes

Block for outputting predicted estimates of
eight software quality characteristics

Results output module E
Block for outputting the complex indicator of the E

predicted software quality

Block for outputting geometric
interpretation of software quality
characteristics

Block for outputting the conclusion about the

quality level of future software

KNOWLEDGE BASE
R o L
BIOCkbeY Pg’Pf oces;\ing the values of qual(ii'}" Module for processing ANN results
| am gl:;:ﬂg:;; Sigpu,;f:c:zgsm;;ﬁ_e\?lt\ls - Block for processing predicted estimates of N
U eight software quality characteristics 5
Artificial neural network for predicting - ﬂ -
\{::) software quality characteristics based on :> Block for geometric interpretation of software .
quality attributes quality charactenistics
3 Block for checking the admissibility of
. compensation of quality characteristics
Admissible compensation U

Inadmissible compensation Block for calculating the complex indicator of A

the predicted software quality q

L

.| Block for forming the conclusion about the

quality level of future software v

Fig. 5. The architecture of system of predicting the software quality level
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interpretation of software quality characteristics, a block
for outputting the comprehensive indicator of the pre-
dicted software quality, and a block for outputting the
conclusion about the quality level of future software.
The block for outputting predicted estimates of eight
software quality characteristics gives to the user the
values of quality characteristics, which are provided by
an artificial neural network (its input values are formed
by a block for preprocessing the values of quality attrib-
utes from software requirements and forming the input
vectors of ANN) and the block for processing predicted
estimates of eight software quality characteristics ac-
cording to the developed method’s first stage. The block
for outputting geometric interpretation of software qual-
ity characteristics gives the user the geometric interpre-
tation, which is formed by the block for geometric in-
terpretation of software quality characteristics in ac-
cordance with the second stage of the developed meth-
od. The block for outputting the comprehensive indica-
tor of the predicted software quality gives the value of
the comprehensive indicator to the user, which is
formed by the block for calculating the comprehensive
indicator of the predicted software quality in accordance
with the developed method’s fourth stage. However,
this value is formed after passing the check for the ad-
missibility of compensation of software quality charac-
teristics, which is carried out by the block for checking
the admissibility of compensation of software quality
characteristics in accordance with the developed meth-
od’s third stage. The block for outputting the conclusion
about the quality level of future software gives the user
the conclusion, which is formed by the block for form-
ing the conclusion about the quality level of future
software in accordance with the developed method’s
fifth stage. The knowledge base of the system consists
of a data section and a rule section. The data section
stores the values of quality attributes for each set of re-
quirements, as well as all data of the system processing
(predicted estimates of quality characteristics, geometric
interpretation of these values, a comprehensive indica-
tor, conclusion about the quality level, etc.). The rule
section stores rules for checking the admissibility of
compensation of quality characteristics and for forming
logical conclusions about the software quality level.

The system of predicting the software quality level
based on requirements is implemented as a web-based
application available 24/7 without registration. Current-
ly, work is ongoing on hosting the developed applica-
tion.

The proposed system of predicting the software
quality level based on requirements is the tool of the
developed information technology for predicting the
software quality level based on requirements, which
provides analysis of requirements, on the basis of which
provides to the user predicted estimates of eight soft-

ware quality characteristics, geometric interpretation of
the software quality characteristics’ values, the compre-
hensive indicator of the predicted software quality, and
the conclusion about the future software quality level,
on the basis of which it is possible to compare sets of
requirements for software and make a reasonable choice
of a set of requirements for further implementation.

5. Case study, results
and discussion

Using the system of predicting the software quality
level based on requirements of proposed information
technology, 6 sets of requirements that were developed
by various IT companies in Khmelnytskyi (Ukraine) were
processed to solve the same task (customer ordered the
execution of the formulation of requirements for a soft-
ware product from various IT companies with the pur-
pose the selection of the best set of requirements).

Before processing these requirements’ sets, we
check the sufficiency of such sets using information
technology to assess the quality information’s sufficien-
cy in software requirements specifications [30]. This
checking provided availability of all 138 quality attrib-
utes with their values (requirements’ developers itera-
tive revised the requirements' sets with involving the
customer).

Since the module for automatic analysis of soft-
ware requirements to find the quality attributes’ values
is not yet implemented, the user used the module for
entering quality attribute values from requirements and,
based on manual analysis of 6 analyzed sets of require-
ments, manually entered the values of 138 quality at-
tributes contained in each set of requirements.

The values of quality attributes from each set of
requirements were saved in the data section of the
knowledge base and transferred to the block for prepro-
cessing the values of quality attributes from software
requirements and generating input vectors for the ANN,
which formed 6 sets of input vectors for the ANN. Such
sets of input vectors for the ANN were sequentially fed
to the input layer’s neurons of the artificial neural net-
work to predict software quality characteristics based on
quality attributes. The results of the ANN functioning
were processed by the block for processing predicted
estimates of eight quality characteristics and displayed
to the user using the block for outputting predicted
estimates of eight software quality characteristics
in Table 2.

The predicted estimates of the eight quality charac-
teristics were transferred to the block for geometric in-
terpretation of software quality characteristics, the re-
sults of which were displayed to the user using the block
for outputting geometric interpretation of software qual-
ity characteristics in the following form — Fig. 6.
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Table 2
Results of ANN functioning (the predicted values of 8 quality characteristics)
Require- Functio- Perfor- . s
ments” | Usability | nal suita- | Reliability | mance Security C%ri\matl- Portability “rf;t;ﬂﬁl-
set bility efficiency y y
no. 1 0.52 0.48 0.53 0.49 0.45 0.44 0.55 0.60
no. 2 0.12 0.40 0.33 0.38 0.36 0.43 0.45 0.51
no. 3 0.93 0.97 0.89 0.87 0.96 0.91 0.90 0.85
no. 4 0.80 0.77 0.74 0.70 0.65 0.10 0.82 0.84
no.5 0.13 0.16 0.14 0.20 0.15 0.13 0.12 0.15
no. 6 0.92 0.84 0.80 0.79 0.95 0.96 0.99 0.90
usability
e Maximum values of software
quality characteristics
maintainability functional suitability
----- Values of software quality
characteristics for requirements' set
...... no. 1
—— Values of software quality
characteristics for requirements' set
no. 2
. o Values of software quality
portability N = reliability characteristics for requirements' set
no. 3
----- Values of software quality
\ characteristics for requirements' set
....... no. 4
= Values of software quality
characteristics for requirements' set
compatibility performance efficiency 1o, 2

security

Values of software quality
characteristics for requirements' set
no. 6

Fig. 6. Geometric interpretation of the software quality characteristics
for 6 analyzed sets of software requirements

The predicted estimates of the eight characteristics
and the geometric interpretation of the characteristics’
values were also transferred to the block for checking
the admissibility of compensation of quality characteris-
tics. In this block all 6 octagons for 6 different require-
ments’ sets were checked for convexity by the system.
Thus, the octagons formed for sets of requirements no.
1, no. 3, no. 5, and no. 6 are convex, so compensation of
software quality characteristics for these sets of re-
quirements is admissible. The octagons formed for re-
quirements sets no. 2, no. 4, are not convex; therefore,
compensation of software quality characteristics for
such sets of requirements is not admissible. For re-
quirement sets no. 2, no. 4, the system does not form a
comprehensive indicator of the predicted software quali-
ty and a conclusion about the future software quality
level because such sets of requirements should not be
considered and implemented (without revision and re-
finement) because of the very low value of one charac-

teristic compared to other characteristics, although all of
them are similarly important for the developed software.

Predicted estimates of eight software quality charac-
teristics and geometric interpretation of the characteris-
tics’ values for requirements sets no. 1, no. 3, no. 5, no. 6
were transferred to the block for calculating the compre-
hensive indicator of the predicted software quality, the
results of which were displayed to the user using the
block for outputting the comprehensive indicator of the
predicted software quality in Table 3.

Values of comprehensive indicators of the predict-
ed software quality for requirements’ sets no. 1, no. 3,
no. 5, no. 6 and information about inadmissibility of
compensation of software quality characteristics values
for sets of requirements no. 2 and no. 4 were transferred
to the block for forming the conclusion about the quality
level of future software, the results of which were dis-
played to the user using the block for outputting the
conclusion about the quality level of future software in
Table 3.
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Table 3

Results of the system functioning (the values of comprehensive indicators
and the conclusion about the quality level of future software)

Req“‘;g:nents CO?:}%'}EZ:S?'VG Conclusion regarding the software quality level
no. 1 0.7305 The medium quality level. If it is necessary to implement this particular set
of requirements, the requirements should be further revised and refined, and
additionally analyzed to predict the software quality level;
no. 2 Not Compensation for software quality characteristics is not admissible. If it is nec-
determined essary to implement this particular set of requirements, the requirements should
be further revised, refined, and analyzed to predict the level of software quality
no. 3 2.3416 High quality level
no. 4 Not Compensation for software quality characteristics is not admissible. If it is nec-
determined essary to implement this particular set of requirements, the requirements should
be further revised, refined, and analyzed to predict the level of software quality
no.5 0.0615 Low quality level. If it is necessary to implement this particular set of re-
quirements, the requirements should be further revised and refined and ana-
lyzed to predict the software quality level.
no. 6 2.2658 High quality level

Therefore, future software implemented according
to requirements' sets no. 3 and no. 6 will predictably
have a high quality level, so the system of predicting the
software quality level based on requirements recom-
mends choosing these sets of requirements for further
work as those for which high quality software can be
implemented. The other 4 analyzed sets of requirements
(if there is a need to use them) need to be revised, re-
fined, and re-analyzed using the developed system of
predicting the software quality level based on require-
ments to establish the quality level of software that will
be implemented according to the finalized set of re-
quirements.

Thus, as shown above and experimentally proven,
the proposed information technology for predicting the
software quality level based on requirements (and the
system of predicting the software quality level based on
requirements as its component) provides analysis of
quality attributes in requirements, determines the de-
pendence (equations) of quality characteristics on at-
tributes, forms a quantitative assessment of quality
characteristics, determines the dependence (equation) of

quality on its characteristics, forms a quantitative as-
sessment of quality, performs quality level prediction,
provides all of the above services simultaneously, and
demonstrates a single methodological approach.

In further use of the developed system of predict-
ing the software quality level based on the requirements
of the proposed information technology, another 284
different sets of requirements, developed by various IT
companies in Khmelnytskyi (Ukraine), were considered.

For 82 sets from the available set of 290 progno-
ses, the system reached a conclusion about the high
quality level of future software; for 98 sets, the system
reached a conclusion about the medium quality level of
future software; for 75 sets, the system reached a con-
clusion about the low quality level of future software;
for 35 sets, it was concluded that compensation for
software quality characteristics is not admissible (i.e.,
no quality level prediction was provided for those sets
of requirements); therefore, only 28% of the sets of ana-
lyzed requirements can potentially be implemented with
high quality software (Fig.7).

= High level of quality
= Medium level of quality
= Inadmissible compensation of

characteristics
Low level of quality

Fig. 7. Distribution of the set of prognoses for the analyzed 290 requirements' sets
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Let's calculate the correctness of the 255 prognoses
of software quality level, provided by the system, using
formula (1):

75+97+80 252 0 oen

Precision = =
75+0+97+1+80+2 255

i.e. on the 255 analyzed (with the prognoses of software
quality level) sets of requirements, the system worked
with almost 99% correctness, incorrectly generating one
conclusion about medium quality level and two conclu-
sions about high quality level of future software (for this
255 requirements’ sets developed by several IT compa-
nies in Khmelnytskyi (Ukraine) were analyzed, for
which the developed system predicted software quality
level, and 255 corresponding finished programs imple-
mented according to the corresponding requirements’
sets, for which the quality level is already available).

The analysis of the available set of prognoses
made by the developed system showed that only for
28% of the analyzed sets of requirements high quality
software can potentially be implemented, while for 34%
of the analyzed sets of requirements only medium quali-
ty software can potentially be implemented, and for
26% of the analyzed sets of requirements low quality
software can potentially be implemented, and 12% of
the analyzed requirements' sets should not be used for
software development at all without their thorough revi-
sion because of too low value of one characteristic
compared to other characteristics, i.e., in fact, only a
quarter of the requirements' sets can potentially lead to
the implementation of high-quality software. Therefore,
as the experiments have shown, the proposed infor-
mation technology and system for predicting the soft-
ware quality level based on requirements provide the
ability to compare sets of software requirements, creat-
ed, for example, by different developers to solve the
same task, to make a justified choice of requirements for
later implementation of high-quality software, as well as
to reject or revise unsuccessful sets of requirements that
cannot be used to develop high quality software.

In addition, unlike the known tools and IT for
software quality assessment, which involve human par-
ticipation and human interpretation of information at
almost all stages of information processing, which often
leads to the significant information’s loss, the proposed
information technology for predicting the software qual-
ity level based on requirements involves the automation
of information processing and minimization or complete
elimination of subjective influence and human participa-
tion in the information handling and knowledge gaining,
which is a significant advantage of the proposed infor-
mation technology.

The disadvantages and limitations of the proposed
information technology and system of predicting the
software quality levels based on requirements are as

follows: inability to automatically analyze software re-
quirements to find the quality attributes’ values and lack
of full automation of requirements processing.

In this regard, the following discussion questions
remain open at present:

— is it possible to use another component of arti-
ficial intelligence, another modern popular algorithm
(e.g., machine learning, ontologies, fuzzy logic, etc.)
instead of ANNs to ensure the same (or better) results
and the same (or higher) level of correctness of the pro-
posed information technology and system work?

— what algorithm or method (one of the known
ones or completely original) should be used to ensure
automatic analysis (parsing) of natural language soft-
ware requirements to find the values of quality attrib-
utes?

Conclusions

There is a contradiction between the rapid increase
in the complexity and size of modern software while
increasing responsibility for the performance of their
functions, the increasing requirements of customers and
users to the quality and efficiency of software use and
the imperfection of models, methods, tools of predicting
software quality at the early stages of the life cycle.
Therefore, the task of predicting the level of software
quality based on requirements is relevant today. The
purpose of this study is to solve this task by developing
an information technology for predicting the software
quality level (as quantitative and qualitative characteri-
zation of the degree of satisfaction the user needs by the
software when used in certain conditions) based on re-
quirements.

The proposed information technology for predict-
ing the software quality level based on requirements
provides analysis of quality attributes in requirements,
reflects the dependence (equations) of quality character-
istics on attributes, forms a quantitative assessment of
quality characteristics, reflects the dependence (equa-
tion) of quality on its characteristics, forms a quantita-
tive assessment of quality, performs quality level pre-
diction, provides all the listed services simultaneously
and the model, methods, and tools underlying the IT
belong to common methodological approaches and are
integrated.

The scientific novelty of this article is the devel-
opment of information technology for predicting the
software quality level based on requirements, which,
unlike the known ones, satisfies eight defined criteria in
a complex and provides analysis of quality attributes in
requirements, prediction of the quality level of software
under development, the possibility of comparing and
reasonable selection of sets of software requirements,
and automation of information processing.
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The proposed system of predicting the software
quality level based on requirements is the tool of the
developed information technology for predicting the
software quality level based on requirements, which
provides analysis of requirements, on the basis of which
provides to the user predicted estimates of eight soft-
ware quality characteristics, geometric interpretation of
the software quality characteristics’ values, the compre-
hensive indicator of the predicted software quality, and
the conclusion about the future software quality level.

The developed system has significant practical
value due to its ability to obtain predicted quantitative
values of quality characteristics and a conclusion about
the predicted level of future software quality only on the
basis of the existing set of requirements, i.e., at the early
stages of the software project life cycle.

The presented information technology and system
for predicting the software quality level based on re-
quirements provides the ability to compare sets of re-
quirements for software, to reasonably select require-
ments for further implementation of high-quality soft-
ware (as experiments have shown, this is only one of the
four proposed sets), and to reject or revise unsuccessful
sets of requirements that cannot be used to develop
high-quality software. As experiments have shown, on
the 255 given prognoses, the proposed system worked
with almost 99% accuracy.

Future research. Areas for future research of the
authors are:

— development of a method of semantic analysis
of software requirements to find the values of quality
attributes, which will ensure the complete elimination of
subjective influence and human participation in the in-
formation handling and knowledge gaining regarding
the future quality of future software;

— implementation of the module for automatic
analysis of software requirements to find the quality
attributes’ values, which will ensure full automation of
requirements processing;

— designing a methodology for the development
and application of information technologies for as-
sessing and predicting the level of software quality,
which will provide theoretical foundations for the de-
velopment and application of information technologies
for assessing and predicting the level of software quality
at different stages of the life cycle.
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IH®OOPMAIIMHA TEXHOJIOT'ISI TIPOTHO3YBAHHS PIBHSI SIKOCTI
IMPOTPAMHOI'O 3ABE3IIEYEHHS

Temana I'oéopywienko, IOpin Boiiuyp,
JAmumpo Meozamuii

Hapasi HasiBHa cylepedHicTh MK IIBHIKAM 3POCTAHHSIM CKIaTHOCTI i PO3MIpiB Cy4acHOTO MPOTrPamMHOro 3a-
6esmeuenns (I13) mpu ogHOUACHOMY 3pOCTaHHI BiAIOBITATBHOCTI HOro (YYHKIIH, MMiABUIIEHASIM BUMOI 3aMOBHUKIB
1 KOpHCTYBaYiB 10 SKOCTI Ta ePeKTUBHOCTI BUKOpHUCcTaHHA 113, 3 ogHOTO OOKY, Ta HEMOCKOHAJICTIO METOMIB Ta 3a-
co0iB mporHo3yBaHH sikocTi [13 Ha paHHIX eTamax XUTTEBOTO IUKITY, 3 iHIIOro 6oky. OTXe, Ha ChOTONIHI aKTyalb-
HOIO € 3aj]ada MMPOTHO3YBaHHS piBHA sAKocTi [13 Ha ocHOBI BUMOr. MeTO0 TaHOTO MOCTIHKCHHS € PO3B’SI3aHHS i€l
3a/1avi IUITXOM PO3pOOJIeHHS 1H(OpMAITiItHOT TEXHOMOTIi IPOrHO3YBaHHS PiBHS SKOCTI MPOrPaMHOro 3a0e3MeUCHHS
HAa OCHOBiI BHUMOT. 3alpoOIIOHOBaHa iH(OpMaIliifHa TEXHOJOTisl IPOrHO3YBAHHS PiBHSA SIKOCTI MPOrpaMHOro 3abesre-
YeHHS Ha OCHOBI BUMOT 3a0e3Iedye aHami3 aTpuOyTiB SKOCTI y BUMOrax, BimoOpakae 3aJeKHICTh XapaKTEePUCTUK
SIKOCTI BiJ] aTpuOyYTiB, GOPMYE KITbKICHY OLIHKY XapaKTePHUCTHK SKOCTI, BioOpakae 3aIeXKHICTh SKOCTI Bif ii xapa-
KTEPUCTHK, (POPMY€e KiIbKICHY OIHKY SKOCTi, BUKOHY€E MPOTHO3YBAaHHS PiBHS SKOCTIi, HaJa€ BCI IepepaxoBaHi cep-
BiCHM OJJHOYACHO, B KOMITIEKCi, a MOJIC]Tb, METOJIM Ta 3aci0, sKi JiexkaTh B ocHOBI 1T, HanexaTh 710 CIIILHUX METOJIO-
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JIOTIYHUX MiAXOJIB Ta IHTETPYIOTHCS MiXK COOOF0, TOOTO 3aJJOBOJILHSE BCi BCIM BU3HAYCHHUX KPHUTEPIiB OHOYACHO.
3anpornoHoBaHa cUCTEMa MPOTHO3YBAHHS PIBHA SIKOCTI IPOrPaMHOro 3a0e3IeUeHHs Ha OCHOBI BUMOT € 3ac000M
po3pobIIeHoi iHpOpPMAIIfHOI TEXHOJIOTI] MPOTHO3YBaHHS PiBHS SIKOCTI MPOTpaMHOro 3a0e3IedeHHs] Ha OCHOBI BH-
MOT, SIKM 3a0e31edye aHaii3 BUMOT, Ha OCHOBI SIKOTO HaJla€ KOPHCTYBady IPOTHO30BAHI OLIHKM BOCBMH XapakKTe-
puctHK sikocti [13, reoMeTpuuHy iHTEpIIpeTalifo 3HaYeHb XapaKTepUCTHK sIKOCTi [13, KoMIIIeKCHUH MOKa3HUK TIPo-
THO30BaHo] sikocTi [13 Ta BUCHOBOK Mpo piBeHb SKOCTI MaitOyTHhOro 13, Ha OCHOBI SIKOrO MOJKHAa BUKOHATH ITOPiB-
HsHHS HaOopiB BuMor 1o [13 ta oOrpyHTOBaHMii BUOip HaOOpYy BHMOT JUIsi MOAAJbIIOI peamizanii. Po3pobiueHi y
cTatTi iHpopMaliliHa TEXHOJOTisl MPOTHO3YBaHHS PIBHS SIKOCTI NPOrpaMHOro 3a0e3leUeHHsS Ha OCHOBI BUMOT Ta
cHCTeMa TPOTHO3YBAaHHSI PiBHS SIKOCTI IPOTpaMHOro 3a0e3nedeHHss Ha OCHOBI BUMOTI 3a0€3MEeYYyI0Th MOXKIMBICTh
TOpiBHsIHHSL HaOopiB BuMor o 13, obrpyHTroBaHoro BuOopy BHMOT Il MOjanbIol pearnizamii sikicaoro 13 (s
MOKa3aJId EKCIIEPUMEHTH, I JIMIIE OJUH 3 YOTUPHOX MPOIIOHOBAaHMX HAOOpIB), a TAaKOX BiJMOBH a00 JIOOIPAIltO-
BaHHS HEBJAJIMX HaOOPiB BIMOT, 32 SIKIMH HEMOXKJIMBO Po3po0uTH sikicue I13.

Karouosi ciaoBa: sxicte mporpaMHOro 3a0e3nedeHHs; XapaKTepHCTHKA SIKOCTI MPOrpaMHOro 3a0e3IeueHHs;
aTpUOYT SIKOCTI IPOrpaMHOro 3a0e3rnedeHHs; Habip BUMOT JI0 IPOrpaMHOro 3a0e3IeUeHHs; PiBeHb SIKOCTI Iporpam-
HOT0 3a0€3IeUeHHS.
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