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STRUCTURAL MODELS OF MEALY FINITE STATE MACHINES
DETECTING FAULTS IN CONTROL SYSTEMS

The subject matter of this article is a control system for unmanned aerial vehicles (UAVs) whose mathematical
model is a finite state machine (FSM). The goal is to develop FSM structural models that enable (1) detection of
multiple faults of FSM elements caused by an electromagnetic pulse or laser beam, and (2) prevent negative
impacts on the controlled object. The tasks to be solved are as follows: to develop FSM structural models to
detect invalid input vector X for the whole FSM and in each state, to detect invalid output vector Y for the whole
FSM, at each transition and in each state, invalid code of the present (current) state, invalid code of the next
state, and invalid transition between states; to determine the possible causes of the faults, which can be the
failure in the logic @ of forming the code of the next state, the invalid input vector X, the failure in the feedback
circuit, the failure in the logic ¥ of forming the output vector, the failure in the state register R, the failure in the
wire between the FSM input and the input of the logic ¥, development of a combined structural model for the
detection of all listed faults with a minimum number of additional combinational circuits, as well as a structural
model that combines all additional combinational circuits. The methods used are: the theory of finite state ma-
chines, structural models of FSMs, state encoding methods of FSMs, representation methods of FSMs, and Ver-
ilog hardware description language. The following results were obtained: (1) the Mealy FSM structural models
were developed to detect all the above mentioned faults, (2) the combined FSM structural models were devel-
oped, and (3) the possible causes of faults detected by each FSM structural model were identified. Experimental
studies have shown that for the presented FSM structural models, the area overhead averages 3-23%, for one-
hot encoding of FSM states, and 2-8%, for binary encoding of FSM states. Conclusions. The scientific novelty
of the obtained results consists in the following for the first time FSM faults that are not caused by radiation and
cosmic rays but by an electromagnetic pulse affecting the control device are considered; the number of faults is
not limited for the state codes as well as for the input and output vectors; the faults can be detected not only in
the state register R but also in the input vector X, in the logic @ of generating the next state code, in the logic ¥
of generating the output signals, and in the feedback circuit; the invalid transitions of FSMs and the transitions
to invalid states are also detected; the proposed structural models not only detect FSM failures but also prevent
their negative impact on the controlled object; combined structural models allow simultaneous detection of faults
in all elements of the FSM. Future research will focus on developing structural models for correcting FSM
failures.

Keywords: structural model; fault detection; finite state machine (FSM); area overhead; control system; un-
manned aerial vehicles (UAVS); field programmable gate array (FPGA).

of combinational circuit ®. For Moore FSMs, the values
of the output signals are formed on the basis of the pre-

Introduction

In recent years, unmanned aerial vehicles (UAV)
have an increased popularity in all fields of applications,
including military conflicts [1, 2]. One method of neu-
tralizing UAV is to use a powerful electromagnetic pulse
(EMP) [3]. An effective way to protect the UAV from
EMP impacts is to implement the control device of the
UAV as a fault-tolerant finite state machine (FSM).

Fig. 1 shows the traditional structural model of
FSMs, where X is the input signal (the input vector), Y is
the output signal (the output vector), R is the state register
in which the code of the present (current) state is stored,;
® is the combinational circuit (logic) determining the
code of the next state; W is the combinational circuit de-
termining the values of the output signals. Note that the
output of register R is connected by feedback to the input

sent state code; however, for Mealy FSMs, the values of
the output signals are formed on the basis of the present
state code and the values of the input signals; therefore,
for Mealy FSMs, the inputs X are connected to the inputs
of the combinational circuit ¥. The clock signal clk for
register R is generated using the generator Oscillator.

X—b— D R ¥

clk

Fig. 1. Traditional structural model of FSMs
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The following faults may occur in the FSM because
of the EPM impact:

—at the inputs: an invalid input vector X;

—in the R register: an invalid present state code;

—in the feedback circuit: an invalid present state
code;

—in the logic @: an invalid next state code;

—in logic ¥: an invalid output vector;

—in the clock circuit: no clock signal;

—in the generator Oscillator: no clock signal.

In addition, there may be erroneous behavior of the
FSM: transition of the FSM to invalid states, as well as
invalid transitions to valid states (Fig. 2).
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Fig. 2. Errors in the behavior of the FSM

A lot of studies has been conducted to build fault-
tolerant FSMs. Most methods provide protection from
single event upsets (SEUs), which are caused by radia-
tion and cosmic rays. The SEUs change the contents of
flip-flops or memory cells, while the primary inputs are
always considered correct. However, the EPM is charac-
terized by the following features when it impacts on
FSMs:

—significant duration of the exposure time com-
pared with a space particle;

—impacts simultaneously on all elements of the
FSM;

—generates not short-lived SEUs but long-lasting
multiple faults;

—affects mainly the wires (inputs, outputs, a feed-
back circuit);

—rarely changes the contents of registers or memory
cells.

Note that modern development techniques for digital
devices [4] differ significantly from the approaches used
a few decades ago. As a result, the synthesis of the device
is reduced to a correct description of the device behavior
in hardware description language (HDL) [5]. At the same
time, the traditional stages of the FSM synthesis are elim-
inated: encoding of states; forming of logical (Boolean)
equations for the combinational circuit ® and W; minimi-
zation, factorization, and decomposition of the logic.
All these stages are performed automatically using the

synthesis tools. However, redundant logic aimed at build-
ing a fault-tolerant FSM can be removed from the design
because of automatic optimization performed by synthe-
sis tools. Therefore, new approaches to the design of
fault-tolerant FSM are needed. However, before correct-
ing the FSM failure using any method, the failure must
be detected.

Since the most general model of an FSM is the
Mealy FSM, in this paper, new structural models are pro-
posed for detecting faults of Mealy FSMs. The proposed
structural models allow the detection of multiple faults in
various FSM elements and prevent their negative impact
on the controlled object.

The novelty of the proposed approach is as follows:

—for the first time, the FSM faults that are not
caused by radiation and cosmic rays, but by an electro-
magnetic pulse affecting the control device are consid-
ered;

—the number of faults is not limited to the state
codes and the input and output vectors;

—the faults can be detected not only in the state reg-
ister R but also in the input vector X, in the logic @ of
generating the next state code, in the logic ¥ of generat-
ing the output signals, and in the feedback circuit;

—the invalid transitions of FSMs and the transitions
to invalid states are also detected;

—the proposed structural models not only detect
FSM failures but also prevent their negative impact on
the controlled object;

— structural models allow simultaneous detection
of faults in all elements of the FSM;

—the proposed approach can be used to detect faults
in both field programmable gate arrays (FPGAS) and ap-
plication-specific integrated circuits (ASICs).

The goal of this work is to solve the structural prob-
lem of detecting multiple faults, which can be caused by
an electromagnetic pulse, for various components of
Mealy FSMs.

Related works

The problem of fault-tolerant computing is as old as
the first computers. However, much greater requirements
for the FSM protection from cosmic rays were posed by
the space program in the early 1960s. The traditional so-
lution to this problem is multiple duplication of the FSM
architecture, with the triple modular redundancy method
(TRM) being the most common method for protection
against a single event upset (SEU) [6]. In general, the
fault tolerance of a digital system can be provided by ar-
chitecture redundancy, runtime increase, and data redun-
dancy [7].

A lot of research has been conducted to improve the
TMR method. In [8], a single error correction (SEC) code
is used to implement the FSM, which allows the SEU in
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the logic of the next state and in the state register. The
work in [9] compares architectures of fault-tolerant
FSMs (TRM, SEU-ITRM, duplex, EEC, modified EEC,
and IEC), which admit single errors when states are
switched.

The use of FPGAs to design FSMs offers several
advantages over ASICs: small size, low power consump-
tion and low cost, short time to market, and possibility of
reprogramming. However, FPGAs are more susceptible
to SEUs caused by space particles than ASICs. There-
fore, Xilinx has released special FPGAs of the Virtex
family, which support the TMR method at the hardware
level [10]. The work in [11] proposes that in systems on
a chip (SoC), when a fault is detected in the FPGA, the
FPGA generates an interrupt for the microcontroller,
which triggers the procedure of partial reprogramming of
the FPGA. A method for improving the TMR approach,
which combines duplication with comparison (DWC)
and concurrent error detection (CED) based on runtime
redundancy, is proposed in [12].

Separate works use methods of encoding states in
the synthesis of fault-tolerant FSMs. The work in [13]
considers four methods of state encoding for fault-toler-
ant FSMs: binary, one-hot, Hamming with distance 2
(H2), and Hamming with distance 3 (H3); it compares the
fault tolerance and resource utilization. The methods of
state encoding (binary, one-hot, and H3) to eliminate
SEU in the state register are investigated in [14]; it is rec-
ommended to manually set the logic for recovery from an
invalid state.

Many methods based on state encoding have been
developed to improve the TMR approach. The dual mod-
ular redundancy (DMR) method and the use of a parity
bit in the FSM implementation in embedded memory
blocks of FPGAs were presented in [15]. The work in
[16] evaluates two methods of fault-tolerant FSM synthe-
sis: duplication with self-check and TMR. Here, the fol-
lowing state coding methods are used: binary, one-hot
and Gray. A method to improve the TMR is proposed in
[17]; it uses Hamming code to implement the FSM in em-
bedded FPGA memory blocks. The work in [18] im-
proves the TMR method from Xilinx [10]. To do this, the
system is represented as a set of FSMs, and the control
points are introduced to detect the faulty domain. When
a fault is detected, only the faulty domain is restored and
the rest of the system continues to work. As a result, the
system recovery time after the failure is reduced.

Some methods propose the introduction of addi-
tional states into the FSM. In [19], redundant equivalent
states are added to the FSM to protect states with a high
probability of failure. A synthesis method for fault-toler-
ant FSMs based on single error correction and double er-
ror detection (SEC-DED) code is proposed in [20]; it in-
volves returning the FSM to the known safe state or to
the reset state.

Recently, interest in the design of fault-tolerant
FSMs has not weakened. In [21], three synthesis methods
for fault-tolerant FSMs are investigated: TMR, H3, and
safe synthesis. The work in [22] improves the fault toler-
ance of FSMs by selectively applying the TMR method
according to the importance of the state. In [23], the
quasi-delay-sensitive architecture of an FSM is compared
with that of a TMR.

This analysis shows that almost all methods of
fault-tolerant FSM synthesis are aimed at improving the
TMR method to correct the SEU in the state register.
Most of the methods assume that the primary inputs, the
logic of generating the next state code, the logic of form-
ing outputs, and the additional logic for detecting and
correcting errors do not have failures.

On the other hand, the structural models of FSMs
are very effective for improving performance and reduc-
ing area and power consumption when implementing
FSMs on FPGAs [24]. Structural models for the fault de-
tection of Moore FSMs are reviewed in [25, 26].

This paper presents structural models of the Mealy
FSM for detecting multiple faults in various elements of
the FSM and preventing their negative impact on the con-
trolled object.

The demonstration example

As an example, consider the Mealy FSM, the state
transition graph (STG) of which is shown in Fig. 3. Our
FSM has 4 states, 3 inputs and 3 outputs. The vertices of
the STG correspond to states S, ..., S3, and the arcs of the
STG correspond to the transitions of the FSM. The input
vector that initiates this transition is written near each the
STG arc, and the output vector that is formed at this tran-
sition is written through a slash (“/’). Here, the hyphen
(“-”) can take any bit value: 0 or 1.

0--/000
So) st
N
0-1/011 -01/001
\
N /010 &

0-0/010
Fig. 3. The STG of the Mealy FSM
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The valid transitions between states and the valid
output vectors at each transition can be determined di-
rectly from the STG (Table 1). Valid input vectors in each
state are determined by the developer based on the be-
havior of the control device. Let the valid input vectors
for our FSM be determined using Table 2.

Table 1
Valid transitions and valid output vectors
at each FSM transition

The present The next The output
state state vector
So So 000

S 100
S1 S, 001
Ss 010
Sy Ss 010
Ss So 011
Sy 010
Table 2
Valid input vectors of the FSM in each state
The present state The output vectors
So
S 001
011
101
111
Sz
Ss 000
001
010
011

Valid input and output vectors for the entire FSM
are also defined by the developer based on the behavior
of the control device. For our FSM, let the valid input and
output vectors be determined using Table 3.

Table 3
Valid input and output vectors for the entire FSM

The input vectors The output vectors
000 000
001 001
010 010
011 011
100 100

Structural models of Mealy FSMs
for fault detection

The structural models of Mealy FSMs for fault de-
tection and prevention of the negative impact of the faults
on the controlled object are shown in Fig. 4 and Fig. 5.

The structures in Fig. 4 and Fig. 5 are formed by
introducing the following combinational circuits into the
traditional structure shown in Fig. 1: TVI, VI, TVO,
VTO, VO, VS, VNS, and VT. Each additional combina-
tional circuit generates a diagnostic signal of the same
name on the output, the value of 1 indicating the absence
of a fault.

To prevent a negative impact of failure on the oper-
ation of the FSM, the input CE (clock enable) of the state
register R is controlled by the diagnostic signals tvi, vi,
tvo, vto, vo vs, vns, and vt. As a result, if a failure occurs,
the FSM does not switch to the next state and remains in
the current state until the fault is resolved. In addition, to
prevent the negative impact of failure on the controlled
object, the output register Ro is added to the considered
structures. The input CE of the register Ro is also con-
trolled by the diagnostic signals tvi, vi, tvo, vto, vo vs,
vns, and vt. In case of a failure, the register Ro will not
be switched, and the outputs of the FSM will remain the
last correct value of the output vector Y. Note that the
structure VNS has no output register Ro, since an invalid
code of the next state does not change the output vector.

To determine the corresponding fault, the necessary
values are supplied to the inputs of each additional com-
bination circuit.

The structure TVI (total valid inputs) defines valid
input vectors for the entire FSM. For this purpose, the
input vector X arrives at the input of the combinational
circuit TVI. For our example, the valid input vectors are
shown in Table 3.

Structure VI (valid inputs) defines the valid input
vectors in each state. Therefore, the input of the combi-
national circuit VI receives the code of this state and the
input vector X. For our example, the functioning of com-
binational circuit VI is defined in Table 2.

Structure TVO (total void outputs) defines valid
output vectors for the entire automaton. For this purpose,
the input of the combinational circuit TVO receives the
output values of the logic ¥. For our example, the valid
output vectors for the entire automaton are presented
in Table 3.

Structure VTO (void transition outputs) defines
valid output vectors at each transition of the FSM. The
input of the combinational circuit VTO receives the code
of the present state and the code of the next state, as well
as the values of the output signals generated by the logic
Y. For our example, the functioning of the combinational
circuit VTO is presented in Table 1.

Structure VO (void outputs) defines the valid output
vectors in each state. The input of the combinational cir-
cuit VO receives the code of the present state and the val-
ues of the outputs generated by the logic ¥. In our exam-
ple, the functioning of the combinational circuit VO is
defined in Table 1 (first and third columns).
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Fig. 4. The structural models of Mealy FSMs for detecting:
a —valid input vectors for the whole FSM (the structure TVI);
b — valid input vectors in each state (the structure VI);
¢ — valid output vectors for the whole FSM (the structure TVO);
d — valid output vectors at each transition (the structure VTO);
e — valid output vectors in each state (the structure VO)
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Fig. 5. The structural models of Mealy FSMs for detecting:
a —a valid code of this state (the structure VS); b —a valid code of the next state (the structure VNS);
¢ — valid transitions between states (the structure VT)

The structure VS (valid states) defines the valid pre-
sent state code. The input of the combinational circuit VS
receives the present state code. Similarly, the structure
VNS (valid next states) defines the valid code of the next
state. The next states code generated by logic @ arrives
to the input of the combinational circuit VNS. Note that
the state codes may be defined either by the user or auto-
matically by the design tool. For our example, the valid
state codes are the codes of states Sy, ..., Ss. Note that it
is possible to describe combinational circuits VS and
VNS in HDL without specifying particular state codes.
The structure VT (valid transitions) defines valid transi-
tions between states.

The input of the VT combinational circuit receives
the code of this state and the code of the next state. In our
example, the functioning of the combinational circuit VT
is defined in Table 1 (first and second columns).

Table 4 summarizes the possible causes of the faults
detected by the structural models in Fig. 4 and Fig. 5,
where @ is a failure in the logic ®; X is the invalid input
vector; feedback is a failure in the feedback circuit; ¥ is
a failure in the logic ¥; R is a failure in the state register
R; X— ¥ is a failure in the circuit between the input of
the FSM and the input of the combinational circuit ‘P.

Table 4
Possible causes of faults detected by FSM
structural models

Causes |-/ 1yt | Tvo [vTo [vo [vs| vNs | vT
of a failure
(D * * *
x * * * * * *
feedback * * x| *
[Ij * * *
R * * * * * * *
X_)\P * * *

Only the structure TVI can clearly identify the spe-
cific fault: invalid input vectors for the entire FSM, which
may not exist at all, since most FSMs have no input vec-
tor constraints. The structure VS allows us to find a fault
in the state register R or in the feedback circuit. Structure
VI finds a fault in input vector X, state register R, or feed-
back circuit. The structures TVO and VO determine the
same number of faults (X, feedback, ¥, R, and X— ¥).
The structures VNS and VT also determine the same
number of faults (@, X, feedback, and R). The structure
VTO allows us to find all the considered FSM faults. In
addition, the structure VT allows us to find transitions of
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the FSM into illegal states, and invalid transitions into
legal states (see Fig. 2).

Note that all the FSM structural models considered
are not targeted for implementation on a particular elec-
tronic component: each structural model can be imple-
mented on both ASIC and FPGA.

For more effective detection of the faulty element
of the FSM, the structure shown in Fig. 4 and Fig. 5 can
be combined into one structure. Note that structure TVI
is covered by structure V1, i.e., if a fault is detected using
structure TVI, the fault will certainly be detected by
structure VI. Similarly, structure TVO is covered by
structure VO, which in turn is covered by structure VT.
In addition, the structures VS and VNS are covered by
the structure VT. Therefore, when all the considered
structures are combined, the structures TVI, TVO, VO,
VS, and NVS can be omitted. Fig. 6 shows a combined
structure VITTO that combines the VI, VT, and VTO
structures.

For the most accurate detection of the faulty ele-
ment of the FSM, all structures in Fig. 4 and Fig. 5 can
be combined into one structure (Fig. 7).

Diagnostic signals tvi, vi, tvo, vto, vo, vs, vns, and
vt generated by the FSM structural models in Fig. 4 and
Fig. 5, can be output to the external outputs of the FSM
to detect the location of the fault in the ASIC. If neces-
sary, the diagnostic signals can be combined to indicate
an error (Fig. 8), for example, to reconfigure the FPGA.

tvi ——>
vi
tvo —>
Vio ——)
VO
[ J—
NVS =—
Vi ey

CITrorT

Fig. 8. Circuit for error detection of Mealy FSMs

| = > Ro
e q) next state 7 LS v
C
vt C/E\ L vto /E\
L — VTO
9
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. VI
Fig. 6. The combined structure VITTO for fault detection of the Mealy FSM
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Fig. 7. The combined structural model of the Mealy FSM for the most accurate detection of faulty elements
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Experimental results and discussion

The experiments were conducted to evaluate the
area and performance of the presented structural models.
To this end considered structural models for our example
of the Mealy FSM were described in Verilog HDL in the
style with three processes [5]. As a result, the following
FSM designs were created for our example:

—based_FSM — the traditional (basic) structural
model of the Mealy FSM (see Fig. 1);

—TVI_FSM — FSM with check of the valid input
vectors for the whole FSM (see Fig. 4, a);

—VI_ FSM — FSM with a check of the valid input
vectors in each state (see Fig. 4, b);

—TVO_FSM — FSM with check of the valid output
vectors for the whole FSM (see Fig. 4, ¢);

—VTO_FSM - FSM with check of the valid output
vectors at each transition (see Fig. 4, d);

—VO_FSM — FSM with check of the valid output
vectors in each state (see Fig. 4, e);

—VS_FSM — FSM with check of the valid code of
this state (see Fig. 5, a);

—VNS_FSM - FSM with check of the valid code of
the next state (see Fig. 5, b)

—VT_FSM — FSM with check of the valid transi-
tions between states (see Fig. 5, ¢);

—VITTO_FSM — FSM with the union of structures
VI, VT, and VTO (see Fig. 6);

—V_ALL_FSM - FSM with the union of all consid-
ered structures (see Fig. 7).

Appendix A list the descriptions in the Verilog
HDL of the proposed structural models of FSMs for our
example.

To estimate the area and performance, the FSM de-
signs were synthesized using Quartus Prime tool (version
22.4) from Intel on the Cyclone 10 LP FPGA for the case
of one-hot coding of states. The experimental results are
shown in Table 5, where L is the number of used LUTSs
(look-up table) or area; F is the maximum operating fre-
quency (in megahertz) or speed; Ly and Fy, are similar pa-
rameters for the basic structural model (see Fig. 1); L/Ls
and F/Fy are the relations of the corresponding parame-
ters.

Table 5 shows that for our example of the Mealy
FSM the structures TVI, VI, TVO, and VNS do not in-
crease the area, and the structure VS even reduces the
FSM area compared to the basic structure. The structures
VO and VT increase the area of the FSM by 20%, and the
structure VTO increases the area by 30%. The structures
VITTOand V_ALL have the highest area overhead (40%
and 60%, respectively).

Table 5 also shows that the use of the proposed FSM
structures increases the performance of the basic struc-
ture from 1% (the structure VTO) to 24%

(the structure VO). The exceptions are structures VNS
(the performance is the same as the base structure),
VITTO (the performance decreases by 6%), and V_ALL
(the performance decreases by 7%). The performance in-
crease of the proposed structures is explained by the ad-
dition of the output vector Ro to the basic structure, but
this leads to a delay of the output signals by one clock
cycle.

Table 5
Results of experimental studies of structural models for
our example of the Mealy FSM in the case
of the one-hot coding of states

Design L L/Ly F F/Fy
based FSM 10 1 310 1
TVI_FSM? 10 1 363 1.17
VI_FSM? 10 1 330 1.06
TVO_FSM! 10 1 371 1.20
VTO_FSM! 13 1.30 312 1.01
VO_FSM! 12 1.20 383 1.24
VS _FSM? 9 0.90 358 1.15
VNS_FSM 10 1 310 1
VT_FSM! 12 1.20 371 1.20
VITTO_FSM!? 14 1.40 290 0.94
V_ALL FSM! 16 1.60 287 0.93

Lthe delay per one clock cycle

The consideration of one example of the Mealy
FSM does not allow us to fully evaluate the proposed
structural models; therefore, the structural models have
been investigated using FSM benchmarks from
MCNC [27]. The results of these studies are shown
in Tables 6 - 8.

Note that for the proposed structural models, the
area overhead depends on the state encoding. Table 6
shows the results of comparing the area of the proposed
structural models with the basic FSM structure for one-
hot coding and Table 7 for binary coding. Table 8 shows
similar results of the comparison for combined structures
VITTO and V_ALL, where i is the number of FSM in-
puts; o is the number of FSM outputs; s is the number of
FSM states; Cy, is the area (number of LUT) of the basic
FSM structure; C is the FSM area when using one of the
proposed structural models; C,/C is the ratio of corre-
sponding parameters; and mid is the arithmetic mean
value.

Tables 6 and 7 show that the area overhead for the
proposed structural models average ranges from 3% (the
structure TVO) to 23% (the structure VTO) in the case of
one-hot coding and from 2% (the structures VS and
VNS) to 8% (the structure VTO) in the case of binary
coding. The combined structural models are the costliest
in terms of area (Table 8). For the structure VITTO, the
average area increase is 57% when using one-hot code
and 20% when using binary code. Similar values for the
structure V_ALL are 97% and 38%, respectively.
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Table 6
Area overhead comparison of the proposed structural models for one-hot coding
FSM C, TVI VI TVO VTO VO VS, VNS VT

c |CCc| C |Clc,| C |CIC,| C |CIC,| C |CICh| C |CIC,| C |CICy
bbase | 41 | 43 1.05 | 49 1.20 | 43 1.05 | 54 132 |49 |1.20 |46 1.12 | 52 1.27
Cse 83 |8 |[1.02 |91 (110 |8 |[1.02 |9 |1.16 |91 |1.10 |88 |1.06 |94 |1.13
Ex1 106 | 109 | 1.03 | 115 | 1.08 | 112 | 1.06 | 124 | 1.17 | 118 | 1.11 | 112 | 1.06 | 118 | 1.11
Ex2 41 | 42 1.02 | 48 1.17 | 42 1.02 | 54 132 |48 |1.17 |47 1.15 | 54 1.32
Ex3 26 | 27 1.04 | 30 1.15 | 27 1.04 | 33 127 |30 |1.15 |29 1.12 | 33 1.27
Ex5 22 | 23 1.05 | 26 1.18 | 23 1.05 | 29 132 |26 |118 | 25 1.14 | 28 1.27
Keyb |69 |71 1.03 | 78 113 | 70 1.01 | 82 119 |76 | 110 |75 1.09 | 82 1.19
Planet | 134 | 136 | 1.01 | 152 | 1.13 | 140 | 1.04 | 171 | 1.28 | 156 | 1.16 | 150 | 1.12 | 165 | 1.23
Pma 115|118 | 1.03 | 126 | 1.10 | 118 | 1.03 | 134 | 1.17 | 126 | 1.10 | 123 | 1.07 | 131 | 1.14
5208 67 |71 1.06 | 77 1.15 | 68 1.01 | 80 119 |74 | 110 | 73 1.09 | 79 1.18
5298 647 | 648 | 1.00 | 720 | 1.11 | 649 | 1.00 | 793 | 1.23 | 727 | 1.12 | 719 | 1.11 | 791 | 1.22
S386 |46 |48 |1.04 |53 |1.15 |48 | 104 |57 | 124 |53 |1.15 |50 |1.09 |55 |1.20
S420 |33 |39 |118 |45 |136 |34 |103 |46 |139 |40 |1.12 |39 |1.18 |45 |1.36
5820 88 | 94 1.07 | 102 | 1.16 | 94 1.07 | 111 | 1.26 | 103 | 1.17 | 96 1.09 | 105 | 1.19
S1488 | 202 | 205 | 1.01 | 221 | 1.09 | 208 | 1.03 | 239 | 1.18 | 224 | 1.11 | 218 | 1.08 | 233 | 1.15
Sand 178 | 182 | 1.02 | 192 | 1.08 | 181 | 1.02 | 202 | 1.13 | 192 | 1.08 | 189 | 1.06 | 199 | 1.12
styr 158 | 161 | 1.02 | 171 { 1.08 | 161 | 1.02 | 181 | 1.15 | 171 | 1.08 | 168 | 1.06 | 178 | 1.13
mid 1.04 1.14 1.03 1.23 1.13 1.10 1.20

Table 7

Area overhead comparison of the proposed structural models for binary coding
ESM C, TVI VI TVO VTO VO VS, VNS VT

c |Cc| C |ClICc,| C |CIC,| C |CIC,b| C |CIC,b| C |CICy| C |CICy
bbase |41 |43 |1.05 |45 |1.10 |43 |1.05 |46 |1.12 |45 |1.10 |42 |1.02 |44 |1.07
Cse 83 |8 |[1.02 |87 |[1.05 |8 |[1.02 |8 |1.06 |87 |[1.05 |84 |1.01 |8 |1.04
Ex1 106 | 109 | 1.03 | 111 | 1.05 | 112 | 1.06 | 116 | 1.09 | 114 | 1.08 | 108 | 1.02 | 109 | 1.03
Ex2 41 |42 102 |43 | 105 |42 | 102 |45 | 110 |43 |1.05 |43 |1.05 |44 |1.07
Ex3 26 |27 |[1.04 |28 [1.08 |27 [1.04 |29 |[112 |28 |1.08 |26 |1.00 |29 |1.12
Ex5 22 |23 105 |24 [1.09 |23 |[105 |25 |[114 |24 |1.09 |23 |1.05 |25 |1.14
Keyb |69 |71 |103 (73 |1.06 |70 |1.01 {73 |1.06 |71 |1.03 |71 |1.03 |72 |1.04
Planet | 134 | 136 | 1.01 | 138 | 1.03 | 140 | 1.04 | 144 | 1.07 | 142 | 1.06 | 136 | 1.01 | 138 | 1.03
Pma 115 | 118 | 1.03 | 119 | 1.03 | 118 | 1.03 | 121 | 1.05 | 119 | 1.03 | 117 | 1.02 | 118 | 1.03
S208 |67 |71 |1.06 |72 |107 |68 |101 |71 |106 |69 |1.03 |69 |1.03 |70 | 1.04
S298 | 647 | 648 | 1.00 | 651 | 1.01 | 649 | 1.00 | 654 | 1.01 | 652 | 1.01 | 650 | 1.00 | 652 | 1.01
S386 |46 |48 |1.04 |50 | 109 |48 |104 |51 |1.11 |50 |1.09 |47 |1.02 |49 |1.07
S420 |33 |39 |118 |41 | 124 |34 |103 (37 |112 |35 |1.06 |35 |1.06 |36 |1.09
S820 |88 |94 |1.07 |9 |109 |94 |107 (98 |1.11 |9 |1.10 |90 |1.02 |91 |1.03
S1488 | 202 | 205 | 1.01 | 207 | 1.02 | 208 | 1.03 | 212 | 1.05 | 210 | 1.04 | 204 | 1.01 | 206 | 1.02
Sand | 178 | 182 | 1.02 | 183 | 1.03 | 181 | 1.02 | 184 | 1.03 | 183 | 1.03 | 180 | 1.01 | 181 | 1.02
styr 158 | 161 | 1.02 | 163 | 1.03 | 161 | 1.02 | 165 | 1.04 | 163 | 1.03 | 160 | 1.01 | 161 | 1.02
mid 1.04 1.07 1.03 1.08 1.06 1.02 1.05
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Table 8
Area overhead comparison of combined structural models
One-hot Binary
FSM i 0 S Cp VITTO V_ALL VITTO V_ALL
C CICp C C/Cy C C/Cy C CICy

bbase 7 7 16 41 72 1.76 95 2.32 53 1.29 63 1.54
Cse 7 7 16 83 114 1.37 137 1.65 95 1.14 105 1.27
Ex1 9 19 18 106 145 1.37 178 1.68 124 1.17 144 1.36
Ex2 2 2 19 41 73 1.78 94 2.29 51 1.24 58 1.41
Ex3 2 2 10 26 43 1.65 55 2.12 34 1.31 40 1.54
Ex5 2 2 9 22 38 1.73 49 2.23 30 1.36 36 1.64
Keyb 7 19 69 103 1.49 126 1.83 80 1.16 89 1.29
Planet 7 19 |48 134 222 1.66 284 2.12 153 1.14 182 1.36
Pma 8 24 115 160 1.39 192 1.67 129 1.12 142 1.23
S208 11 18 67 101 151 124 1.85 80 1.19 90 1.34

S386 13 46 72 1.57 92 2.00 58 1.26 68 1.48
5420 19 18 33 69 2.09 94 2.85 48 1.45 61 1.85
5820 18 |19 |25 88 141 1.60 185 2.10 109 1.24 132 1.50
51488 8 19 | 48 202 290 1.44 354 1.75 221 1.09 242 1.20
Sand 11 |9 32 178 | 237 1.33 279 1.57 193 1.08 208 1.17

~

8
2
5298 3 6 218 | 647 1013 1.57 1236 191 663 1.02 676 1.04
7
2

styr 9 |10 [30 158 | 214 1.35 [ 253 1.60 [173 [109 |[188 |1.19
mid 1.57 1.97 1.20 1.38
Conclusions Appendix A

This paper presents new structural models of Mealy  // description of the based_FSM design
FSMs that detect the following faults: invalid input vec-  module based_FSM( B

tors for the entire FSM and in each state; invalid code for input clk, reset,
the present and next state of the FSM; invalid transitions input [2:0] X,
between the FSM states; and invalid output vectors for output reg [2:0] y);// description of ports
the entire FSM, in each state, and at each transition of the
FSM. In addition, the combined structural models allow // declaration of the state variables
simultaneous detection of all of the faults listed above. reg [1:0] state, next;
The considered structural models allow detection of
multiple failures in the logic of the next state code for- // declaration of the state
mation, in the logic of the output signal value formation, localparam [1:0] s0=0, s1=1, s2=2, s3=3;
in the state register, and in the feedback circuit. These
structural models of FSMs not only detect faults, but also /1 description of the state register
prevent their negative impact on the controlled object. always @(posedge clk, negedge reset)
For the presented structural models of FSMs, the area if (~reset) state <= s0;
overhead averages 3-23% when using one-hot coding, else state <= next;
and 2-8% when using binary coding.
Future research will focus on developing structural always @(*) // description of transitions
models for correcting FSM failures. case (state)
s0: casex (x)
Acknowledgements 3'00??: next = s0;
3'b1??: next=s1;
This study was supported by a grant default: next = s0;
WZ/WI-111/5/2023  from  Bialystok  University endcase
of Technology and founded from the resources for re- s1: casex (X)
search by Ministry of Science and Higher Education. 3'b?01: next=s2;

3'b?11: next=s3;
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default: next =sl;

endcase
s2:
s3: casex (X)
3'007?0:
3'b0?1:
default:
endcase
default:
endcase

always @(*)
case (state)
s0: casex (X)
3'b0??:
3'b1??:
default:
endcase
s1: casex (X)
3'b?01:
3'b?11:
default:
endcase
s2:
s3: casex (X)
3'007?0:
3'b0?1:
default:
endcase
default:
endcase
endmodule

/I description of the TVI_FSM design

module TVI_FSM(
input clk, reset,
input [2:0] X,
output reg [2:0] y_out);

next = s3;
next = s2;
next = s0;

next = s3;

next = s0;

/I description of outputs

y = 3'b000;
y = 3'b100;
y = 3'b000;

y = 3'b001;
y = 3'b010;
y = 3'b000;

y = 3'b010;
y = 3'b010;
y =3'b011;
y = 3'b000;

y = 3'b000;

/I description of the ports

...// declaration of the state variables

...1l declaration of the state

reg [2:0] y;

reg tvi; /I the signal tvi

/I status register description

/I output of the logic ¥

always @ (posedge clk, negedge reset)

if (~reset) state <= s0;
else if (tvi) state <= next;
else state <= state;

...// description of transitions
...// description of outputs

always @(*)
case (x)

/I description of the TVI logic

3'b101: tvi = 1'b0;

3'v110: tvi =1'b0;

3'b111: tvi=1'b0;

default: tvi =1'b1;
endcase

/I description of the register Ro
always @ (posedge clk, negedge reset)

if (~reset) y_out <=0,
else if(tvi) y_out <=y,
else y_out <=y out;

endmodule

/I description of the VI_FSM design
module VI_FSM(...); /I description of the ports

always @(*) /I description of the VI logic
case (state)

sO: vi = 1'b1;

s1: case(x)
3'b001,
3'b011,
3'b101,
3'b111:
default:

endcase

s2: vi=1'bl;

s3: case(x)
3'h000,
3'h001,
3'h010,
3'h011: vi=1'b1;
default: vi = 1'b0;

endcase
default: vi=1'b0;
endcase

vi=1'bl;
vi = 1'b0;

endmodule

/I description of the TVO_FSM design
module TVO_FSM(...); /I description of the ports

always @ (*)// description of the TVO logic
case (Y)

3'b000:

3'b001:

3'b010:

3'b011:

3'b100:

default:
endcase

tvo = 1'bl;
tvo = 1'bl;
tvo = 1'bl;
tvo = 1'bl;
tvo = 1'bl;
tvo = 1'b0;

endmodule

/I description of the VTO_FSM design
module VTO_FSM(...); // description of the ports

always @ (*)// description of the VTO logic
case (state)
s0:case(next)
sO: if (y==3'b000) vto=1'b1;
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sl:

endcase
sl:case(next)
if (y==3b001) vto=1'b1;

s2:

s3:

endcase
s2:case(next)
if (y==3'b010) vto = 1'b1;

s3:

endcase
s3:case(next)
if (y==3b011) vto=1'b1;

s0:

s2:

endcase

endmodule

vto = 1'b0;

if (y == 3b100) vto = 1'b1;

vto = 1'b0;
vto = 1'b0;

vto = 1'b0;

if (y == 3'b010) vto = 1'b1;

vto = 1'b0;
vto = 1'b0;

vto = 1'b0;
vto = 1'b0;

vto = 1'b0;

if (y == 3'0010) vto = 1'b1;

vto = 1'b0;

default: vto = 1'b0;
endcase
default: vto = 1'b0;

/I description of the VO_FSM design

module VO_FSM(...);

always @(*)
case (state)

endmodule

/I description of the ports

/I description of the VO logic

s0:case(y)
3'b000: vo = 1'bl;
3'h100: vo = 1'bl;
default: vo = 1'b0;
endcase
sl:case(y)
3'b001: vo = 1'bl;
3'b010: vo = 1'bl;
default: vo = 1'b0;
endcase
s2:case(y)
3'b010: vo = 1'bl;
default: vo = 1'b0;
endcase
s3:case(y)
3'b011: vo = 1'bl;
3'b010: vo = 1'bl;
default: vo = 1'b0;
endcase
default: vo = 1'b0;

/I description of the VS_FSM design
module VS_FSM(...);  // description of the ports

always @(*) /I description of the VS logic
case (state)

s0: vs = 1'b1;
sl: vs = 1'b1;
S2: vs = 1'b1;
s3: vs = 1'b1;
default: vs = 1'b0;

endcase

endmodule

/I description of the VNS_FSM design
module VNS_FSM(...); /I description of the ports

always @ (*)// description of the VNS logic

case (next)

s0: vns = 1'b1;

sl: vns = 1'bl;

s2:vns = 1'bl;

s3:vns = 1'bl;

default: vns = 1'b0;
endcase

endmodule

/I description of the VT_FSM design
module VT_FSM(...);  // description of the ports

always @(*) /I description of the VT logic
case (state)

s0:case(next)
sO: vt = 1'b1;
sl: vt = 1'b1;
default: vt = 1'b0;

endcase

s1:case(next)
s2: vt = 1'b1;
s3: vt =1'b1;
default: vt = 1'b0;

endcase

s2:case(next)
s3: vt =1'b1;
default: vt = 1'b0;

endcase

s3:case(next)
sO: vt = 1'b1;
s2: vt = 1'b1;
default: vt = 1'b0;

endcase

default: vt =1'b0;

endcase

endmodule



Information security and functional safety

185

References

1. Fesenko, H. V., & Kharchenko, V. S. Determina-
tion of an optimal route for flight over of specified points
of a potentially dangerous object territory by UAV
fleet. Radioelectronic and Computer Systems, 2019,
no. 3, pp. 63-72. DOI: 10.32620/reks.2019.3.07.

2. Naso, D., Pohudina, O., Pohudin, A., Yashin, S.,
& Bartolo, R. Autonomous flight insurance method of
unmanned aerial vehicles Parot Mambo using semantic
segmentation data. Radioelectronic and Computer Sys-
tems, 2023, no. 1, pp. 147-154. DOI: 10.32620/
reks.2023.1.12.

3. Min, S. H., Jung, H., Kwon, O., Sattorov, M.,
Kim, S., Park, S. H., Hong, D., Kim, S., Park, C., Hong,
B. H., Cho, I, Ma, S., Kim, M., Yoo, Y. J., Park, S. Y.,
& Park, G. S. Analysis of electromagnetic pulse effects
under high-power microwave sources. IEEE Ac-
cess, 2021, no. 9, pp. 136775-136791. DOI:
10.1109/ACCESS.2021.3117395.

4. Solov’ev, V. V. ASMD-FSMD technique in de-
signing signal processing devices on field programmable
gate arrays. Journal of Communications Technology and
Electronics, 2021, vol. 66, no. 12, pp. 1336-1345. DOI:
10.1134/5S1064226921120184.

5. Salauyou, V., & Zabrocki, L. Coding Techniques
in Verilog for Finite State Machine Designs in
FPGA. IFIP International Conference on Computer In-
formation Systems and Industrial Management
(CISIM), Belgrade, Serbia, 2019, pp. 493-505. DOI:
10.1007/978-3-030-28957-7_41.

6. Lyons, R. E., & Vanderkulk, W. The use of triple-
modular redundancy to improve computer reliabil-
ity. IBM journal of research and development, 1962, vol.
6, no. 2, pp. 200-209. DOI: 10.1147/rd.62.0200.

7. Aviziens, A. Fault-tolerant systems. IEEE trans-
actions on computers, 1976, vol. 100, no. 12, pp. 1304-
1312. DOI: 10.1109/TC.1976.1674598.

8. Rochet, R., Leveugle, R., & Saucier, G. Analysis
and comparison of fault tolerant FSM architecture based
on SEC codes. IEEE International Workshop on Defect
and Fault Tolerance in VLSI Systems, Venice, Italy,
1993, pp. 9-16. DOI: 10.1109/DFTVS.1993.595604.

9. Niranjan, S., & Frenzel, J. F. A comparison of
fault-tolerant state machine architectures for space-borne
electronics. IEEE Transactions on Reliability, 1996, vol.
45, no. 1, pp. 109-113. DOI: 10.1109/24.488925.

10. Carmichael, C. Triple module redundancy de-
sign techniques for Virtex FPGAs. Xilinx Application
Note XAPP197,v.1.0.1, 2006. 37 p. Available at:
https://www.amd.com/en/search/site-search.html#
q=XAPP197. (accessed 11 August 2023).

11. Pontarelli, S., Cardarilli, G. C., Malvoni, A., Ot-
tavi, M., Re, M., & Salsano, A. System-on-chip oriented
fault-tolerant sequential systems implementation meth-
odology. IEEE International Symposium on Defect and
Fault Tolerance in VLSI Systems, Los Alamitos, USA,
2001, pp. 455-460. DOI: 10.1109/DFTVS.2001.966799.

12. Lima, F., Carro, L., & Reis, R. Designing fault
tolerant systems into SRAM-based FPGAs. 40th annual

Design Automation Conference (DAC), Anaheim, USA,
2003, pp. 650-655. DOI: 10.1145/775832.775997.

13. Burke, G. R., & Taft, S. Fault tolerant state ma-
chines, 2004. 10 p. Available at: https://dataverse.jpl.
nasa.gov/api/access/datafile/9953?gbrecs=true. (ac-
cessed 11 August 2023).

14. Berg, M. A Simplified Approach to Fault Toler-
ant State Machine Design for Single Event Upsets. Men-
tor Graphics Users’ Group User2User Conference.
2004,

15. Tiwari, A., & Tomko, K. A. Enhanced reliabil-
ity of finite-state machines in FPGA through efficient
fault detection and correction. IEEE Transactions on Re-
liability, 2005, vol. 54, no. 3, pp. 459-467. DOI:
10.1109/TR.2005.853438.

16. Cassel, M., & Lima, F. Evaluating one-hot en-
coding finite state machines for SEU reliability in
SRAM-based FPGAs. 12th IEEE International On-Line
Testing Symposium (IOLTS). Lake Como, Italy, 2006, pp.
1-6. DOI: 10.1109/I0LTS.2006.32.

17. Frigerio, L., & Salice, F. RAM-based fault tol-
erant state machines for FPGAs. 22nd IEEE Interna-
tional Symposium on Defect and Fault-Tolerance in VLSI
Systems (DFT), Rome, ltaly, 2007, pp. 312-320. DOI:
10.1109/DFT.2007.33.

18. Azambuja, J. R., Sousa, F., Rosa, L., &
Kastensmidt, F. L. Evaluating large grain TMR and se-
lective partial reconfiguration for soft error mitigation in
SRAM-based FPGAs. 15th IEEE International On-Line
Testing Symposium, Lisbon, Portugal, 2009, pp. 101-
106. DOI: 10.1109/10LTS.2009.5195990.

19. El-Maleh, A. H., & Al-Qahtani, A. S. A finite
state machine based fault tolerance technique for sequen-
tial circuits. Microelectronics Reliability, 2014, vol. 54,
no. 3, pp. 654-661. DOI: 10.1016/j.microrel.2013.
10.022.

20. Sooraj, S., Manasy, M., & Bhakthavatchalu, R.
Fault tolerant FSM on FPGA using SEC-DED code algo-
rithm. International Conference on Technological Ad-
vancements in Power and Energy (TAP Energy), Kollam,
India, 2017, pp. 1-6. DOI: 10.1109/TAPENERGY.
2017.83973009.

21. Nidhin, T. S., Bhattacharyya, A., Behera, R. P.,
Jayanthi, T., & Velusamy, K. Verification of fault toler-
ant techniques in finite state machines using simulation
based fault injection targeted at FPGAs for SEU mitiga-
tion. 4th International Conference on Electronics and
Communication Systems (ICECS), Coimbatore, India,
2017, pp. 153-157. DOI: 10.1109/ECS.2017.8067859.

22. Choi, S., Park, J., & Yoo, H. Area-Efficient
Fault Tolerant Design for Finite State Machines. Interna-
tional Conference on Electronics, Information, and Com-
munication (ICEIC), Barcelona, Spain, 2020, pp. 1-2.
DOI: 10.1109/1CEIC49074.2020.9051122.

23. Verducci, O., Oliveira, D. L., & Batista, G.
Fault-Tolerant Finite State Machine Quasi Delay Insen-
sitive in Commercial FPGA Devices. 13th Latin America
Symposium on Circuits and System (LASCAS), Santiago,
Chile, 2022, pp. 1-4. DOI: 10.1109/LASCAS53948.
2022.9789092.


https://doi.org/10.32620/reks.2019.3.07
https://doi.org/10.32620/reks.2023.1.12
https://doi.org/10.32620/reks.2023.1.12
http://cisim2019.wi.pb.edu.pl/
https://doi.org/10.1147/rd.62.0200
https://doi.org/10.1109/TC.1976.1674598
https://doi.org/10.1109/DFTVS.1993.595604
https://doi.org/10.1109/24.488925
https://doi.org/10.1109/DFTVS.2001.966799
https://doi.org/10.1145/775832.775997
https://doi-org.bazy.pb.edu.pl/10.1109/TR.2005.853438
https://doi.org/10.1109/IOLTS.2006.32
https://doi.org/10.1109/DFT.2007.33
https://doi.org/10.1109/IOLTS.2009.5195990
https://doi.org/10.1016/j.microrel.2013.10.022
https://doi.org/10.1016/j.microrel.2013.10.022
https://doi.org/10.1109/TAPENERGY.2017.8397309
https://doi.org/10.1109/TAPENERGY.2017.8397309
https://doi-org.bazy.pb.edu.pl/10.1109/ECS.2017.8067859
https://doi.org/10.1109/ICEIC49074.2020.9051122
https://doi-org.bazy.pb.edu.pl/10.1109/LASCAS53948.2022.9789092
https://doi-org.bazy.pb.edu.pl/10.1109/LASCAS53948.2022.9789092

186

Radioelectronic and Computer Systems, 2023, no. 3(107)

ISSN 1814-4225 (print)
ISSN 2663-2012 (online)

24. Klimowicz, A. S., & Solov’ev, V. V. Structural
models of finite-state machines for their implementation
on programmable logic devices and systems on
chip. Journal of Computer and Systems Sciences Interna-
tional, 2015, vol. 54, no. 2, pp. 230-242. DOI: 10.1134/
$1064230715010074.

25. Salauyou, V. Structural models for fault detec-
tion of Moore finite state machines. International Con-
ference on Dependability and Complex Systems (Dep-
CoS), Springer, Cham, 2023, pp. 214-223. DOI:
10.1007/978-3-031-37719-8.

26. Salauyou, V. Fault Detection of Moore Finite
State Machines by Structural Models. International Con-
ference on Computer Information Systems and Industrial
Management (CISIM), Springer, Cham, 2023, pp. 1-16.
DOI: 10.1007/978-3-031-42823-4_29.

27. Yang, S. Logic synthesis and optimization
benchmarks user guide: version 3.0. Research Triangle
Park, NC, USA: Microelectronics Center of North Caro-
lina (MCNC), 1991. 45 p. Available at: https://citese-
erx.ist.psu.edu/document?repid=repl&type=pdf&
doi=4a86519e41hh8dbaa8d2c9ba434030f48de85ce7.

(accessed 11 August 2023).
Received 11.08.2023, Accepted 20.09.2023

CTPYKTYPHI MOJEJII KIHHEBOTI'O ABTOMATA MUJII
JIJISI BUSIBJIEHHSI HECITPABHOCTEM Y CUCTEMAX KEPYBAHHSA
Banepii Conogitos

OO0'exTOM JOCIIKEHHS € CHCTEMa KepyBaHHs Oe3MiIOTHUMHU JitanbHuMU anapatamu (BI1JIA), MmaTemMaTHYHOO
MOJIEITIO SIKOT € ckindeHHuid aBroMat (FSM). MeTtoto poOoTH € po3poOKa CTPYKTYPHHUX MOJIENei aBTOMATIB, SIKi J10-
3BOJISIFOTH (1) BUSIBJIATH MHOKMHHI HECTIPABHOCT] €JIEMEHTIB aBTOMATIB, CIIPUYMHEH] €JIeKTPOMArHITHUM IMITYJIbCOM
a0o0 JazepHUM MpoMeHeM, Ta (2) 3anoliraTi HEraTUBHOMY BIUIMBY Ha 00'€KT KepyBaHHs. 3aBJaHHs, sKi HEOOX1THO
BUPILINUTH, OJIATAI0Th Y HACTYITHOMY PO3pOOKa CTPYKTYpHHX Mozeneil FSM 1uis BUABIEHHS HEZOIyCTUMOTO BXiJ-
Horo BekTopa X [uist Beiel FSM 1 B KOXKHOMY CTaHi, BUSIBICHHS HEJIOITYCTUMOr0 BUXiZIHOr0 BekTopa Y st Bciei FSM,
Ha KOXXHOMY nepexoni iB KOXHOMY CTaHi, HEAOIMYCTUMOI'O KOAY IMOTOYHOI'O CTaHy, HEAOITYCTUMOI'O KOAY HACTyII-
HOI'o CTaHy, HEAOMYCTUMOT'O IIEPEXOAY MiX CTaHaMM; BU3HAUYCHHA MOXIMBUX MMPUINH BUHUKHCHHA HeCHpaBHOCTCﬁ,
SKUMHU MOXYTh OyTH 30iii B sorini @ ¢opMyBaHHA KOy HACTYMHOTO CTaHy, HEBIpHUH BXimHHI BekTop X, 30iif B
JIAHII031 3BOPOTHOTO 3B'13KY, 30ii B noriui ¥ ¢opMyBaHHS BHXiIHOTO BeKTOpa, 301 B pericTpi craHiB R, 30iif B
MPOBOJII MK BXOJIOM aBTOMaTa i BXoxoM Jioriku W; po3poOka KOMOIHOBAaHOI CTPYKTYPHOI MOJEIi JJIsl BUSIBIICHHS
BCIX IepesliYeHnX HECIPABHOCTEH 3 MIHIMAIBHOIO KUIBKICTIO IOAATKOBUX KOMOIHAIIIHUX CXeM, a TAKOX CTPYKTYp-
HOI MojIeni, sika 00'eIHy€e BCl JOAATKOBI KOMOIHAIIHHI cxeMu. Bukopucrani MeTou: Teopis CKiIHUeHHUX aBTOMATIB,
CTPYKTYpPHI MOJIeJIi aBTOMATIB, METO/IN KOJIyBaHHS CTAHIB aBTOMATIiB, METO/IU MIPE/ICTABIICHHS aBTOMATIB, MOBA OIHCY
anaparypu Verilog. Orpumano taki pe3yabtatu: (1) po3pobieHo crpykrypHai moaeni Mealy FSM st BusiBieHHs BCix
BHUIIIE3raJJaHUX HeCTIpaBHOCTEH, (2) po3pobiieHo koMOiHOBaHi cTpykTypHi Mozeni FSM, (3) BU3Hau€HO MOXKIIMBI MTPHU-
YHHHU HECIIPaBHOCTEH, sIKI BUSBIISIOTHCS KOXKHOIO CTPYKTYpHOIO Mozewnto FSM. ExcriepuMmeHTaibHi TOCIiIKESHHS
TIOKa3aJIH, 10 JUTS MPEJICTABICHUX CTPYKTYpHUX Mojieneld FSM HaknaiHi BUTpaTH CKIIaIaloTh B cepeinboMy 3-23%
npu one-hot koxyBanHi craniB FSM ta 2-8% npu 6inapHoMy koxyBaHHi ctaniB FSM. BucHoku. HaykoBa HOBH3HA
OTpPUMAaHUX PE3YNIbTATIB MOJATAaE B TOMY, IO BIEpIIe PO3MIISTHYTO HecnipaBHOCTI FSM, siki BUKIIMKaHI He pajiaii€ero
Ta KOCMIYHUMH TPOMEHSIMH, & eJIeKTPOMArHITHUM IMITYJIbCOM, 110 BIUTUBA€ HA KEPYIOUMN MPUCTPIif; KIIBKICTh He-
CIpaBHOCTEH HE OOMEXKEHa SIK JUIs KOJIB CTaHIB, TakK 1 U BXIJHUX Ta BHUXIJHUX BEKTOPIB; HECHPABHOCTI MOXYTh
OyTu BUSBICHI HE TIJIBKH B pericTpi craHiB R, ane i y BxigHoMy Bektopi X, B Joriii @ ¢popmMyBaHHS 4eproBoro Koay
crany, B jioritii ¥ ¢opMyBaHHSI BUXIIHHX CHTHAJIB, a TAKOX B JIAHIIO31 3BOPOTHOTO 3B'SI3KY; BHSBIISIIOTHCS TaKOXK
HenonycTuMi niepexoan FSM 1 nepexonu B HEIOMyCTHMI CTaHH; 3alIPOIIOHOBaHI CTPYKTYPHI MOJIENI I03BOJISIIOTH HE
TITBKU BUSIBIATH HectipaBHOCTI FSM, ane i 3amobiraTu ix HeraTHBHOMY BIUTHBY Ha 00'€KT K€pyBaHHS; KOMOiHOBaHi1
CTPYKTYpHI MOZEJI JaroTh 3MOT'y OJHOYACHO BHSBISTH HECHpPaBHOCTI y Bcix enemeHTax FSM. Ilomamemi mocmi-
JOKEHHSI OyyTh 30CepeKeHi Ha po3po0IIi CTPYKTYPHUX MOJIENel Il BUIIpaBiieHHS BimMoB FSM.

Ki1040Bi ci10Ba: cTpyKTypHa MOZIEJh; BUSBICHHS HECIIPAaBHOCTEH; CKIHUCHHU aBTOMAT; IOBITPSHA JIiHis; CH-
cremMa KepyBaHHS, OesmimorHmiA mitampHuit amapat (BIIJIA); mporpamoBaHa KopHcTyBaueM BEHTWIbHA MAaTpPHUILL
(TIKBM).
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