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INFLUENCE OF THE NUMBER SYSTEM IN RESIDUAL CLASSES  

ON THE FAULT TOLERANCE OF THE COMPUTER SYSTEM 
 

The concept of increasing the fault tolerance of a computer system (CS) by using the existing natural redun-

dancy, which depends on the number of systems used, is considered. The subject of this article is the methods 

and means of increasing the fault tolerance of CS and components based on the use of a non-positional num-

ber system in residual classes. It is shown that the use of the system of residual classes (SRC) as a number sys-

tem ensures the fault-tolerant functioning of the real-time CS. This study considers a fault-tolerant CS operat-

ing in the SRC. The aim of this research is to show the influence of the non-positional number system in the 

SRC on the possibility of organizing the fault-tolerant functioning of a computer system. The object of this re-
search is the process of fault-tolerant functioning of the CS in the SRC.  This article provides an example of the 

operation of a fault-tolerant CS in the SRC given by a set of specific bases. The fault tolerance of CS in the 

SRC is ensured by the use of the basic qualities of the SRC by the method of active fault tolerance by using the 

procedure of gradual degradation. The level of fault tolerance of CS in the SRC in the example given in the ar-

ticle is achieved by reducing the accuracy of the calculations. This article considers two levels of degradation. 

Variants of algorithms for operating fault-tolerant CS in the SRC in the modes of replacement and gradual 

degradation are presented. Methods of system analysis, number theory, theory of computing processes and sys-

tems, and coding theory in the SRC were the basis of the conducted research. The results of the analysis of the 

specific example of the functioning of CS in the SRC given in the article, specified by four information and one 

control bases, showed the effectiveness of using non-positional code structures to ensure fault-tolerant opera-

tion. Conclusions. This article discusses the concept of increasing fault tolerance based on the use of the exist-
ing primary redundancy contained in the CS, due to the use of the basic properties of the non-positional num-

ber system in residual classes. 
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dundancy; reservation methods; system of residual classes. 

 

Introduction 
 

A further possible promising way of improving 

computer systems (CS) is to increase the main parame-

ters (speed, productivity and reliability) of their func-

tioning. Therefore, recently the question of researching 

new or improving existing methods of improving the 

fault tolerance of the CS is widely discussed and rele-

vant [1]. 

 

Motivation 
 

The need to increase the requirements for ensuring 

the high speed of integer arithmetic operations and the 

reliability of CS and components of CS (CCS) deter-

mines the constant search, research, development and 

implementation of new, promising information technol-

ogies and data processing methods, oriented, in particu-

lar, to the area of integer arithmetic calculations [2].  

The theory and global practice of creating high-

performance CSs have shown that it is fundamentally 

impossible to achieve a significant increase in speed 

within the limits of binary positional number system 

(PNS) [3]. At the same time, long-term theoretical re-

search and results of practical implementation, conduct-

ed toward the development of the theory and practice of 

non-positional coding of data in the system of residual 

classes (SRC) and its use for the construction of high-

performance CSs, have shown the high efficiency of the 

use of non-positional coding. In addition, the results of 

the analysis of modern trends in the development of CS 

and CCS functioning in the SRC confirm the presence 

of the following conflict situation in non-positional 

computer machine arithmetic. On the one hand, there is 

a contradiction between the existing possibilities of sig-

nificantly increasing the speed of performing integer 

arithmetic operations in the SRC [4]. On the other hand, 

the insufficient level of fault tolerance of functioning 

cannot ensure high reliability of the CCS operating in 

the SRC, which reduces the overall reliability of the CS. 

At present, the currently existing models and methods 

of increasing the fault tolerance of the CCS operating in 

the SRC do not sufficiently consider the influence of the 

basic qualities of the SRC on the structure and princi-

 Alina Yanko, Viktor Krasnobayev, Anatolii Martynenko, 2023 

 



ISSN 1814-4225 (print) 

Radioelectronic and Computer Systems, 2023, no. 3(107)               ISSN 2663-2012 (online) 

160 

ples of the operation of the CS [5]. This circumstance 

necessitates the formulation and solution of a new, im-

portant, and relevant scientific and technical problem – 

the development of models and methods for increasing 

the fault tolerance of CS and CCS operating in the SRC, 

without reducing the implementation speed of integer 

arithmetic operations. 

 

State of the Art 
 

Modern research literature is replete with infor-

mation about various aspects of fault tolerance of the 

CS, described methods and means of improving fault 

tolerance in CS, which are gradually losing their effec-

tiveness. However, the application of non-positional 

number systems, which based on the Chinese remainder 

theorem, as an effective tool for increasing the reliabil-

ity characteristics, including the fault tolerance of the 

CS, is an insufficiently researched area. 

D. K. Pradhan [6] carried out the full-fledged study 

in this area was at the end of the 20th century. The au-

thor provides an exhaustive discussion on designing 

computer systems that are resistant to different types of 

faults, emphasizing hardware and software redundancy 

mechanisms [6]. Despite providing comprehensive cov-

erage, the book does not consider alternative numbering 

systems such as the SRC. 

P. Castaldi et al. analyzed and discussed an active 

fault-tolerant control system that relied on a nonlinear 

geometric approach for fault diagnosis, which ensured 

fault tolerance of the system [7]. Yet, the work does not 

cover the use of the SRC as a strategy for achieving 

fault tolerance. 

Ch. Hajiyev and H. E. Soken [8] provide a com-

prehensive examination of fault tolerance and system 

reliability, with detailed discussions of fault-tolerant 

fault filtering algorithms. However, they did not consid-

er the SRC in their discussion, which could been used in 

these algorithms. 

A detailed review of the literature shows that the 

application of the SRC, as a number system of CS, to 

improve fault tolerance has not adequately investigated. 

While significant work has done in the broader field of 

fault tolerance, the specific potential of SRC remains 

underexplored. This article aims to fill this gap by pre-

senting novel concepts, classifications, and a case study 

that demonstrate the potential of the SRC to enhance the 

fault tolerance of the CS. At present, there is a growing 

research interest in the application of SRC for fault tol-

erance, as evidenced by the following recent publica-

tions: 

- Selianinau examined the effectiveness of the non-

positional number system and proposed a minimally 

redundant residue number system (RNS, another name 

for the SRC) [9]. Based on this, a new method was pro-

posed to provide low computational complexity and 

high fault tolerance of the rank calculation [10]; 

- in [11], the authors proposed a novel approach to 

construct a RNS using redundant residue representa-

tions. This redundant RNS construction is designed to 

enhance error detection and correction, thus improving 

fault tolerance. However, this approach results in higher 

costs for performing addition and multiplication opera-

tions. While the authors acknowledge the need for fur-

ther investigation to improve the efficiency of their pro-

posed RNS, the study does not explore the inherent 

properties of non-positional number systems such as 

RNS for enhancing fault tolerance in a broader context; 

- in [12], the authors introduce readers to various 

ways of designing computational systems depending on 

the use of non-traditional counting systems, such as 

Residue Number System, Logarithmic Number System, 

Redundant Binary Number System and others. Analysis 

of the impact of the considered calculation systems 

showed that the use of non-positional RNS, due to the 

use of basic properties, has a positive effect on the im-

provement of the main characteristics of the CS, includ-

ing fault tolerance. 

Common in these works is the focus on the process 

of data processing in the non-positional number system, 

the use of the properties of non-positional data coding in 

SRC, which ensures fault-tolerant operation of the CS. 

In addition, a detailed literature review analyzed 

key works on fault tolerance, which take into account 

the different types of redundancy, and active fault toler-

ance. For example, the works of Professor V. S. Khar-

chenko propose new original scientific directions in the 

field of creating reliable and fault-tolerant real-time 

computer systems operating in the PNS [13-15]. 

 

Objectives and novelty 
 

This article presents an in-depth study of an inno-

vative approach to increasing the fault tolerance of CS, 

in particular, using a non-positional number system in 

residual classes. This article clarifies some definitions 

and presents a classification of various ways to achieve 

CS fault tolerance within the SRC framework. The re-

sult of this classification directly or indirectly deter-

mines the selection, justification, and application of the 

necessary methods for increasing fault tolerance, de-

pending on the field of application of computing struc-

tures. 

The object of this research is the process of fault-

tolerant functioning of the CS in the SRC. 

The aim of this study is to show the influence of 

the non-positional number system in the SRC on the 

possibility of organizing fault-tolerant functioning of a 

computer system. 
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The novelty and relevance of the research con-

ducted in this article are as follows. The novelty of this 

research is that for the first time the influence of SRC 

on the fault tolerance of the CS is considered. The rele-

vance of this research is due to the following circum-

stances. First, there is a need to maintain an operational 

state of real-time CS. Second, the results of recent stud-

ies have shown that the use of a non-positional number 

system as a number system in residual classes has im-

proved some characteristics of the CS. However, the 

lack of research into the influence of SRCS on the fault 

tolerance of computing structures hinders the practical 

implementation of non-positional code structures. 

 

1. Fault tolerance and reliability of the CS 
 

The fault tolerance of the CS is the property of the 

CS to function without fail in the event of one or more 

failures in the hardware and software of the CS. It is 

possible to use another definition of the concept of fault 

tolerance of the CS. The fault tolerance of the CS is a 

property of its architecture as a digital and logical data 

processing system, which provides it with the ability to 

function without fail in accordance with the given prob-

lem-solving program [16]. 

Suppose that at the design stage, it is necessary to 

ensure a given level of reliability of the system. It is 

possible to increase (ensure) reliability if the system has 

a certain property, the use of which will allow it to be 

done. Such a property is defined as fault tolerance [17]. 

Regarding the CS, the concept of failure tolerance can 

be understood as the property of the CS that ensures its 

operational state in the event of failure of the elements 

included in their composition. In defining the term fault 

tolerance, three main aspects of its use are distin-

guished: 

- the property of fault tolerance is established by 

the developers when designing the CS to increase its 

reliability; 

- the required level of fault tolerance is achieved 

mainly when using redundant (additional) technical 

means (introduction of artificial structural and (or) other 

redundancy) compared to the minimum required to per-

form all the necessary functions of the CS in full; 

- the use of the fault-tolerance property allows for 

maintaining full or partial operability of the CS. 

Ensuring (increasing) fault tolerance of the CS re-

quires the presence of various types of redundancy. 

First, the presence of redundant hardware and software 

of the CS is required. There are two main practical 

methods of increasing fault tolerance for the CS operat-

ing in the PNS. The first method for increasing fault 

tolerance is to increase the fault-freeness of the CS ele-

mental base. The second method of increasing fault tol-

erance is the introduction of various types of redundan-

cy [18] in the CS (application of various methods and 

types of reservation). 

According to the method of implementation, active 

and passive fault tolerance are distinguished. Active 

fault tolerance of the CS is based on the procedure for 

performing the following main sequence of operations: 

- operational data control; 

- diagnostics of failures; 

- error correction; 

- reconfiguration of the CS structure. 

From the above, it is obvious that the organization 

of the procedure of active fault tolerance of the CS in-

volves the development and application of methods of 

operational data control, diagnosis, and correction of 

errors. With passive fault tolerance, the failure of the CS 

may not manifest itself at all (for example, CS in the 

PNS with a majority reserve). There is a mixed active– 

passive fault tolerance. Moreover, in CS, passive fault 

tolerance is carried out at the level of the element base, 

and active fault tolerance is usually carried out at the 

level of multi-processor CS. 

The relationship between the known concept of 

system reliability and system fault tolerance can be de-

fined as follows. System fault tolerance is a means of 

maintaining system reliability [19]. Fault tolerance sup-

ports the reliability of CS. The fault tolerance of posi-

tional CSs is ensured by introducing additional redun-

dancy, as a rule, by introducing structural redundancy 

into the CS. At the same time, the possibility of using 

redundancy, which is contained at the expense of the 

number system (NS), is not considered in the positional 

CS. 

With the traditional approach to the NS, which is 

used in modern CS, the following basic requirements 

are put forward: 

- ease of technical implementation of the represen-

tation of code words when using the existing element 

base; 

- the unity of the presentation of code words in a 

given numerical range; 

- ease of hardware and software implementation of 

methods and algorithms for performing necessary op-

erations (primarily arithmetic operations) in a given NS; 

- fulfilment of the "economical" condition of the 

NS, which characterizes the primary redundancy of the 

CS [12]. 

In [20], regarding data processing tools, notions of 

primary and secondary redundancy of CS were intro-

duced. In general, these concepts can be generalized and 

described as follows: 

Definition 1. The primary (structural, information-

al, functional) redundancy (PR) of CS is called existing 

or artificially introduced redundancy of this type be-

cause of the nature of the creation or the method of arti-

ficial formation of the used NS. 
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Definition 2. The secondary (structural, informa-

tional, functional, temporary, and load-bearing) redun-

dancy (SR) of the CS is the redundancy artificially in-

troduced into the CS to improve its individual character-

istics (performance, reliability, fault tolerance, interfer-

ence immunity, etc.) after the NS is finally determined. 

It can be seen from the second definition that SR is 

a redundancy caused by the use of traditional reserva-

tion methods, which are widely used in technical sys-

tems for various purposes to improve their characteris-

tics. PR for CS coincides with the concept of natural 

redundancy (NR) of technical data processing systems, 

and SR coincides with the concept of artificial redun-

dancy (AR).  

 

2. Influence of the number system  

on the fault tolerance of the CS 
 

When researching and developing methods for in-

creasing the reliability of the CS, it is expedient and 

convenient to divide the concept of fault tolerance into 

two components, i.e. use two separate terms: natural and 

artificial fault tolerance [6]. The introduced terms are 

convenient to use when analyzing and synthesizing the 

reliability structures of CS. These concepts quite fully 

reflect the essence of calculation methods for increasing 

the reliability of CS. Let us define these terms. 

Definition 3. The natural fault tolerance (NFT) of 

CS is the property of CS to maintain a functional state 

due to the use of NR only. 

Definition 4. Artificial fault tolerance (AFT) of CS 

is a property laid down in the design of CS, the use of 

which allows maintaining a functional state in case of 

element failures due to the simultaneous use of NR and 

AR. 

Obviously, NFT determines the inherent (existing) 

level of system reliability, while AFT determines the 

aggregate (required, set) level of reliability. The general 

task of reliability enhancement can be expressed as en-

suring the fault tolerance of the CS through the simulta-

neous use of NR and AR. The enhancement of reliabil-

ity, as a feature of system dependability, can be 

achieved through either passive or active fault tolerance 

methods.  

Definition 5. The method of passive fault tolerance 

is a method of increasing fault tolerance rough concur-

rent utilization of NR and AR without reconfiguring 

(constant reservation) of the CS structure. This method 

is used during the design phase to elevate the system 

reliability to a pre-specified (required) level of fault 

tolerance. 

Definition 6. The method of active fault tolerance 

is a method of increasing fault tolerance through con-

current utilization of NR and AR by reconfiguring (dy-

namic reservation) of the CS structure. This method is 

also employed during the design phase to augment the 

system reliability to a pre-specified (required) level of 

fault tolerance. 

The need to introduce and use SR is determined by 

the requirements for the characteristics of the created 

CS. Along with the above-mentioned requirements for 

the NS, note that the selected and used NS itself signifi-

cantly affects the following characteristics of the CS: 

- the structure (architecture) of the CS; 

- principles of information processing; 

- the requirements for the use of the new element 

base of the CS; 

- speed of implementation of arithmetic operations; 

- system and user productivity (performance) of 

the CS; 

- reliability, survivability, accuracy and fault toler-

ance of the CS; 

- operational characteristics and indicators of the 

CS, etc.  

Quantitatively, the volume of CS equipment PRV  

determined by the presence of PR is slightly less than 

the amount of equipment NRV  in the presence of NR. 

The volume of additional equipment of the CS 

SRV  determined by the presence of SR, completely 

coincides with the volume of equipment ARV  deter-

mined by the presence of the AR. The analysis of the 

influence of NS on the structure and individual charac-

teristics of different types of CS showed that for digital 

information processing systems it is correct to assume 

that PR NRV V . 

The following condition is ensured by the existing 

procedure for determining the NS of CS: 

 

 PRV  min.  (1) 

 

It is obvious that the fulfillment of condition (1) is 

not always appropriate when the a priori problem of 

improving the reliability of CS characteristics arises due 

to the introduction of various types of redundancy. It is 

quite possible that the variant of creation of the CS, 

based on the fulfillment of condition (1), is not expedi-

ent. This feature manifests itself when using SRC as a 

CS number system. Consider this assumption. 

 

3. Fault tolerance of the CS operating  

in the SRC 
 

It is known that the excessive CS in the SRC con-

tains a larger (by 15-20%) amount of equipment PRV  

than CS in the binary PNS. In the last one, the data is 

provided and is processed by a positional binary code, 

given the same length of the bit grid of CS and with the 

same requirements presented to CS without considering 
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the introduction of SR [12]. However, as shown by the-

oretical studies and practical calculations [5], to achieve 

the pre-specified (required) level of fault tolerance F(t)  

of the CS in the SRC, a much smaller amount of equip-

ment is required than for the CS in the PNS (Table 1).  

 

 

Table 1 

Estimated data on the relative number of conditional equipment of CS in PNS and CS in SRC 

l 

(n) 

PNS 

(binary) 
SRC 

Winning 

ratio δ (l)

PRV  
l( )

V  Information bases Control bases 
(l)

PRV  
l( )

V  

1 

(4) 
8 24 m1=3, m2=4, m3=5, m4=7 

m5=11, m6=13, 

m7=17 
10 23 4 

2 

(6) 
16 48 

m1=2, m2=5, m3=7, m4=9, m5=11, 

m6=13, m7=17, m8=19 

m9=23, m10=29, 

m11=31 
19 34 29 

3 

(8) 
24 72 

m1=3, m2=4, m3=5, m4=7, m5=11, 

m6=13, m7=17, m8=19, m9=23, 

m10=29, m11=31, m12=37, m13=41 

m14=43, 

m15=47, m16=53 
28 43 40 

4 

(10) 
32 96 

m1=2, m2=3, m3=5, m4=7, m5=11, 
m6=13, m7=17, m8=19, m9=23, 

m10=29, m11=31, m12=37, m13=41, 

m14=43, m15=41, m16=53 

m17=59, m18=61, 

m19=67 
37 54 43 

8 

(17) 
64 192 

m1=2, m2=3, m3=5, m4=7, m5=11, 

m6=13, m7=17, m8=19, m9=23, 
m10=29, m11=31, m12=37, m13=41, 

m14=43, m15=47, m16=51 

m17=53, m18=57, 

m19=59 
67 82 57 

 

Preliminary calculations showed that the total 

structural redundancy of CS in SRC PR SRV  V , V    

that provides a given level of fault tolerance F(t)  much 

less than that for duplicated and tripled majority compu-

ting structures widely used in the PNS, i.e., the condi-

tion is satisfied: 

 

 

SRC PNS

_SRC _PNS.

F (t) F (t)[t const];

V V 

 



 (2) 

 

Condition (2) is valid without reducing the speed 

of performing arithmetic operations of CS. 

Expression (3) determines the opposite condition 

to condition (2), i.e. with the same (equal) amount of 

equipment V  in the SRC provides a higher value of 

fault tolerance F(t) , i.e.: 

 

 

SRC PNS

_SRC _PNS.

F (t) F (t)[t const];

V V 

 



 

(3) 

 

Table 1 presents the estimated data on the relative 

number of conventional CS equipment (computing 

structures) reduced to one binary digit of the l-byte bit 

grid of the CS in PNS and SRC. The necessary amount 

(number) of equipment is calculated according to the 

proposed method, where: 

(l)

PRV  – the relative number of conditional equip-

ment of non-excessive CS in PNS and CS in SRC, given 

to one binary discharge of the l-byte bit grid of CS; 
l( )

V  – the relative number of conditional equip-

ment of excessive CS in PNS (triple majority structure) 

and CS in SRC (with three control bases), given to one 

binary discharge of the l-byte bit grid of CS; 

δ – winning ratio of the amount of total equipment 

of CS in PNS and CS in SRC, where: 

 
( ) ( )l

( )

l

l

_PNS _SRC

_PNS

100%
V V

V

 




    .  

 

The results of the calculations (Table 1) showed 

that with an increase in the length of the l-byte bit grid 

of the CS, which is characteristic of the modern trend in 

the development of computing tools for processing digi-

tal information, the efficiency of the use of SRC in-

creases significantly. 

Let us consider the influence of the basic qualities 

of the SRC on the possibility of organizing the fault 

tolerance of the real-time CS. There are three basic 

qualities of SRC: 

1. Independence of the functioning of the computa-

tional tracts of data processing of the CS in the SRC. 
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This property of SRC implies the possibility of synthe-

sizing the structure of CS, which is similar to the struc-

ture of the reserved system in PNS. This circumstance 

makes it possible to create a CS structure in the form of 

a set of independent and parallel working computational 

tracts (CTs) of data processing [9]. In this case, the CS 

in the SRC has a modular design, which allows mainte-

nance and elimination of CT failures by simply replac-

ing an inoperable CT with a workable CT, without inter-

rupting the solution of the task. Based on the structure 

of the CS, errors arising due to failures in one arbitrary 

CT always remain within the limits of this one CT.  

The use of this property makes it possible to create a 

system of continuous control, diagnosis and correction 

of errors, without stopping the solution of the task, 

which is important for CS operating in the real-time 

mode of data processing. 

2. Equality of the functioning of the computational 

tracts of data processing as part of the CS in the SRC. 

The principles of the formation of numbers in the SRC 

show that any one residue of the number in the SRC 

carries information about the entire original num-

ber [10], which makes it possible to replace the CT 

modulo im  that failed with any workable tract modulo 

jm  using known methods, provided that jim m with-

out interrupting the solution of the task. In the presence 

of failures in the third or fourth CT, the CS can continue 

to execute the calculation program with a certain de-

crease in the accuracy of the calculations; that is, the CS 

in the SRC has the property of gradual degradation. This 

property determines a characteristic feature of the func-

tioning of the CS in the SRC: the computer system, de-

pending on the requirements placed on it, can have dif-

ferent reliability, accuracy of calculations and speed of 

operation in real time. In this aspect, the following can 

be noted. In the process of implementation of the calcu-

lation task, if necessary, it is possible to change the in-

dicators of reliability, accuracy and speed of operation 

of the CS. The use of the first and second properties of 

the SRC determines the simultaneous presence of three 

types of reservation in the CS: structural, informational 

and functional. Based on the idea of structural reserva-

tion, the joint use of the first and second properties 

makes it possible to synthesize mathematical models of 

the reliability of CS in the SRC, similar to models of 

permanent or dynamic reservation in PNS. 

3. A small bit grid of the computational tracts of 

data processing of the CS in the SRC. This property 

makes it possible to increase significantly the fault tol-

erance, reliability, and speed of the CS. This is achieved 

both because of the low-bitness of construction of the 

CTs CS in the SRC and because of the possibility of 

using (unlike PNS) tabular arithmetic [21], where the 

basic arithmetic operations are performed practically in 

one machine cycle of CS operation. In particular, the 

low-bitness of the residues in the representation of the 

SRC numbers makes it possible to choose various op-

tions for circuit-technical solutions when implementing 

modular arithmetic operations based on the following 

principles:  

 the adder principle (based on the use of low-bit 

binary adders by modulo);  

 the tabular principle (based on the use of small-

sized Read-Only Memory (ROM) units);  

 the ring shift principle (based on the use of ring 

shift registers). 

Due to the influence of the basic qualities of the 

SRC (independence, equality and low-bitness residues, 

i ia A(mod m ), i 1,n,   representing a number) on 

the peculiarities of CS synthesis, structural, informa-

tional and functional reservation have a simultaneous 

and mutually positive effect on each other. For example, 

the introduction of secondary structural redundancy 

(application of structural reservation) with the help of 

additional use of k reserve CTs to the available n main 

ones, leads to the manifestation of both informational 

and functional reservation. Information reservation is 

associated with information redundancy due to the pres-

ence of redundant code words and implemented by us-

ing additional information obtained from the outputs of 

k reserve CTs [22]. Regarding functional reservation, 

according to the properties of the SRC, one operable CT 

CS in the SRC, functioning by bases of jm , if the condi-

tion is met: 

 

 

r

j i

1

m m




 , (4) 

 

can take over the computational functions of up to r 

simultaneously CTs that have failed. 

The manifestation of the basic qualities of the SRC 

explains the content of mathematical expressions (2) 

and (3) as follows: 

 the primary redundancy present in the CS op-

erating in the SRC manifests itself noticeably and sig-

nificantly positively (from the point of view of improv-

ing the reliability of the CS) only in the presence of sec-

ondary redundancy; 

 in the CS in the SRC there is a significant mu-

tual positive influence at the same time of individual 

types of reservation provided for increasing the fault 

tolerance F(t)  of the CS. 

In contrast to SRC, in the PNS the use of one type 

of reservation does not always lead to the simultaneous 

presence of other types of reservation, which is a sign of 

the absence of other types of reservation [8]. Thus, the 

use of information reservation (introduction of infor-
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mation redundancy) to increase the reliability of CS 

calculations in the PNS causes the presence of structural 

SR. Thus, the application of the required type of reser-

vation in the PNS is necessarily accompanied by the 

presence of a structural ("harmful") redundancy that is 

not used, which, in the end, negatively affects the tech-

nical and cost characteristics of the CS [23]. 

 

4. The structure of the fault-tolerant CS  

in the SRC 
 

Let us consider the structure of a fault-tolerant CS 

using the example of a specific SRC. In Fig. 1 presents 

a block diagram of the fault-tolerant CS in the SRC, set 

by the information bases 1 2 3m 3,  m 4,  m 5,    

4m 7  and one control base n 1k 5m m m 23    

SRC. Let us consider an example of a concrete imple-

mentation of the process of functioning of the fault-

tolerant CS in the SRC (Fig. 1). Assume that the fault-

tolerant CS has two levels of degradation (j = 1, 2) with 

the corresponding accepted values of 1D 139  and 

2D 61 .  

For this SRC 
4

0 i

i 1

D m 420



  , that is, the in-

formation range in which calculations are performed 

without degradation (j=0), is equal to 0[0,  D ) .  

 

 
 

Fig. 1. Fault-tolerant CS in the SRC [24] 
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For the first (j=1) degradation level, this range is 

[0, 139), and for the second (j=2) degradation level, this 

range is [0, 61). The degradation conditions of each 

level (condition (4)) are defined as follows: for the first 

degradation level 
1

zi 1

z 1

Q

m D



 , for the second degrada-

tion level 
2

zi 2

z 1

Q

m D



 . In general, the value of Q  is 

the number of the SRC bases. 

For the information range of calculations (zero 

level of degradation, j=0), the following relation deter-

mines the condition of normal functioning of the fault-

tolerant CS: 
r

k n 1 i

1

m 23 ,m m




    where r is the 

number of operational СTs of the fault-tolerant CS. 

The peculiarity of the functioning of the CS in the 

SRC lies in, in some cases (in the CT replacement 

mode), the possibility of replacing not one, but at the 

same time, several inoperable working tracts with a sin-

gle operational control tract when condition (4) is met. 

This makes it possible to increase significantly the fault 

tolerance of the CS in the SRC due to the possibility of 

simultaneous use of three types of reservation. Structur-

al reservation, due to the introduction of one control CT 

on the bases, which functions in parallel with the main 

(informational) CT. Information reservation due to the 

use of additional output information of the control CT, 

which provides the possibility of correcting distorted 

information. Functional reservation, due to fulfillment 

of condition (4).  

In the article, the example given below shows that 

SRC, in contrast to PNS, introduced SR is used maxi-

mally to improve the characteristics of CS. Indeed, the 

use of any type of reservation ultimately leads to struc-

tural (hardware) redundancy [23], which in SRC (unlike 

PNS) is used to organize several different types of res-

ervation at the same time, which increases the coeffi-

cient of use of redundant and general of total CS equip-

ment introduced. 

The article proposes a new concept of increasing 

the fault tolerance of CS. This concept is based on the 

use of the PR available in the CS, which is determined 

by the selected number system. Based on the above, 

when creating (designing) a CS, it is necessary to con-

sider not only the influence of the NS on the volume of 

equipment PRV , but firstly to estimate the value of V  

considering the influence of the NS on other characteris-

tics of the CS. That is, it is advisable to choose the NS 

taking into account its further influence on the choice of 

methods improvement of the necessary characteristics 

of the CS. Apparently, when building highly fault-

tolerant computing structures; it is possible to abandon 

the traditional criterion of "economical" selection of 

positional NSs according to criterion (1). 

As research and calculations have shown [12], it is 

advisable to choose the NS, from the point of view of 

ensuring a given level of fault tolerance of the CS, ac-

cording to the criterion: 

 

 V  min,   (5) 

 

and not according to criterion (1), at a given level of 

requirements for individual characteristics of the CS. 

This problem is close to the task of optimal reservation 

in the theory of reliability, which was confirmed during 

the practical creation of blocks and nodes of fault-

tolerant CS in SRC. 

In the general form of a fault-tolerant CS in the 

SRC (see Fig. 1) with n information CTs and one con-

trol CT contains the following elements: 11÷1n+1 – the 

first (informational) inputs of the CS; 21÷2n– infor-

mation CTs; 2n+1 control CT; 31÷3n+1– informational 

outputs of CTs; 41÷4n+1 – the first group of elements 

AND; 51÷5n+1 – the first group of elements OR; 6 – the 

first element OR; 7 – decoder (a device for converting a 

binary number code into a unitary number code); 8 – 

second element OR; 9 – third element OR; 101÷10k – a 

group of decoders; 111÷11k – the second group of OR 

elements; 121÷12k – the third group of elements OR; 

131÷13k – the second group of elements AND; 14 – 

fourth element OR; 15  – output " OPERATIONAL " 

CS in the SRC; 161÷16n+1 – outputs of CS control 

blocks (units) in the SRC; 17 – clock input of the de-

vice. CS in the SRC can work in two modes. Let us con-

sider each operating mode of the CS for an arbitrary the 

SRC with n informational CTs and one (k=1) control 

CT [24]. 

The first mode is a mode without degradation of 

the quality of the fault-tolerant CS functioning, i.e. 

without reducing the accuracy of calculations (data pro-

cessing is carried out in the information range 0[0,  D ) ). 

This is done under the following conditions: all infor-

mation 21÷2n and control 2n+1 CTs are operational; all 

information 21÷2n CTs are operational, and control 2n+1 

CT has failed; control 2n+1 СТ is operational, and part of 

r information CTs from n total number of 21÷2n CTs 

have failed; while condition (4) is fulfilled. 

At the same time, the calculations will be carried 

out in the working information range 0[0,  D ) , where 

n

0 i

i 1

D m



 . The number of output buses 161÷16n+1 of 

the CT control blocks 21÷2n+1 of the fault-tolerant CS 

equals the value of n+1. The presence of a signal on the 

i-th originating bus (a unit in the binary code of the CT 

control block states 21÷2n+1) CT control block 16i condi-
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tions the failure of the 2i-th CT. The decoder 7 converts 

the original binary code of CT control block states into a 

unary code [19]. The first group of decoder outputs 

101÷10k, which combine buses for which the original 

binary code of CT states defines the operational state of 

the fault-tolerant CS, are connected through OR ele-

ments 8 and 14 to the "OPERATIONAL" output 15 of 

the CS in the SRC.  

The control signal for the mode without degrada-

tion is generated at the output of OR element 8. The 

signal or signals of the failure of the 2-th CT (or a set of 

the 21÷2n+1 CTs) also arrive at the first inputs of the 

AND elements 41÷4n+1, to the second inputs of which 

the clock bus signal 17 arrives. Through the open AND 

element 4i (or AND elements 41÷4n), the signal (or sig-

nals) through the OR element 6 activates ("Start") the 

control CT 2n+1 by the base mn+1, and simultaneously, 

the original signal (or signals) of the AND element 

(AND elements 41÷4n+1) through the corresponding OR 

element (or elements) 51÷5n+1 disables the correspond-

ing CT (or CTs) 21÷2n+1. If there is a set of inoperative 

informational CTs 21÷2n+1 and condition (4) is not met, 

then the fault-tolerant CS is considered to have failed. 

The second mode is a mode with degradation of 

the quality of the fault-tolerant CS functioning, that is, 

with a decrease in the accuracy of calculations. The con-

trol signal for the first (j=1) level of degradation is 

formed at the output of the OR element 9 . The control 

signal for the (i+1)-th level of degradation is formed at 

the output of the OR element 12k.  Let us assume the  

j-th level of degradation is implemented. In this case, 

the original signal from the (j-1)-th OR element 12 

serves as a control signal for the CS in the degradation 

mode. In this case, when the condition is met: 

 

 
j

zi j

z 1

Q

m D



 ,  (6) 

 

where jQ – the number of the SRC bases; calculations 

will be carried out in a numerical range j[0,  D ) . If con-

dition (6) is met, then the signal from the decoder output 

10j through the OR element 11j, the open AND element 

13j, and the OR element 14 is sent to the 

"OPERATIONAL" output 15 of the CS. Simultaneous-

ly, the signal (or signals) from the output buses 

161÷16n+1 of the control blocks, corresponding to the 

CTs 21÷2n+1 of the CS through the corresponding open 

AND elements 4 and corresponding OR elements 5 dis-

able the corresponding CTs among the possible CTs 

21÷2n+1. If condition (6) is not met, then the signal from 

the second group of decoder outputs 10j through the OR 

element 12j opens the (і+1)-th AND element 11k+1.  

In other words, this signal serves as a control signal for 

the (і+1)-th level of degradation. 

Table 2 shows the operating conditions of the 

fault-tolerant CS in the SRC. Where the value 

 j j 0,1,2   is the number of elements of the set of 

operational states of the СTs (a sign of the operational 

capability of the fault-tolerant CS is the arithmetic sign 

"+" in columns 3, 5 and 6 of Table 2), respectively, to 

the operating modes  j j 0,1,2  of the fault-tolerant 

CS. For the first operating mode of the fault-tolerant CS 

(j=0) (without degradation) the number of operational 

states of the CTs 0 10   is equal to the number of 

output buses of the first group of outputs of the decoder 

7 (that is, the number of "+" signs in column 3 of Ta-

ble 2). For the second operating mode of the fault-

tolerant CS (j=1) (the first level of degradation) the 

number of operational states of the CTs 1 14   is 

equal to the number of output buses of the first group of 

outputs of the decoder 101 (that is, the number of "+" 

signs in column 5 of Table 2). For the second operating 

mode of the fault-tolerant CS (j=2) (the second level of 

degradation), the number of operational states of the 

CTs
 2 19   is equal to the number of output buses of 

the first output group of the decoder 102 (that is, the 

number of "+" signs in column 6 of Table 2).  

The second group of outputs of decoders 7, 101 

and 102, which unify buses with numbers corresponding 

to the inoperable states of the CTs of the fault-tolerant 

CS (arithmetic sign "-" in columns 4, 6 and 8 of Ta-

ble 2), are connected according to the inputs of the OR 

elements 9, 121 and 122.  

 

5. Modes of operation  

of the fault-tolerant CS in the SRC 
 

Let us consider the first (without degradation) 

mode of functioning of the fault-tolerant CS. 

Variant 1.1. All CTs 21-25 are operational. In this 

case, from the outputs of the CT control block 21-2n+1 

via buses 161÷165 the binary code of the CTs states (of 

the form 00000) is sent to the input of decoder 7. The 

signal from the zeroth output is then passed through the 

OR element 8 and OR element 14 to the 

"OPERATIONAL" output 15 (see Table 2,  

columns 1-4). 

Variant 1.2. All CTs 21-24 are operational, whereas 

the control CT 25 is inoperable. The binary code repre-

senting the states of CTs, 10000, is transmitted via bus-

es 161÷165 to the input of decoder 7. The signal from its 

output goes through the sixteenth output bus, then via 

OR elements 8 and 14 to the "OPERATIONAL" output 

15 (see Table 2, columns 1-4). 
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Table 2 

Operating conditions of the fault-tolerant CS in the SRC 

Indicators of outputs  

buses 161÷165 of control 

blocks  
Numbers 

of CTs of 
the fault-

tolerant CS 

which have 

failed 

The first mode The second mode 

5m  1m  2m  3m  4m  

Correlation 

of infor-

mation 

41m m  

and  

control 

5m  bases 

of the SRC 

Set Ω0 

of opera-

tional states 

of CTs  

of the fault-

tolerant CS 

The first level  

of degradation 

( 1D 139 ) 

The second level  

of degradation 

( 2D 61 ) 

23 3 4 5 7 

Correlation of 

bases of the 

SRC 

Ω1 

Correlation 

of bases of 

the SRC 

Ω2 

1 2 3 4 5 6 7 8 

0 0 0 0 0 - - + - + - + 

0 0 0 0 1 4 7<23 + 23·3·4·5˃139 + 23·3·4·5˃61 + 

0 0 0 1 0 3 5<23 + 23·3·4·7˃139 + 23·3·4·7˃61 + 

0 0 0 1 1 3, 4 5·7˃23 - 23·3·4·˃139 + 23·3·4˃61 + 

0 0 1 0 0 2 4<23 + 23·3·5·7˃139 + 23·3·5·7˃61 + 

0 0 1 0 1 2, 4 4·7˃23 - 23·3·5˃139 + 23·3·5˃61 + 

0 0 1 1 0 2, 3 4·5<23 + 23·3·7˃139 + 23·3·7˃61 + 

0 0 1 1 1 2, 3, 4 4·5·7˃23 - 23·3<139 - 23·3˃61 + 

0 1 0 0 0 1 3<23 + 23·4·5·7˃139 + 23·4·5·7˃61 + 

0 1 0 0 1 1, 4 3·7<23 + 23·4·5˃139 + 23·4·5˃61 + 

0 1 0 1 0 1, 3 3·5<23 + 23·4·7˃139 + 23·4·7˃61 + 

0 1 0 1 1 1, 3, 4 3·5·7˃23 - 23·4<139 - 23·4˃61 + 

0 1 1 0 0 1, 2 3·4<23 + 23·5·7˃139 + 23·5·7˃61 + 

0 1 1 0 1 1, 2, 4 3·4·7˃23 - 23·5<139 - 23·5˃61 + 

0 1 1 1 0 1, 2, 3 3·4·5˃23 - 23·7˃139 + 23·7˃61 + 

0 1 1 1 1 1, 2, 3, 4 3·4·5·7˃23 - 23<139 - 23<61 - 

1 0 0 0 0 5 3·4·5·7=420 + 3·4·5·7˃139 + 3·4·5·7˃61 + 

1 0 0 0 1 5, 4 - - 3·4·5<139 - 3·4·5<61 - 

1 0 0 1 0 5, 3 - - 3·4·7<139 - 3·4·7˃61 + 

1 0 0 1 1 5, 3, 4 - - 3·4<139 - 3·4<61 - 

1 0 1 0 0 5, 1 - - 3·5·7<139 - 3·5·7˃61 + 

1 0 1 0 1 5, 1, 4 - - 3·5<139 - 4·5·7˃61 - 

1 0 1 1 0 5, 1, 3 - - 3·7<139 - 3·7<61 - 

1 0 1 1 1 5, 1, 3, 4 - - 3<139 - 3<61 - 

1 1 0 0 0 5, 1 - - 4·5·7˃139 + 4·5·7˃61 + 

1 1 0 0 1 5, 1, 4 - - 4·5<139 - 4·5<61 - 

1 1 0 1 0 5, 1, 3 - - 4·7<139 - 4·7<61 - 

1 1 0 1 1 5, 1, 3, 4 - - 4<139 - 4<61 - 

1 1 1 0 0 5, 1, 2 - - 5·7<139 - 5·7<61 - 

1 1 1 0 1 5, 1, 2, 4 - - 5<139 - 5<61 - 

1 1 1 1 0 5, 1, 2, 3 - - 7<139 - 7<61 - 

1 1 1 1 1 1, 2, 3, 4, 5 - - - - - - 

       Ω0=10  Ω1=14  Ω2=19 
 

Variant 1.3. The control CT 25 is operational; 

however, some information CTs have failed.  

Variant 1.3.1. Suppose CTs by the bases 1m   

and 2m  have failed i.e., tracks 21 and 22. The binary 

code representing the states of CTs 21-25, 01100,  

is transmitted through buses 161÷165 to the input  

of decoder 7. The signal from its output goes through 

the twelfth output bus via OR elements 8 and 14  

to the "OPERATIONAL" output 15 (see Table 2,  

columns 1-4). Concurrently, the signals the code 01100 

activate AND elements 41 and 42. The signal from 

bus 17, firstly, goes through OR elements 51 and 52 to 

the "STOP" inputs, disabling CTs 21 and 22. Secondly, it 

goes through OR element 6 to the "START" input of the 

control CT 25. Consequently, the fault-tolerant CS  

remains operational; the information is processed by 

CTs 23+25. 
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Variant 1.3.2. Suppose CTs 23 and 24 failed. The 

binary code representing the states of CTs 21-25, 00011, 

is transmitted via buses 161÷165 to the input of the de-

coder 7. The signal from its output (second group of 

outputs from decoder 7) goes through the third bus via 

OR element 9 (second group of outputs, see Table 2, 

column 4, "-" symbol), activating the first AND element 

131 of the group (control signal of the first level of deg-

radation). In this case, the fault-tolerant CS operates at 

the first level of degradation mode. 

Variant 1.4. One or several informational  

CTs 21-24 and control CT 25 simultaneously failed. In 

this case, if there is a binary code in the first (left) posi-

tion (control CT 25 has failed) and an additional pres-

ence of a unit (one) in an arbitrary position of the output 

binary code of output bus signals 161÷165, all CTs 21÷25 

are stopped, i.e. the fault-tolerant CS in the SRC is in-

operable. In this case, the fault-tolerant CS will function 

in the second degradation mode. 

Let us consider the second (with degradation) 

mode of functioning of the fault-tolerant CS. Assume 

the device operates at the second level ( 2D 61 ) of 

degradation. Accordingly (see Table 2, columns 1, 7 

and 8), the first group of outputs of decoder 102 unifies 

a set of buses corresponding to the operational states 

Ω2=19 of the second level of degradation (Table 2, col-

umn 8, sign "+"), and the second group of outputs uni-

fies the set of buses corresponding to inoperable states 

(see Table 2, column 8, sign "-"). 

Variant 2.1. CTs 21, 22 and 23 failed. The binary 

code representing the states of CTs 21-25, 01110, is 

transmitted through buses 161÷165 to the input of de-

coder 102 (see Table 2, columns 1, 7, and 8). The signal 

from its output goes through the fourteenth bus (first 

group of decoder outputs 102) via AND elements 112, 

132 and 14 go to the "OPERATIONAL" output 15 of 

the fault-tolerant CS. 

Variant 2.2. CTs 21, 22, 23 and 24 have failed. The 

binary code representing the states of CTs 21-25, 01111, 

is transmitted through buses 161÷165 to the input of the 

decoder 102 (see Table 2, columns 1, 7, and 8).  

The signal from its output goes through the fifteenth bus 

(second group of decoder outputs 102) via AND  

elements 122 and 51÷55 go to the second inputs of all 

CTs 21-25 of the fault-tolerant CS. In this case, the 

"OPERATIONAL" signal from bus 15 is absent, mean-

ing that the fault-tolerant CS in the SRC is inoperable. 

From the given example, it is obvious that the  

non-positional numbering system in residual classes is 

an effective tool for increasing the fault tolerance of 

the CS. 

 

6. Results and Discussion 
 

Based on the results of the research conducted in 

this article, it can be asserted that the uniqueness of the 

fault-tolerant functioning of the CS in the SRC is due to 

the influence of the primary properties of the non-

positional number system, which are as follows: 

1. The principles of building the structures of the 

non-positional code created the basis for ensuring the 

reliable work of the CS in the SRC. 

2. In SRC, the application of one type of reserva-

tion causes the simultaneous presence of other types of 

reservation, i.e., it causes other types of redundancy. 

Thus, the use of information reservation (the introduc-

tion of information redundancy due to the introduction 

of control bases) to increase the reliability of calcula-

tions leads to the presence of structural redundancy, 

which can be additionally used to increase resistance to 

failure of the CS. During the implementation of the 

method of passive or active fault tolerance method, the 

essence of which is to identify (determine) the NR of 

the CS by using the applied number system. With the 

joint use of NR and AR, based on known methods of 

increasing reliability, the maximum value of non-failure 

of CS due to the total over-dimension can be achieved. 

It should be noted that in SCR primary structural redun-

dancy is significantly manifested only in the presence of 

secondary structural redundancy. 

3. When secondary structural redundancy is intro-

duced into the CS, the primary structural redundancy is 

also significantly manifested, caused by the formation 

of codes in the SRC. In this case, the fault tolerance of 

the CS in the SRC can be explained as follows. Based 

on the property of the SRC, each residue of a number in 

the SRC carries information about the entire original 

number. This in PNS is equivalent to the fact that, as if, 

smaller nodes of the CS are reserved. According to the 

general theory of reliability, it is advisable to reserve 

small nodes and blocks of a complex system to increase 

fault tolerance. For SRC, the roles of individual blocks 

and nodes should be considered as separate computa-

tional tracts of the CS. In this case, the probability of 

fault-free operation of the CS in the SRC, with the res-

ervation of computational paths, is higher than the prob-

ability of fault-free operation of the CS in the PNS with 

a triple majority structure (a triple computing system).  

4. A direct analogy of the structure of the CS in the 

SRC with the structure of the reserved CS in the PNS, 

this circumstance, using the approaches and mathemati-

cal relations known in the theory of reliability for the 

appropriate methods of reservation in the PNS will al-

low synthesizing a set of mathematical models for con-

ducting a quantitative assessment and comparative anal-

ysis of the fault tolerance of the CS in the SRC. 
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The results of the analysis of the example of the 

functioning of the fault-tolerant CS in the SRC given in 

the article, given by four information bases and only one 

control base, showed that the use the SRC provides a 

greater number of operational states of CS with reduced 

quality (greater number of degradation levels) of func-

tioning than the total number of operational states of CS 

in the PNS. 

The enhancement of fault tolerance in CS is condi-

tioned by the utilization of the basic qualities of the 

SRC. The compromise for increasing CS fault tolerance 

through the application of SRC is as follows: 

1. Significant efficiency from using SRC in CS is 

realized only when processing integers. 

2. There is a temporal and technical complexity 

involved in implementing positional operations (such as 

numerical comparison, control and diagnostics opera-

tions, data control, etc.) in the SRC [21]. 

3. An increased quantity of hardware for non-

redundant CS in the SRC is required when compared to 

the hardware count for CS in the PNS at the same level 

of fault tolerance. 

4. The performance reserve of CS in the SRC for 

implementing arithmetic operations can be harnessed to 

enhance fault tolerance, although this could result in 

some reduction in the speed of arithmetic operations.  

These compromises could be used in designing 

fault-tolerant and high-performance CS in the SRC. 

 

Conclusions 
 

The proposed method for increasing the fault tol-

erance of the CS is based on the use of existing PR and 

the presence of the used NS. The concept assumes that 

at the design stage of the CS, there is the possibility of 

using the NR (due to the use of NS) and the AR (due to 

the use of reservation methods). The basis of these 

methods constitutes the methods of active and passive 

fault tolerance, which are based on the joint use of NR 

and AR. This circumstance makes it possible to set and 

solve the tasks of achieving the required level of relia-

bility at the design stage of the CS for any NS in a new 

way. 

The non-positional number system in residual 

classes is an effective means of increasing the fault tol-

erance of CS. This is due primarily to the initial struc-

ture of the CS in the SRC (without introducing addi-

tional redundancy) has a prior predisposition to the pos-

sibility of fault tolerance functioning of the CS. This is 

due to the effect of the basic qualities of the SRC on the 

structure of the CS, which is similar to the structure of 

multi-processor CS in the PNS. 

Thus, the proposed option for choosing the form of 

data encoding (choice of NS) according to criterion (5) 

allows to create fault-tolerant computing structures (in 

particular, CS in the SRC), which ensures fault toler-

ance functioning of CS in the SRC.  

This simultaneous organization of various types of 

reservations in the SRC, due to the introduction of struc-

tural redundancy, is characteristic of the structural and 

functional organization of human brain activity and can 

ensure extremely high fault tolerance of computing 

structures, as well as high processing speed of huge ar-

rays of information. In this aspect, the activity of the 

human brain is close to the holographic principles of 

information processing, which, in turn, is consistent 

with the methods and algorithms of processing in the 

SRC. 

Some theoretical results obtained in this article 

may contribute to the solution of the problem of devel-

oping models and methods for increasing the fault toler-

ance of CS and CCS operating in the SRC, without re-

ducing the speed of implementation of integer arithme-

tic operations in computer machine arithmetic of the 

SRC. 

Future Research Development: Further research 

may be related to the study of the effect of fault toler-

ance on the survivability of the functioning of a real-

time CS. In addition, fault tolerance can be character-

ized as the ability of a CS to maintain its reliability 

(availability and sustainability) in the event of failures 

of its individual elements. In this regard, for a compara-

tive analysis of the characteristics of the CS, further 

studies should consider in detail the indicators for the 

quantitative assessment of fault tolerance, reliability, 

availability, and sustainability. 
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ВПЛИВ СИСТЕМИ ЧИСЛЕННЯ В ЗАЛИШКОВИХ КЛАСАХ  

НА ВІДМОВОСТІЙКІСТЬ КОМП'ЮТЕРНОЇ СИСТЕМИ  

Аліна Янко, Віктор Краснобаєв, 

Анатолій Мартиненко 

Предметом статті є методи та засоби підвищення відмовостійкості комп'ютерної системи (КС) та ком-

понент на основі використання непозиційної системи числення в залишкових класах. Розглянуто нову кон-

цепцію підвищення відмовостійкості КС за рахунок використання наявної надмірності, що утворюється від 

застосовуваної системи числення. Показано, що використання системи залишкових класів (СЗК), як системи 

числення, дозволяє забезпечувати відмовостійке функціонування КС реального часу. У цій статті розгляда-

ється відмовостійка КС, що функціонує в СЗК. Мета дослідження – забезпечення відмовостійкого функціо-

нування КС реального часу на основі використання непозиційної системи в залишкових класах. Об'єкт дос-

ліджень – процес обробки даних, представлених у непозиційній системі в залишкових класах. У статті наве-

дено приклад функціонування відмовостійкої КС у СЗК, заданої набором конкретних основ. Відмовостій-

кість КС у СЗК забезпечується за рахунок використання основних властивостей СЗК, способом активної 

відмовостійкості, шляхом використання процедури поступової деградації. Рівень відмовостійкості КС у СЗК 

у наведеному в статті прикладі досягається за рахунок зниження точності обчислень. У статті розглядається 

два рівня деградації. Наведено варіанти алгоритмів функціонування відмовостійких КС у СЗК у режимах 

заміни та поступової деградації. В основу проведених досліджень були покладені методи: системного аналі-

зу, теорія чисел, теорія обчислювальних процесів та систем, а також теорія кодування у СЗК. Результати 

аналізу наведеного у статті прикладу функціонування відмовостійкої КС у СЗК, заданої чотирма інформа-

ційними основами і лише однією контрольною основою, показали, що використання СЗК забезпечує більшу 

кількість працездатних станів КС зі зниженою якістю функціонування, ніж загальна кількість працездатних 

станів КС у позиційній системі числення. Висновки. У статті запропоновано нову концепцію підвищення 

відмовостійкості КС, що заснована на використанні наявної первинної надмірності, що міститься в КС, і 

обумовлену використанням непозиційної системи в залишкових класах. 

Ключові слова: обчислювальний тракт; відмовостійкість; відмовостійка комп'ютерна система; система 

числення; первинна надмірність; методи резервування; система залишкових класів. 
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