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PARAGRAPH-ORIENTED METHODS FOR DETERMINING THE COHERENCE
AND THEMATIC UNITY OF SCIENTIFIC AND TECHNICAL TEXTS

The subject of the article is to determine the degree of scientific and technical text connectedness using statistical
calculations. The aim of the scientific investigation is to study the possibilities of using the coherence of
fluctuations in the relative frequencies of keywords in paragraphs to determine the lexical coherence and
thematic unity of scientific and technical texts. The task is to develop a method for determining the thematic
unity of a text at the set of paragraphs level; to develop a method for determining the coherence of a text at the
set of paragraphs level; and to test the developed methods on a collection of documents. The methods used are
statistical analysis and computational experiment methods. The following results were obtained. The study has
shown that it is advisable to cluster paragraphs as points in the keyword space to determine the degree of
scientific and technical text coherence at the level of paragraphs. This opens up the possibility of calculating the
degree of thematic unity within the clusters and in the entire text. The degree of text fragments and the whole
text coherence is determined by analyzing the sequence of paragraph numbers in the clusters. This makes it
possible to formally determine the quality of the material presented in a scientific and technical article or in a
textbook. Conclusions. The scientific novelty of the study is as follows: there was refined on the method for
determination of the connectedness degree (coherence and thematic unity) of scientific and technical texts at the
level of paragraphs by implementation of paragraphs clustering in the keywords space, using the calculation of
thematic unity degree inside the clusters and in the overall text, as well as through analysis of paragraphs
numbers sequence in clusters in order to determine the degree of text fragments and the overall text coherence.
The methods are language-independent, based on clear hypotheses, and complement each other. The methods
have an adjusting element that can be used to adapt it to different thematic and stylistic areas. It has been
experimentally proved that the proposed methods for the determination of scientific and technical text
connectedness are efficient and can provide the framework for information technology of content analysis of
scientific and technical texts. The proposed methods do not use WEB resources for syntactic and semantic

analysis, providing the possibility to use them autonomously.
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Introduction

Automated text processing is one of the main areas
of information processing. An effective means of
machine-based extraction of text content is content
analysis, which is a methodology of quantitative and
qualitative analysis of texts and text arrays for further
meaningful interpretation of revealed numerical
regularities. Automated text analysis is used in various
linguistic tasks (machine translation, machine text
recognition, and data extraction). The tasks and problems
related to text information processing are in certain
directions in the field of natural language processing
(NLP). Tasks of this type include keyword search and
text coherence assessment. The task of automated
keyword search can be solved with many proposed
solutions. Most of them use syntactic patterns, which
makes computer processing difficult. We have proposed
our own approach to solving this problem [1]. There is
also the problem of automated text coherence evaluation.
In this paper, we elaborate our approach and focus on this
task.

In all linguistic dictionaries used by linguists, the
term "connectedness” is considered to be one of the
principal ones. This concept is the main, inherent feature
of the text [1]. We can say that the connectedness of a
text is the semantic closeness of the phrases it consists of.
The category of connectedness is qualified by researchers
as the semantic and structural unity of textual
components, which at the semantic level is represented
by the subcategory of coherence — internal semantic
connectedness between text units; and at the structural
level — by the subcategory of cohesion — external
connectedness between text units, formally represented
by language. The category of connectedness also
interacts with the category of integrity, but, unlike the
former, the latter is a psycholinguistic category and can
be established not in the process of reading, as
connectedness, but only after perceiving all the
components of the text. It is customary to speak of
coherence as a property of the text as a whole, and of
cohesion as a type of connection between text elements.
It can be argued that cohesion is a set of means of
ensuring text coherence at the syntactic and stylistic
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levels, which also determine the logical and semantic
cohesion of sentences [1].

Thus, we emphasize that coherence in the text
ensures the integrity and completeness of the utterance,
i.e., its connectedness, and that cohesion is only the form
of communication through which this integrity is
realized. Therefore, in the following, we will pay
attention to coherence as a property that needs to be
measured when determining the degree of text cohesion.

Our study concerned scientific and educational
texts. Such a text should be informative and have a
thematic (substantive) unity, i.e., a certain main idea. On
the one hand, this facilitates the search for keywords, and
on the other hand, it forces the author to make the text
coherent. It is coherence that ensures that a scientific and
technical text fulfills its informative function. Thanks to
coherence, semantic gaps in the text's content are filled
in and, as a result, its informative value is increased. In
addition, scientific and technical texts are subject to
careful control by editors. Therefore, any information
support for the process of checking such texts is relevant.

In our study, we use statistical methods to determine
the degree of thematic unity and coherence.

1. Analysis of works related and objectives

The NLP methods provide a wide variety of
possibilities for data extraction from natural language
texts. A good example is paper [2], which describes the
application of NLP prognostic analytics aimed at the
extraction of certain text entities from twits regarding the
evaluation of comments polarity on vaccine quality. This
study utilizes the Apache Spark Framework app., which
gives the possibility to process significant amounts of
data using the distribution method. However, such an
approach is impractical in the context of the analysis of a
separate document such as an article. On the other hand,
it is the analysis of a separate document and its content
structure that is considered a relevant objective. Such
analysis, as mentioned above, allows not only to classify
a document but also to evaluate its quality from the point
of view of thematic unity and connectedness.

Such evaluation can be used in various areas of text
information processing: search engines and website
optimization companies; writing presentation and
advertising texts; creation of educational material; and
quality control of scientific texts.

The relevance of solving the problem of assessing
text connectedness by determining its coherence is
confirmed by up-to-date papers that propose methods for
assessing the coherence of textual information to solve
various problems.

Paper [3] proposes a coherence assessment model
based on entity networks that makes it possible to
distinguish between connected and unconnected texts by

applying a sentence taxonomy based on a semantic
representation of entity connectedness. Despite the
logical transparency of the model, it produces relatively
large discrepancies between the results and expert
opinions.

In 2008, a model for assessing text coherence called
Entity Grid was proposed [4]. The main idea of this work
is to assume that the distribution of key text entities (noun
groups present in sentences) follows a certain pattern.
The parameter of coherence assessment is the frequency
of changes in the role of key entities in the text (subject,
direct object, etc.), i.e., the frequency of changes in the
accents in the text attracting the reader’s attention is
analyzed. In the case of abrupt/even transitions from one
key entity to another, the coherence score
decreases/increases accordingly. The method requires
text parsing. In 2013, a new method for assessing text
coherence called Entity Graph was proposed [5]. This
paper proposes an unsupervised evaluation of text
connectedness based on the construction of a graph in
which edges are established between semantically similar
sentences represented by vertices. The sentence
similarity is calculated based on the cosine similarity of
the semantic vectors representing the sentences. This is
based on semantic analysis, which in turn is based on
syntactic analysis.

Paper [6] discusses some models for evaluating
connectedness based on the stirring test. A binary
classification is used, in which the model has to
distinguish between a document and a reorganized
document obtained by randomly shuffling the order of
sentences in the document. The models assign a score to
each possible position and predict the one with the
highest score. One of the limitations of this test is that the
accuracy of the model is low, often in the range of
10-20 %. The computational cost is another limitation,
often growing linearly with the number of sentences, as
it is extremely expensive to evaluate all combinations to
find the order with the best score.

In [7], a method of distributed sentence
representation using a recurrent neural network is
proposed to solve the problem of determining the degree
of text coherence. A recurrent neural network was
created and trained on a set of Ukrainian-language
scientific articles. The result of network training is its
ability to perceive and understand a certain text. The
universality of this method is questionable. In addition,
as in previous works, the use of a neural network is
associated with the formation of training corpora of texts.
Thus, this way of solving the problem is very difficult.

There are methods that use different types of neural
networks to assess text coherence. The corresponding
methods are implemented on the basis of convolutional
neural networks [8 — 10]. The basic idea is to initially
split the text into sentences and then convert it into a
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sentence-vector or word-vector; this function is
performed by the initial layers of neural networks. It is
worth noting that this conversion uses pre-trained models
of vector representation of sentences or words, which
requires the formation of training corpora of texts and
regular retraining of the network.

In [11], the authors test whether "skeletons”, i.e. key
phrases in a text, are a good way to measure text
connectedness. Based on the idea of skeleton detection to
generate coherent fragments, the authors proposed a new
neural network architecture called Sentence/Skeleton
NET (SSN) to detect similarities between a pair of
sentences or skeletons. The proposed neural model
outperforms nonparametric similarity methods such as
cosine and Euclidean distance. Of course, such a network
also requires training and retraining.

We should also highlight works related to paragraph
processing [12, 13]. In [12], sentence parsing is
performed by dividing a paragraph into several sentences
using a pre-trained Punkt tokenizer for the English
language. The Punkt sentence tokenizer is available in
the nltk.tokenize module and is provided by the Natural
Language Toolkit (NLTK). This tokenizer divides the
text into a list of sentences using a model building
algorithm for word abbreviations, phrases (combinations
of words), and sentence starters. The method requires
training on a large collection of plain text before it can be
used.

To measure coherence between sentences in a
paragraph, [13] proposes a model in which each word is
represented as a numerical vector, and for measurement
purposes, a sentence is considered the smallest unit of the
connected text. To evaluate the integrity of a paragraph,
the thematic correlation between sentences is estimated.
To evaluate the thematic dependence and cohesion of
sentences, sentence matrices are formed using the
word2vec vector. Local connectedness is understood as
the dependence of sentences in a paragraph. The first step
in this process is to estimate the sentence dependency of
each paragraph as local cohesion, and in the second step,
the paragraph dependency is considered as global
cohesion. This means that the next sentence correlates
with (n-1) previous sentences according to conditional
probabilities. However, the model can assess global
coherence only through the thematic unity of sentences
and their collections.

The application of deep-learning neural networks
for the extraction of hidden information from text data
frequencies faces the problem of unbalanced data, which
is highlighted in this paper [14]. Such an absence of
balance is caused by the necessity to perform preliminary
thematic structuring in a large number of texts. The
authors propose utilizing the additional neural network as
the aforesaid problem solution. But this requires
additional training of such a network, which in turn leads

to searching for a way to generate structured data on the
basis of analysis of certain text corpora. The quality of
such texts under their significant quantity needs
verification using a particular tool set.

Paper [15] considers an issue arising during text
classification using RNN and CNN and their variations.
The issue mentioned is that the neural network often
focuses not on the global sentence context and the entire
text, but rather on the peculiarities of local sentences. It
is proposed to solve the problem by applying an
additional model of self-attention, which must be focused
on key aspects of a text. The model includes a range of
additional neural networks, which also require training
on the basis of texts with guaranteed quality. Thus, there
is a need for simple tools for thematic structuring and text
quality verification with regard to its thematic unity.

At the end of the review, we note the works [16] and
[17], which present a detailed description of the
automatic coherence analysis software application
TAACO. The tool widely uses various methods of
syntactic analysis to calculate a set of parameters, such as
the number and proportion of lemmas with one content,
the type-token ratio for bigrams and N-grams, and the
role of conjunctions in entity cohesion. The tool
calculates average sentence and paragraph matches for
all lemma matches, content word matches, and noun,
verb, adjective, adverb, and pronoun matches. WEB
resources are used to implement all these methods.

The exploration of known ideas has made us sure
that none of the authors use the analysis of paragraphs as
independent structural units of the text that have thematic
unity. It should also be noted that none of the works listed
deals with the thematic unity of texts. Meanwhile, this
property also significantly affects text connectedness. If
a text does not have thematic unity, it is highly unlikely
that the whole text will be coherent. However, if a text
features the main topic, the concept of thematic unity
becomes relevant.

Therefore, in our work, we propose an additional
indicator, namely, the indicator of thematic unity. It is
desirable that both criteria — coherence and thematic
unity — are measured on a single scale. In most of the
papers reviewed, the connectivity indicators are
measured on-scale [0..1] by reason of the wide
utilization of neural networks of various configurations,
in which the softmax function is used in the output
perceptron layer, which has an output result in the
scale [0...1].

In texts containing argumentation and a clear
sequence of thought development, which is inherent in
professional speech, paragraphs contribute to the creation
of the most important feature of a scientific (scientific
and professional, etc.) text — the logical sequence of the
material. A paragraph of scientific speech is a structural,
thematic, and communicative unity. Thematic unity of a
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paragraph is manifested in the coverage of only one
topic [18].

The purpose of this paper, is to develop a
technically simple method for measuring the degree of
coherence and thematic unity of scientific and technical
texts using available statistical methods within the
framework of quantitative content analysis. Our
approach enables the analysis of a single document
without the application of statistical data on the corpus of
documents and large dictionaries.

For of our work, the following tasks are set and
solved:

—to develop a method for determining the thematic
unity of the text at the level of a set of paragraphs;

—to develop a method for determining the
coherence of the text at the level of a set of paragraphs;

—to test the developed methods on a set of
documents.

2. Method of determining the thematic
unity of the text at the level
of set of paragraphs

To describe the method for determining the degree
of text connectedness, let us devise the following
statements:

1. Paragraphs related to the same thematic aspect of
an article have a similar set of keywords and distribution
of their relative frequencies in paragraphs.

2. In a keyword space, paragraphs related to the
same thematic aspect create clusters.

3. The degree of the density of aspect clusters
characterizes the thematic unity of corresponding
paragraphs. The smaller the mean squared distance
between points in the cluster, the greater the thematic
unity of paragraphs in this cluster. The concept of
thematic unity serves as a local criterion for paragraph
information interconnection and directly affects text
connectedness.

4. The degree of the proximity of cluster centers to
a common center of a keyword space characterizes the
thematic unity of a text. The closer clusters’ centers to a
common center are, the greater is the thematic unity of an
entire text.

5. If paragraphs in a created aspect cluster have
consecutive numbers, it can be claimed that this text
fragment is coherent at the paragraph level.

Based on these statements, let us outline the stages
of the method for determining the degree of text thematic
unity at the level of paragraphs. It should be clear that this
method uses the results obtained in the process of
searching for keywords, the general algorithm of which
is described above.

Stage 1. Formation of clusters in the keyword space.
The number of keywords N (taking into account some

keywords in word combinations) determines the
dimension of this space. We also know the coordinates of
each paragraph point. We use a well-known k-means
method. The value of k=N.

Stage 2. Calculation of coordinates of keyword
space centroid using relative frequencies of keywords
throughout a text.

Stage 3. The iterative procedure of checking
clusters for the intersection. For each pair of clusters, the
proportion of paragraphs that belong to both clusters is
calculated. If there are clusters for which the share of
common paragraphs exceeds 0.5, we combine these
clusters and calculate the center of a new cluster again.

Stage 4. Calculation of normalized average distance
between paragraphs in clusters according to the equation

Z du' 1)

280' i,jeSe|

cl=1
where dij — is the distance between the i-th and j-th
paragraphs in the cl-th cluster;
k is the number of clusters,
Sq isthe number of paragraphs in the cl-th cluster. The
minimum F; is 0. The maximum Fy is 1.
Stage 5. Calculation of the normalized degree of the
proximity of cluster centers to the common center of a
keyword space according to the equation

1 k
o= (O @)

where C is a coordinate vector of keyword space center;
X, is a coordinate vector of the center of the cl-th cluster.

The minimum F; is 0. The maximum F; is 1.
Stage 6. Calculation of thematic unity of a text.

F =1-[aR +(1-a)R], (3)

where o is a weighting factor that balances the influence
of local criteria F; and F,. Maximum thematic unity is

achieved at F—1.

3. Method for determining the degree
of text coherence at the level
of set of paragraphs

Stage 1. Determination of the degree of coherence
of a text fragment corresponding to each cluster. To do
this, it is necessary to determine the sequence of
paragraph numbers in each cluster and the degree of the
irregularity of these sequences.

1.1. Mark with ymin —a minimum paragraph number
in a cluster, ymax — @ maximum paragraph number in a
cluster.
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1.2. Open two arrays — A1, A. The size of the arrays
corresponds to the number of paragraphs in a cluster.

1.3. In array Az, the number of existing paragraphs
should be saved and elements should be ranked in
ascending order. Array A, should be filled with natural
numbers ranging from ymin t0 Ymax-

Stage 2. Calculate the number of discrepancies n, in
arrays A; and A,. Next, the degree of text coherence
should be calculated at the level of paragraphs in this
cluster with the equation:

n
Cy=1-—2 4
Mg

where mg is the number of paragraphs in the cl-th cluster.
Stage 3. Determine the degree of text coherence at
the level of paragraphs with the equation:

C:,\Tzccl’ 5)

where Na is the number of paragraphs in a text.

The maximum degree of coherence is 1.

So, we have two parameters that, in our opinion,
characterize the connectedness of a scientific text at the
level of paragraphs. This is coherence and thematic unity.

Consequently, a method for determining the degree
of connectedness of a scientific and technical text at the
level of paragraphs is developed, which is quite
interesting because it applies the clustering of paragraphs
in a keywords space, calculation of the degree of thematic
unity within clusters and an entire text, as well as analysis
of paragraph number sequence in clusters to determine
the degree of coherence of text fragments and an entire
text. This makes it possible to formally determine the
quality of the material presented in a scientific and
technical article or textbook.

4. Experiments

A set of Ukrainian, Russian, and English-language
scientific and technical texts — 20 texts in total — was
selected to test the functionality of the methods suggested
for text analysis. The set includes scientific and technical
articles on various subjects and fragments of study books.
The average text volume was about 2200 words. The
average number of paragraphs was about 30. The results
of the machine analysis for keywords search were
compared with the author's sets of keywords in scientific
and technical articles. Experts were involved in selecting
sets of keywords for fragments of study books.

The results of machine determination of thematic
unity and coherence of articles in various scientific fields
were compared with the evaluations of expert reviewers.

The experts were warned that the ratings of coherence
and thematic unity should be on a scale of 0...100 points.
This range is easily converted into the range of 0...1,
therefore it was taken as a basis. Tables 1 and 2 show the
coherence and thematic unity scores for 20 articles.
Expert ratings are averaged.

Table 1
The evaluation of coherence
No. Coherence
of article Machine Expert
evaluations evaluations
1 0.43 0.39
2 0.26 0.45
3 0.28 0.36
4 0.35 0.48
5 0.67 0.7
6 0.48 0.53
7 0.78 0.7
8 0.37 0.42
9 0.29 0.36
10 0.64 0.57
11 0.49 0.52
12 0.62 0.54
13 0.27 0.48
14 0.59 0.66
15 0.82 0.75
16 0.45 0.54
17 0.72 0.8
18 0.55 0.63
19 0.44 0.57
20 0.63 0.69
Mean 0.5065 0.557

First, we obtained the experts’ scores. Next, the
program was tuned by adjusting the value of the
coefficient o, which balances the sum of two local criteria
that affect the assessment of thematic unity. Since the
values of the expert ratings were taken as true, it was
necessary to check whether our tool could be adjusted in
such a way that the variance of the differences between
the machine and expert ratings was minimal (in order to
minimize the variance between the machine and the
expert ratings). In this regard, a series of experiments, in
which the value of the parameter a varied from 0.9 to 0.3
in steps of 0.05, was carried out. It was found that the
optimal value equals 0.35. After tuning, the relative
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discrepancies between the machine scores and the
average expert scores were 9.07 % and 7.17 % for
coherence and thematic unity, respectively.

Table 2
The evaluation of thematic unity
No _ Thematic unity
of article Machl_ne Expe_rt
evaluations evaluations
1 0.49 0.52
2 0.31 0.36
3 0.23 0.36
4 0.46 0.5
5 0.52 0.57
6 0.63 0.7
7 0.81 0.75
8 0.46 0.79
9 0.34 0.37
10 0.53 0.58
11 0.42 0.48
12 0.57 0.49
13 0.35 0.45
14 0.62 0.67
15 0.78 0.68
16 0.56 0.58
17 0.64 0.56
18 0.59 0.64
19 0.53 0.57
20 0.78 0.82
Mean 0.531 0.572
5. Discussion

Determining the text coherence at the level of
paragraphs is important because the author of a scientific
article is qualified enough to arrange sentences within
paragraphs in logical order. On the other hand, paragraph
arrangement and their overall content quite often require
author verification if the author has little experience in
article writing.

In particular cases it is expedient to determine the
mean square deviation S and to observe which
paragraphs and in what number are located within the S,
2S and 3S values from the center of the keyword space
after calculating the dispersion of the cluster centers in
the keyword space. Potentially, this approach may also
be used to evaluate the thematic unity of the text.
However, it is necessary to perform additional
experiments to determine the adequacy of such thematic

unity assessment.

It is also important to note the existence of the
problem of unbalanced data in natural language
processing technologies based on deep learning
networks, in other words, the corpus of texts offered for
training or analysis needs thematic structuring for
particular subject areas. The methods we propose are well
suited for thematic structuring of corpora and selection of
texts with the required quality. Furthermore, our methods
do not require the use and training of additional neural
networks.

The methods proposed for determining the thematic
unity and coherence of scientific and technical texts have
some advantages over existing methods, namely, they do
not require the use of WEB resources aimed at syntactic
and semantic analysis, which allows them to act
autonomously.

A great number of mathematical expressions in a
text lead to certain difficulties in the application of
frequency analysis methods. Our approach is not an
exception. Therefore, the corpus of texts for testing
included articles in which the share of fragments with
formulas was no more than 15...20 %. If mathematical
expressions make up the significant part of a text, it is
impossible to analyze the connectivity using statistical
methods. Such texts should be analyzed only by experts
in the subject area.

Therefore, at present, machine learning prevails as
the main methodology for machine understanding of
natural language texts. The application of extremely large
amounts of text corpora and very complex deep-learning
neural networks allowed us to obtain impressive results.
Against this background, traditional methods of
quantitative content analysis appear imperfect and
ineffective. However, machine learning is based on the
same approach as traditional machine analysis, namely
the detection of hidden statistical patterns in data sets. On
this path, it is possible to obtain positive results by the
application of heuristic findings and traditional statistical
techniques of analysis. The results obtained may be
applied in the future and in machine learning. For
example, in work [1], we developed a method of text
analysis that differs from the existing methods in that it
is based on the identification of positive correlations
between the relative frequencies of occurrence of a subset
of the most frequent words in paragraphs, which allowed
us to identify the keywords and contextual subsets in the
texts that feature connectedness at the paragraph level.
That is, the hypothesis that there should be certain
regularities in the gradual dynamics of keyword
occurrence frequencies from one paragraph to another is
confirmed if the text under study features connectedness
and a certain topic plays the role of a leitmotif.
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Conclusions

It has been established that the concept of coherence
is an integral feature of the text. The coherence of the text
ensures good comprehension and understanding of the
text. But connectivity must be provided at different
levels. At the level of phrases and sentences, coherence
is implemented by syntactic rules. This level of
connectivity is called cohesion. At the level of the text as
a whole, coherence is manifested in its thematic structure
and unified semantics. Therefore, it is generally
advisable to define coherence using larger structural
units, namely paragraphs. To this level, the concept of
coherence is related to the concept of coherence and
thematic unity. Coherence is defined as the internal
meaningful connection between the text units.

We believe that the criterion of thematic unity is
crucial for the assessment of texts devoted to particular
aspects of science and technology. Therefore, the work
pays attention to the thematic unity assessment. Thematic
unity cannot be established during the process of reading,
but only after the perception of all components of the text.
Both of these text characteristics must be evaluated in
many cases.

The existing methods of connectedness evaluation
are based either on syntactic rules or on neural network
technologies for natural text analysis. Obviously, both
approaches require the application of large resources
available in the global network. Meanwhile, the
coherence and thematic unity of the texts of a particular
category, for example, scientific and technical articles,
may be assessed by fairly simple statistical methods. That
particular direction is under discussion in our paper.

The method for determining the degree of
connectedness (coherence and thematic unity) of a
scientific and technical text at the level of paragraphs has
been improved. It is based on paragraph clustering in
keywords space, calculation of the degree of thematic
unity within clusters and the entire text, and analysis of
paragraph number sequence in clusters to determine the
degree of coherence of text fragments and in the whole
text. This makes it possible to determine the quality of
the material presented in a scientific and technical article
or in a manual.

The methods may be used as an auxiliary tool for
content analysis of scientific and technical texts.

Further studies are aimed at testing the application
of our methods on a wider range of documents, using a
set of categorical thesauri to highlight thematic aspects of
the text.
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AB3AILI-OPIEHTOBAHI METO/IM BUBHAYEHHS KOTEPEHTHOCTI
TA TEMATUYHOI € THOCTI HAYKOBO-TEXHIYHUX TEKCTIB

Izop 1llesuenxo, Ilagno Anopecs, Maiia /lepnosa,
Onena Iloooybéeit

IIpenmMeToM CTATTi € BU3HAYEHHS CTYIEHIO 3B S3HOCTI HAYKOBO-TEXHIYHMX TEKCTiB 3a JIOMOMOTOI0
CTaTUCTHIHHUX 004HciIeHb. MeTor podoTH € JOCIiKEHHS MOKIMBOCTEH BUKOPHUCTAHHS KOT€PEHTHOCTI KONUBAaHb
BIIHOCHHMX YacTOT KJIFOYOBHX CIIB B a03arax Juisi BH3HAYCHHS JEKCHMYHOI KOT€PEHTHOCTI Ta TEMAaTHYHOI €THOCTI
HAYKOBO-TEXHIYHHUX TEKCTiB. 3aBJAHHS TOJATaE y po3poOIll METONY BH3HAYCHHS TEMAaTHYHOI €THOCTI TEKCTy Ha
piBHI CYKymHOCTI a03ariB; po3poOlli MeToqy BH3HAYCHHS KOTCPEHTHOCTI TEKCTY Ha PiBHI CYKYIHOCTI a03arlis;
BHUIIPOOYBaHHI PO3POOIEHNX METOMiB Ha KOJEKMii JOKyMEHTiB. BuKopucTOBYBaHI MeToaMm — II€ METOIH
CTaTUCTUYIHOTO aHAJi3y Ta METOAH OOYHCIIOBAIBHOIO eKcriepruMeHTy. OTprMaHi HACTYITHI pe3yabTaTH. Y TIporeci
JOCIIDKEHHS MOKa3aHo, IO Ui BU3HAYEHHS CTYIICHIO 3B SI3HOCTI HAYKOBO-TEXHIYHOTO TEKCTy Ha piBHI a03allis,
JIOIIJIBHO pOOWTH KiacTepu3amiio a03aliB, SIK TOYOK Yy TMPOCTOPi KIOYOBHX CiB. IIpH IIbOMY BiJKPHUBAETHCS
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MOXIIUBICT OOYHCIECHHS Mipi TeMaTHYHOI €THOCTI BCEpeNMHI KJIAcTepiB 1 ycboro Tekcry. CTymiHb 3B’S3HOCTI
(bparMeHTiB TEKCTY Ta BChOT'0 TEKCTY B IIJIOMY BU3HAYAETHCS 32 JOTIOMOTOI0 aHali3y ITOCIiIOBHOCTI HOMEpIB ab3aliB
y kiacrepax. Lle nae MoximBicTh (hOpMaIbHO BU3HAYHTH SIKICTh BUKJIAJICHHS MaTepiary y HAyKOBO-TEXHIUHIN CTaTTi
abo HaBuasbHOMY IoCiOHMKY. BucHoBku. HaykoBa HOBM3HA monsirae y HaCTYNHOMY: MH BJIOCKOHAJIMIIM METO[
BH3HAYEHHS CTYIEHIO 3B’S3HOCTI (KOT€PEHTHOCTI Ta TEMAaTHYHOI €IJHOCTI) HAyKOBO-TEXHIYHOI'O TEKCTY Ha DiBHI
a03aIliB 3a PaxyHOK TOT0, III0 3aCTOCOBYEMO KJIACTEPH3AIli0 a03alliB Y IMPOCTOPi KIFOYOBUX CIIiB, OOYUCIICHHS MipH
TEMaTHYHOI €JTHOCTI BCEPEIUHI KIACTEPIB 1 yChOrO0 TEKCTY, a TaKOX aHalli3 TOCIiJOBHOCTI HOMEpiB a03aliB y
KJlacTepax JJIsl BU3HAUCHHS CTYNEHI0 KOT€pEHTHOCTI (pparMeHTiB TEKCTy Ta YChOTO TEKCTy B IiiioMy. Meroan He
3ajekaTh BiJl MOBHM, 3aCHOBaHI Ha 3pO3YMUIMX TilOTe3aX Ta BAAJIO JOMOBHIOIOTH OJUH OAHOro. MeTomu MaroTh
€JIEMEHT HaJaITyBaHHS, SIKii MOYKHA BUKOPHCTOBYBATH JUIS aJlaNTallii Imi/| pi3Hi TEeMaTHYHI Ta CTHIICTUYHI HAIIPSMHU.
ExcrieppuMeHTanbHO J0Ka3aHo, IO 3alpOINOHOBAaHI METOIM BHM3HAUEHHS 3B’S3HOCTI HAYKOBO-TEXHIUYHHMX TEKCTIiB
Tpane3faTHi Ta MOXKYTh CIIYTYBaTH OCHOBOIO JUIsl CTBOPEHHs iH(OpMaIliiiHOI TeXHOJIOT1i KOHTEHT-aHali3y HayKOBO-
TEXHIYHUX TEKCTiB. Meroau He moTpiOyIOTh BHKOPHCTaHHS BEOpECypCiB, CHpPSIMOBAaHHMX HAa CHHTaKCHYHUH Ta
CEMaHTUYHHI aHai3, JO3BOJISIOYH AiSTH aBTOHOMHO.

Kir04oBi c10Ba: KOrepeHTHICTh TEKCTY; TEMaTHYHA €IHICTH;, a03ally; KIIFOYOBI CJIOBA; BITHOCHI YacCTOTH;
KJIacTepHu.
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