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PRACTICAL IMAGING ALGORITHMS IN ULTRA-WIDEBAND RADAR  

SYSTEMS USING ACTIVE APERTURE SYNTHESIS  

AND STOCHASTIC PROBING SIGNALS 
 

The subject of the manuscript is the algorithms for radar imaging. This research develops imaging methods and 

algorithms for wideband and ultrawideband active aperture synthesis systems with antenna arrays and stochastic 

probing signals. The use of antenna arrays makes it possible to obtain radar images without the need to move ra-

dar or antenna system in space. The use of wideband and ultra-wideband stochastic probing signals is justified by 

their narrow autocorrelation functions. This increased the resolution of the obtained images. The main idea of the 

proposed algorithms is to filter the original wideband signal into several narrowband processes. Furthermore, 

only the central frequencies of each narrowband signal were processed. This approach allows us to use the clas-

sical widespread methods of aperture synthesis for the case of a wideband signal. Usually, they are applicable 

only for narrowband signals that satisfy the condition of a quasi-monochromatic approximation. This significant-
ly reduces the overall computational complexity of the imaging algorithm, which simplifies its further practical 

implementation on the existing radioelement base. Because of the simulation, a primary radar image has been 

obtained and the overall performance of the proposed approach to processing wideband signals has been con-

firmed. An increase in the quality of the obtained image when using a multiple of frequency ranges is shown. An 

experimental study of the effect of processing a wideband signal only at its centre frequency instead of the entire 

frequency band is conducted. During the experiment, the correlation functions of the signals received by two 

spaced receivers were obtained. As a result, the Van Cittert-Zernike theorem has been experimentally confirmed. 

It allows signal processing only at its centre frequency instead of the entire frequency band. Simultaneously, the 

prospect of expanding the bandwidth of the probing signal is indicated. It, in the presence of a wideband element 

base and devices for high-speed signal processing, will further increase the imaging resolution of a radar system. 

 
Keywords: active aperture synthesis; radar imaging algorithms; wideband systems; correlation functions. 

 

Introduction 

 

Motivation. At present, to solve the problems of 

terrain mapping, air and space reconnaissance, and mis-

sile weapons control, Radar Systems (RS) based on aer-

ospace vehicles are actively used [1, 2]. An important 

feature of such advanced systems is the use of under-

wing, under-fuselage and other types of Antenna Arrays 

(AA), as well as appropriate space-time signal pro-

cessing [3, 4]. However, the operation algorithms of 

many existing RS provide for the processing of narrow-

band signals only. Latest advances in the radioelement 

base field have made it possible to create systems with 

ultra-wideband signals space-time processing [5, 6]. Of 

particular interest in this area are the problems of spa-

tially extended objects imaging using stochastic Ultra-

WideBand (UWB) signals. Such signals in the form of 

stationary random processes have narrow correlation 

functions, which is important in radar imaging [7].   

State of the Art. At the moment, synthetic aper-

ture radars are the most effective among active RS [8]. 

The algorithm of their work consists in the coherent 

accumulation of signals during an aerospace carrier 

movement. In passive and radio astronomy RS operat-
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ing with stochastic signals, aperture synthesis methods 

are actively used to form images [9, 10]. Often, such 

systems process signals received from sources of radio-

thermal radiation. An important basis of RS with aper-

ture synthesis is the using of effective observation area 

and the receiving signals by spatially distributed anten-

na systems [11]. 

The mentioned methods have certain differences. 

Passive systems do not always take into account the 

mutual motion of the radiation source and the area of its 

registration. However, of particular interest is the use of 

aperture synthesis methods for imaging by active radar 

stations. In this case, to increase the imaging resolution, 

it is advisable to use segments of noise-like wideband 

signals as probing ones. The use of systems with aper-

ture synthesis is relevant for surface imaging from aero-

space vehicles at probing angles close to nadir. This is 

due to the fact that classical side-looking and synthetic 

aperture radars cannot provide sufficient image resolu-

tion in these directions.  

Currently, there are already some options for solv-

ing this problem. In this study [12], pointed the pro-

spects of implementation of a multi-position satellite 

system for high-resolution radio imaging. Multi-

positioning ensures global imaging. However, it does 

not allow to quickly surveying the given local areas of 

the surface, which is important when solving military 

tasks. Additionally, such systems cannot be implement-

ed on one aerospace carrier, which significantly increas-

es the cost of their deployment. 

Some developers propose to use a spotlight survey 

of a given surface area [13, 14]. This ensures the radio 

imaging with high spatial resolution of a small surface 

area. 
Another direction of research is the implementa-

tion of passive aperture synthesis methods taking into 

account the movement of the carrier [15, 16]. These 

research involve the processing of narrowband signals 

and therefore significantly limit the advantages of the 

aperture synthesis method. The narrow bandwidth of 

aperture synthesis radars is due to the limitation of the 

Van Cittert-Zernike theorem, in which the solution of 

integral equations involves the quasi-monochromatic 

approximation.  
Another promising direction is the use of active-

passive radar complexes [17-19]. Often, such complex-

es work in active and passive modes in different fre-

quency bands [20]. 
It is possible to overcome the limitations of high-

resolution imaging in the "blind zone" of radars due to 

the combination of active and passive radar methods 

and the use of ultra-wideband signals, taking into ac-

count the capabilities of the spectral aperture synthesis 

method [21]. Therefore, the problem of signal pro-

cessing algorithms developing for on-board systems 

with active aperture synthesis is extremely relevant. 
Objectives. This work is devoted to the develop-

ment of algorithms for incoherent and coherent radio 

imaging by RS with active aperture synthesis. It contin-

ues previous research [22, 23]. 

 

Initial data. Mathematical description  

of coherent and non-coherent images  

obtained by ultra-wideband radars 

 
To obtain an algorithm for radar imaging from an 

aerospace carrier at angles close to the nadir, we use the 

geometry of the problem shown in Figure 1. At the 

mentioned angles, the classic RS have practically no 

range resolution. In this case, an underlying surface im-

age in two Cartesian coordinates can be obtained by 

aperture synthesis methods implementing. 

 

 
 

Fig. 1. Physical parameters and geometric relationships 

used while imaging algorithm obtaining 

 

In Figure 1, the following designations are introduced: 

x y  is the underlying the surface coordinate system; 

 x y  is the coordinate system associated with the 

phase center of the receiving antenna system; xk  is 

an angle between the x -axes and the direction to the 

surface element dr  centered at the point P ; yk  is 

an angle between the y -axes and the direction to the 

surface element dr  centered at the point P ; D  is a 
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flat receiving area; D  is an irradiated underlying sur-

face; r  is a radius vector directed to a reflecting point 

P  on the underlying surface D ; r  is a radius vector 

directed to the receiving point position in the receiving 

area D ;  kE  is a module of an antenna sys-

tem Radiation Pattern (RP) focused in the direction 

k ;  R r,0  is the distance from the transmitting 

point 0  to the surface element dr  centered at the 

point P ;  R r,r  is the distance from a surface ele-

ment dr  centered at the point P  to an receiving point 

in the receiving area D ; IFS is Image Formation Sys-

tem. 

IFS can be implemented using various imaging 

principles: a scanning system; a parallel-imaging sys-

tem, in which the underlying surface is covered by sev-

eral RP beams; a system that restores an image by co-

herence functions using, etc. The IFS outputs approxi-

mately correspond to the elements (pixels) of the ob-

tained image of the observed surface elements dr  with 

angular positions determined by the direction cosines 

     1 2 k N, , , , , . In the case of a coherent image 

formation, the IFS output is proportional to the complex 

amplitudes of a received signals. When forming an in-

coherent image, power estimates are observed at the 

outputs. 

To obtain the image formation algorithm, firstly 

we determine the probing signal model. It is advisable 

to represent a stochastic probing signal  s t  in the 

spectral form as the inverse Fourier transform of its 

complex amplitude spectral density  S j2 f : 

 

     
 1
f ts t S j2 f , (1) 

 

where 
 1
f t  is the inverse Fourier transform oper-

ator. 

When probing the underlying surface, a signal re-

flected from the surface element dr dxdy  arrives to a 

receiving point r  with the delay 

 

 
          

   
 z

R r ,r 2R r ,0 r
t

c c
, (2) 

 

where      x yr x y  is a scalar product of vectors 

  and r . 

The summary field created by all surface elements 

in the receiving area  r D  approximately can be rep-

resented in the form 

        1
Fs r ,t V SF ,f   

    
 





      
   

1SF ,f exp j2 f t c r dfd , (3) 

 

where  1
FV  is the inverse FV  - transform operator 

[22, 24];         SF ,f S j2 f F ,f  is a complex spec-

tral image function which we consider as a coherent 

image;  F ,f  is a specific (referred to the volume 

dfd ) surface element dr dxdy  scattering coeffi-

cient, the area of which is recalculated to the solid angle 

   x yd d d  . 

The coefficient  F ,f , as a complex function of 

the angular coordinates, represents the surface true co-

herent image at a certain frequency f . But in practice, 

the phase information contained in it is difficult to take 

into account. Therefore, in equation (3), the complex 

factor containing difficult-to-determine phase shifts at 

distances   
 

2R r ,0 , will be added to the coefficient 

 F ,f . 

In terms of frequency f , the spectral function 

 SF ,f  is two-sided, that is, it is defined in the range 

   f , . In terms of variable  ,  SF ,f  is de-

fined in the circle   2 2
x y 1 . Formally, the limits of 

integration over a variable   in further calculations will 

be extended to  . 

Since the FV -transform is reversible, a coherent 

image  SF ,f  can be represented in the form 

 

        2 2
Ff c SF ,f V s r ,t  

     






       
1s r , t exp j2 f t c r dtdr , (4) 

 

where FV  is the direct FV -transform operator. 

For a complex analytical signal  

 

     
   s r ,t s r ,t js r ,t  

 

a pair of transforms is valid 
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



    
0

s(r , t) 2SF( ,f)  

           
1 1

Fexp j2 f[t c r ] d df V 2SF( ,f) , (5) 

        
2 2

Ff c 2SF ,f V s r ,t  

     






       
1s r , t exp j2 f t c r dtdr , (6) 

 

where  
s r , t  is a process associated with s(r , t)  by 

Hilbert transforms over variable t . The spectral func-

tion SF( ,f)  is equal to 0 while f 0 , and is doubled 

in positive frequencies range. 

An important feature of the FV -transforms use is 

their applicability for the description and analysis of 

ultra-wideband space-time fields and systems. For nar-

row-band fields, if the Quasi-Monochromatic Approxi-

mation (QMA) condition is satisfied, we can perform 

the transition     1 1
0fc r f c r  , where 0f  is the cen-

tral frequency in the spectrum of a narrow-band signal 

[25]. In this case, equations (5) and (6) are converted 

into classical 3-dimentional Fourier transforms widely 

used in remote sensing, passive radar, and radio astron-

omy [26, 27]. 

We assume that the signals reflected from the un-

derlying surface are random due to the random structure 

of surface’s irregularities and probing signal stochastici-

ty. Then the spectral components of the probing signal 

are uncorrelated with each other: 
 

           1 2 1 1 2S f S f G f f f , (7) 

 

where  G f  is an emitted signal energy spectrum;   

is a statistical averaging sign. 

Let us considered that reflections from various el-

ements of an unregular surface (grass, shrubs, etc.), 

whose irregularities exceed the wavelength, are practi-

cally independent of each other. Then the values of the 

scattering coefficient at different angles are independ-

ent: 
 

            
  

0
1 2 1 1 2F( ,f)F ( ,f) ,f , (8) 

 

where   0
1 ,f  is Radar Cross-Section (RCS). This 

value is close to the surface scattering coefficient in 

terms of power. Therefore, in the problem being solved, 

we assume that it is a true incoherent surface image. 

Then the correlation function of the signal  s r , t  

in the receiving area can be represented the following 

form: 

 

                 
1 0

1 1 2 2 FR( r , ) s(r ,t )s(r ,t ) V G ,f  

    
 



 

       
0 1G ,f exp j2 f c r df d , (9) 

 

where     1 2r r r ;   1 2t t ;   0G ,f  is an ener-

gy spectral function of the image, which, up to a factor 

 G f , coincides with the true incoherent image 

  0 ,f  of the surface. 

Equation (9) is reversible and the function 

  0G ,f  is a direct FV -transformation of the signal 

 s r , t  correlation function: 

 

     
 



 

             
2 2 0

1 1 Ff c G ,f V R r , R r ,

 

           1exp j2 f c r d d r .      (10) 

 

Similar relations hold for complex-conjugate ana-

lytical stationary homogeneous processes 1 1s(r , t )  and 

 2 2s (r , t ) : 

 

                   
      

1 0
1 1 2 2 Fr , s r ,t s r ,t V 4G ,f ,

                
2 2 0

Ff c 4G ,f V r , , (11) 

 

where Г( r ,f)  is a cross-correlation function of pro-

cesses 1 1s(r , t )  and 
 2 2s (r , t ) . The spectral function 

  0G ,f  in equation (11) is one-sided and is equal to 

zero while f 0 . 

The obtained equations generalize the van Cittert-

Zernike theorem in the analysis of wideband and ul-

trawideband signals in the far Fraunhofer zone. This 

theorem is widely used in passive RS and radio astron-

omy when the QMA condition is satisfied. 

Let us rewrite the equation (9) in the following 

form 

 

          
  

1 0
FR , r V G ,f  

 

 
   







    
F

f, r exp j2 f df . (12) 



Radioelectronic systems 
 

59 

Here, the function is  
 f, r  the Spectral Den-

sity of the Complex Spatial Coherence Function 

(SDCSCF) at the frequency f . It can be represented by 

the equation 

 

   





      
  r

1 0f, r G ,f  

  
    f R , r . (13) 

 

Equation (13) is the inverse spatial Fourier trans-

form of the real spectral function of the im-

age   0G ,f , therefore it is its spatial spectrum 

 

   





      
  r

1 0f, r G ,f   

  
 



 

  
      

 


0 r
G ,f exp j2 f d

c
.  

 

The image spectral function can be restored by the 

direct spatial Fourier transform of the SDCSCF: 

 

    
       

2
0

r2

c
G ,f f, r

f
  

 

 
 







  
        

 

D

r
f, r exp j2 f r

c
. (14) 

 

The SDCSCF can also be found by the direct Fou-

rier transform of the autocorrelation function   R , r  

in the time domain: 

 

     
       ff, r R , r . (15) 

 

Imaging algorithms based on the data  

of UWB stochastic signals processing 
 

The above equations associate the signal fields and 

their spectral-correlation statistical characteristics on the 

scattering surface D  and receiving area D without 

specifying the processing operations. Thus, for the prac-

tical surface imaging, an explicit or implicit focusing of 

the IFS on its individual elements is necessary. Imaging 

is carried out either by scanning in a given sector of 

angles (sequential imaging), or by covering the sector 

with many RP beams (parallel imaging), or by implicit 

focusing methods associated with the use of complex 

coherence functions of observed radio fields. With ex-

plicit focusing on each direction, signal delays are in-

troduced into the Amplitude-Phase Distribution (APD) 

of the receiving antenna sensitivity corresponding to the 

time of arrival of oblique wave fronts from these direc-

tions. These delays correspond to the arrival time of 

wave fronts from these directions. Then, the delayed 

signals are summed. The phase delay operations of the 

signal spectral components and their subsequent in-

phase integration (summation) are equivalent. All these 

operations are implemented by diagram-forming circuits 

(DFC), which are part of the IFS. 

Initially, we consider an idealized continual APD 

of an antenna system, focused on the direction k  and 

allowing phase control at each point of the receiving 

area  r D : 
 

    
 

    
 
 

 k
k 0

r
I f, r , I f, r ex f

c
p j2 , (16) 

 

where  0I f, r  is the idealized APD that allows control 

of the amplitudes and phases of the received signals at 

each of its points. In the simplest case, an idealized 

APD can be described by the following equation: 
 

  
 

 
 0

1, r D ;
I f, r

0, r D .
 (17) 

 

It is necessary to take into account that the RP 

 kE f,  and APD are connected by spatial Fourier 

transforms: 

   


    
  

1
k kr

E f, I f, r ,   

  
 





 
     

 
 k
D

r
I f, r , exp j2 f dr

c
, (18) 

 

   

 
        

 

2

k kr

f
I f, r , E f,

c
  

  
 





 
     

 
 k
D

r
E f, exp j2 f dr

c
. (19) 

 

Then, in the case of IFS focusing on the direc-

tionk , the received signal can be represented as fol-

lows: 

 
   

   
 

  

   

       k k
F D

s t, K(j2 f)I f, r , SF ,f

  

 

  

   
         

   
 
F

r
exp j2 f t dr dfd K(j2 f)

c

          kF f, SF ,f exp j2 f t dfd , (20) 
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where K(j2 f)  is a transmission ratio of IFS. For an-

tenna arrays, these are the transmission coefficients of 

antenna-feeder paths and receiving devices connected to 

the outputs of individual elementary antennas that are 

part of the array. 

Taking into account equations (7) and (8), we find 

the average power of the received signal, which is an 

estimate of the integral incoherent image 

 

   
 





     
22

k k
F

P̂ s t, K(j2 f )  

 

 
   



 

    
2 0

kE f, G ,f d df , (21) 

 

where ( )ˆ  is estimation sign. 

Image estimation at each frequency is the result of 

smoothing (defocusing) of the true image   0G ,f  by 

RP  
2

kE f,  in terms of power: 

 

 
 

   


 

      
20 0

k kˆG ,f E f, G ,f d . (22) 

 

Applying the spatial Fourier transforms to the in-

tegrands  
2

kF f,  and   0G ,f , we obtain 

 

   0
kˆG ,f  

 

 
   





  

        APD k
r ,D

R f, r , f, r d r , (23) 

 

where   ADP kR f, r ,  is an Autocorrelation Func-

tion of APD (AF APD), which has the following form 

 

   APD kR f, r ,  

 

 
   





      
*

k k
D

I f, r , I f, r r , dr . (24) 

 

For the APD (16), the AF APD is described by the 

equation 

 

   APD kR f, r ,  

    
  

   
 
 

 k
0 APD

r
R f, r exp j2 f

c
, (25) 

where 

    0 APDR f, r   

 

 
   






     0 0
D

I f, r I f, r r dr  (26) 

 

is the APD autocorrelation function of the initial, unfo-

cused antenna system. 

Considering (25), image estimation (23) can be 

represented in the following form 

 

 
 

   


  

    
0

k 0 APD
r ,D

ˆG ,f R f, r   

  

 



     

 
 

k r
f, r exp

c
j2 df r , (27) 

 

where   0
kˆG ,f  is calculated as the Fourier trans-

form of the product of the SDCSCF (13) and the AF 

ADP (26). 

The SDCSCF  
 f, r  should be considered as 

the spatial image spectrum, while the AF APD 

   0 ADPR f, r  is the spatial transmission ratio of 

these spectral components. Then the integral image (21) 

has a form: 

 

 
 

 
 

 
 

   

     
2

k 0 APD
F r ,D

P̂ K(j2 f) R f, r   

  

  
     

 
 

 k r
f, r exp j2 df

c
r df . (28) 

 

In equation (28), focusing on the direction k  is 

ensured by the exponential factor and by the integration 

over the variable r . 

The signals can be filtered into narrow-band com-

ponents in the frequency bands with frequency re-

sponse mK (j2 f) , so that the integrands in the internal 

integrals (21) and (28) are independent of the frequency 

and satisfy the QMA conditions. Then the integration 

operations in equation (28) can be replaced by summa-

tion: 
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   
 



  

     
M 2

k m 0m k
m 1

P̂ 2 F F f ,  

 


      
M

0
0m m

m 1

G ,f d 2 F  

 
 

   




  

      0m 0m0 APD
r ,D

R f , r f , r   

 
  

   
 





0

k
m

r
exp j d

c
2 f r , (29) 

 

where 

 

  




  
2

m m2 F K j2 f df , (30) 

 

       
2

m m 0mK (j2 f) K j2 (f f )  

             
2 2

m 0m m 0mK j2 (f f ) K j2 (f f )  

      
2

m 0mK j2 (f f ) . (31) 

 

The obtained equations indicate the possible opera-

tions that can be performed on the received signals to 

form an underlying surface image. In this article, we 

consider two methods for incoherent imaging. The ex-

plicit focusing method has been considered in formulas 

(20) and (21). To implement it, it is necessary to cover a 

given observation sector with a set of RP beams and 

estimate the signal power for each beam direction. Gen-

erally, focusing on operations can be conducted by per-

forming delays of the ultrawideband signal correspond-

ing to the delays of the incident wave front. This can 

also be done after filtering the signal into separate pro-

cesses, using appropriate phase delays and summation. 

Images obtained at different frequencies must be inte-

grated (summed). 

The second imaging variant is based on the use of 

equation (28) or (29) and uses the concepts of coherence 

functions and AF APD. Equation (29) assumes the fil-

tering of an ultra-wideband complex analytical signal 

into narrow frequency bands with transfer coefficients 

        m m 0mK j2 f K j2 f f (it satisfies the QMA 

condition), integration, and summation of images. The 

analytical signal has a one-sided spectrum and allows to 

obtain the coherence function only at positive frequen-

cies that have a physical realization. Otherwise, it is 

necessary to introduce into the processing algorithm 

(29) the second frequency  0mf , which has no physical 

realization. Technically, an analytical signal can be 

formed, for example, using quadrature detec-

tors [28, 29]. 

 

Processing of signals received  

by an idealized continuum aperture 

 

The narrow-band analytical signal in the m-th fre-

quency band for each point  r D  of the aperture (17) 

can be represented as follows: 
 

       
 

 

      m m 0ms t, r S t, r exp j2 f t 2SF ,f

             
  

1
0 0m m 0mI r ,f K j2 f exp j2 ft f c r dfd

      




   0m 0 0m mexp j2 f t I r ,f S ,t   

       1
0mexp j2 f c r d . (32) 

 

In equation (32) 
 

     




   m 0 0m mS t, r I r ,f S , t  

       1
0mexp j2 f c r d  (33) 

 

is a complex envelope of the signal received and filtered 

at a point  r D  by a narrow band filter with a fre-

quency response  mK j2 f . To simplify the formulas, 

the indices corresponding to the numbers of frequency 

bands after signals filtering will not be indicated further 

in the article, where this is not of fundamental im-

portance. 

So that in further transformations the frequencies 

0 0mf f  are only in the positive frequency range, we 

use analytical signals with a one-sided spectrum. Let us 

find the complex coherence function of the analytical 

signal in the m-th frequency band: 

 

               , r s t, r s t , r r

                  0 0S t, r S t , r r exp j2 f exp j2 f

     
 



 

       0 0 0 0 1I r ,f I r r ,f S ,t  

           1
2 0 1S ,t exp j2 f c r   

          1
0 2 1 2j2 f c r r d d . (34) 
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For   0 , the spatial coherence function has the 

following form: 

 

                0, r s t, r s t, r r S t, r   

               0 0 0 0S t, r r 4 FI r ,f I r r ,f  

     






     
0 1

0G ,f exp j2 f c r d . (35) 

 

Additionally, we take into account (7) and (8) in 

equation (36), then 

 

     
 



 

     1 2 1 1S ,t S ,t 4 SF ,f   

           2 2 1 2S F ,f K j2 f K j2 f  

     1 2 1 2exp j2 f f t df df   

      




      
20

1 2 14G ,f K j2 f df . (36) 

 

For a narrow m-th frequency response band 

        0K j2 f K j2 f f  in the vicinity of the fre-

quency 0f , the following equation can be applied: 

 

    




      
20

0 04G ,f K j2 f f df   

     0
04G ,f F . (37) 

 

Here, it is considered that the analytical signal has 

a one-sided spectrum, doubled in amplitude. 

To obtain a practical image formation algorithm, it 

is necessary to correctly substantiate the signal averag-

ing procedure, indicated by the sign  . When calculat-

ing the coherence function, this mathematical operation 

is represented by the following expression: 

 

                 1 2, r S t, r S t , r r S S   

  
 

  

 

   1 2 1 2 1 2S S p S S dS S , (38) 

 

where  1 2p S S  is the joint probability density func-

tional of the processes  S t, r  and      S t , r r . 

Algorithmically, this formula has no physical im-

plementation. However, in practical cases, the necessary 

averaging procedure can be performed based on the 

mean value theorem. For T  and  D , it is 

strictly justified for determining the statistical character-

istics of ergodic processes: 

 

     TD , r   

    



      
  

T

D 0

1
S t, r S t , r r dtdr

TD
, (39) 

 

where D  is observation area. 

In contrast to equation (39) for the mathematical 

expectation of the signal’s product, formula (40) for 

their average value is physically realizable in the form 

of an algorithm for the received field processing. Note 

that many optimization problems in which the average 

initial data values are given by the probabilistic equation 

(39) lead to physically realizable solutions in the form 

(40) [24]. 

An approximate average of the product of these 

functions can be obtained by integrating them over time 

only: 

 

     


          
T

0

1
, r S t, r S t , r r dtdr

T
. (40) 

 

Additionally, averaging equation (41) over spatial 

coordinates and considering the approximate equalities 

of mathematical expectations and average values, we 

obtain: 

 

     





        

 TD
D

1 4 F
0, r S t, r S t, r r dr

D D

     




 

        
0

0 0 0 0 0
D

I r ,f I r r ,f dr G ,f  

       1
0exp j2 f c r d   

     


    

 0 0 0ADP

4 F
R r ,f r ,f

D
. (41) 

 

Comparing this result with equations (22) and 

(23), we conclude that the incoherent image estimation 

  0
k 0mG ,f  at each filtered frequency 0mf  can be 

found as the Fourier-transform of the prod-

uct    
   ADP 0 0R r ,f f , r : 
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  


      TDr

4 F
0, r

D
  

 
 

   




  

      0 00 ADP
r ,D

R f , r f , r   

 
   

       
   

0k
0 k 0

r 4 F
ˆexp j2 f d r G ,f

c D
. (42) 

 

It corresponds to the classical van Cittert–Zernike 

theorem. It should be note, that in a narrow frequency 

band in the vicinity of each frequency 0mf , the QMA 

condition is satisfied. In the obtained equation, it is nec-

essary to use formulas (40) or (41) to form the spatial 

coherence functions    TD 0, r  or  
 0, r . 

Thus, if there is an aperture with a given APD in 

the observation area D , the spatial coherence function 

of the received field is multiplied by the AF APD. Then, 

to restore the image in accordance with the van Cittert-

Zernike theorem, it is necessary to apply the spatial 

Fourier transform to equation (42). The Fourier trans-

form of the integrand’s product leads to the convolution 

of the true incoherent image   0
k 0G ,f  and RP: 

 

    


        

0
TD k 0r

4 F
ˆ0, r G ,f

D
  

  
 

 


 


    

 
2 0

k 0
4 F

E f, G ,f d
D

. (43) 

 

In the obtained equation, the function  
 f, r  

is the complex spatial spectrum of the real spectral func-

tion   0
0G ,f , and the function    0 ADPR f, r  is 

the spatial complex transmission coefficient of an an-

tenna system. At the same time, the spatial configura-

tion of the antenna system and its APD must ensure the 

registration of the maximum number of harmonics of 

the function   0
0G ,f  spectrum. The function 

  0
k 0ˆ ,f  is a smoothed estimate of the true image 

  0
0,f  with loss of resolution by an amount deter-

mined by the type and width of the pattern 

 
2

kE f, . Thus, to implement the second algo-

rithm for incoherent imaging in the presence of an ideal-

ized continual APD, it is necessary to perform the fol-

lowing algorithmic operations on the received signal in 

the area of its registration. 

1. It is necessary to filter the received ultra-

wideband space-time signal into narrow frequency 

bands that satisfy the QMA condition. 

2. We estimate the complex functions of spatial 

coherence    TD 0, r  in each individual frequency 

band. It can be done by multiplying the complex ampli-

tudes of the signals received by the antenna system ele-

ments at points r , and integrating the product over t  

and r : 

 

    TD 0, r  

 

    



    
  

T

D 0

1
S t, r S t, r r dtdr

TD
. (44) 

 

3. In accordance with the Van Cittert-Zernike theo-

rem, we calculate the image estimates   0
0G ,f , ap-

plying the spatial Fourier transform to    TD 0, r : 

 

 


  


0
k 0

4 F
ˆG ,f

D
  

 

 
 





  

  
       

 
 


k

TD
r ,D

r
0, r exp j2 f d r

c
. (45) 

 

This operation must be performed in each subband 

frequency of a wideband or ultra-wideband space-time 

signal. 

4. Then it is necessary to sum the obtained results 

in accordance with formula (29): 

 

    


    
N

0
k i i k 0

i 1

ˆ ˆP 4 FG ,f . (46) 

 

The resulting integral image will be more informa-

tive, because will contain the summary information con-

tained in each frequency band. Obviously, each image 

formed in different frequency bands can be studied sep-

arately. 

The proposed algorithm is applicable for an ideal-

ized antenna aperture (16) and (17) with the possibility 

of the phase changing at each point r  of the receiving 

area. The implementation of such an aperture is possible 

in optics, however, in the radio wave range, its imple-

mentation is impossible. Therefore, it is advisable to 

obtain an appropriate signal processing algorithm for 

the case of real antennas, such as AR. 
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Practical imaging algorithm  

using antenna arrays 
 

In real AR, the receiving area is discretely filled 

with apertures of elementary antennas with a basic APD 
 

    


   
N

ai i
i 1

I f, r I f, r r . (47) 

 

Reception of signals and control of their delays are 

possible only at the outputs of elementary antennas with 

phase centers at points ir . APD for an AA subjected to 

amplitude-phase control and focused on the direction 

k , has the following form 

 

   


 
      

 






N

k i
k ai i

i 1

r
I f, r , I f, r r exp fj2

c
. (48) 

 

Its AF APD can be represented by the equation 
 

 
 

 

   
     
 






 
N N k i j

ADP k
i 1 j 1

f
c

r r
R f, r , exp j2  

       
  i j0ij ADPR f, r r r ,                (49) 

where  

       
  i j0ij ADPR f, r r r   

  
 

 




         ai i aj j
D

I f, r r I f, r r r dr  (50) 

 

are cross-correlation functions of basic APDs 

  ai iI f, r r  of AA elements. 

We substitute equation (49) into (23) and obtain 
 

   0
kˆG ,f   

  
 

 

   
   
 
  

 
N N k i j

ij
i 1 j 1

f
r r

f exp j
c

2 , (51) 

where 

 
 

   


  

      
  ij i j0ij ADP

r ,D

f R f, r r r  

 
 

   





 

        ai aj 0f, r d r E f, E f ,   

  
   

      
 
  

i j0
k

r r
G ,f exp j2 f d

c
. (52) 

Equation (51) shows that the estimates of incoher-

ent images   0
k 0mˆG ,f  are calculated by applying 

the discrete Fourier transform to the coefficients 

 ij 0mf . These coefficients are the result of integrat-

ing the products of the complex function of spatial co-

herence and the cross-correlation functions of the basic 

APDs of AA elements. After filtering the signals over 

narrow frequency bands, as in the previous problem 

with an idealized aperture, it is necessary to substitute 

discrete frequency values  0mf f  into the obtained 

equations (51) and (52). 

It should be noted that the numbering of the anten-

nas i 1,N , j 1,N , for simplicity, is chosen sequen-

tially, regardless of whether the AA is one-dimensional 

or two-dimensional. The RP of all elementary antennas 

are the same and have the form of the Fourier transform 

of the corresponding APDs: 

 

   
 





     ai i ai i
D

E ,f, r I r r ,f   

  
   

     
   

i 11

1 i

r r r
exp j2 f c r dr

r r r
  

    
 






    
1

i ai 1
D

exp j2 f c r I r ,f   

          
  

1
1 1 aiexp j2 fc r dr E ,f   

      1 iexp j2 f c r . (53) 

 

The RPs of different AA elements differ only in 

phase multipliers     1 iexp j2 f c r , characterizing 

the position of their phase centers ir . These multipliers 

arise in a natural way when a wave is registered along 

its incidence front in the form of a delay or ahead in 

phase in relation to the origin of coordinates. 

The summarized (integral) image can be represent-

ed as follows: 

 

    


    
M

0
k m m k 0m

m 1

ˆ ˆP 2 F G ,f . (54) 

 

The obtained equations describe the mathematical 

structure of the image and the physical meaning of some 

mathematical operations. However, the equations do not 

have information about what specific algorithmic opera-

tions must be performed on the received signal to form 

the image. To solve this problem, we assume that the 
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signals after filtering are received by each elementary 

antenna in separate narrow frequency bands and that the 

signals in each such band satisfy the QMA condition. 

Analytical complex signals with a one-sided spectrum at 

the output of the i-th antenna in each band have the 

form: 
 

     
 

 
  

  

       
i

i i 0
D

s t, r S t, r exp j2 f t 2SF ,f

          ai i 0 0I r r ,f K j2 f f  

            
  

1
0 0exp j2 ft f c r dfd dr exp j2 f t   

      






     
1

ai 0 0 iS ,t E ,f exp j2 f c r d , (55) 

 

where 

 

     




    0S ,t exp j2 f t 2SF ,f   

          0K j2 f f exp j2 ft df , (56) 

     




    i ai 0S t, r S ,t E ,f   

       1
0 iexp j2 f c r d , (57) 

 

and  ai 0E ,f  is described by equation (53). 

Consider the complex spatial function of mutual 

coherence of complex analytical signals, the real and 

imaginary parts of which are formed at the outputs of 

two arbitrary i-th and j-th elementary antennas: 

 

       
 

 

 

      i j 1 2 2S t, r S t, r S ,t S ,t  

      ai 1 0 aj 2 0E ,f E ,f  

  






         
1

0 1 i 2 j 1 2exp j2 f c r r d d 4 F   

          0
0 ai 0 aj 0G ,f E ,f E ,f   

              1
0 i j ij 0exp j2 f c r r d 4 F f , (58) 

 

where, based on equations (7) and (8), we can write 

 

     1 1 2 2S ,t S ,t   

          0
1 0 1 24 FG ,f , (59) 

     




     
0

ij 0 0 ai 0f G ,f E ,f   

             1
aj 0 0 i jE ,f exp j2 f c r r d . (60) 

 

The matrix of variable  ij 0f  is an indicator of 

the coherence degree of signals obtained at the outputs 

of AA elementary antennas. The obtained result coin-

cides with the second part of equation (52) at frequen-

cies  0mf f . In this case, based on equations (51) and 

(60) at frequencies  0mf f , we obtain the image esti-

mation   0
kG ,f  in the form of a discrete Fourier 

transform of these numbers. This is the step of the prac-

tical signal processing algorithm, i.e. formation of the 

spatial function of mutual coherence of complex analyt-

ical signals: 

 

   
 

 

   
      
 
 





 
N N k i j0

k i
i 1 1

0j 0
j

f
c

r r
ˆG ,f f exp j2

   

 

  

 
N N

i j
i 1 j 1

1
S t, r S t, r

4 F
  

 
    

  
 






k i

0

j
f

r r

c
exp j2 . (61) 

 

Formula (52) for the variables  ij 0f , expressed 

in terms of the coherence function and the mutual corre-

lation function of the APD of elementary antennas 

  0ik APDR ( ) , we obtain as follows. We write the RPs 

product in the following form: 

 

   
   

 
 



  

    ai 0 aj 0 ai 1 0
D D

E ,f E ,f I r ,f  

             1
aj 2 0 0 1 2 1 2I r ,f exp j2 f c r r dr dr  

   
   

 


  

 
 

      
 
 

  ai 1 0 aj 1 0 1
D D

I r ,f I r r ,f dr  

 
 

   






        
1

0 0аij ADP
D

exp j2 f c r d r R r ,f

       1
0exp j2 f c r d r .     (62) 
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Assuming the values of the integration limits to be 

sufficiently large, we neglect the influence of their 

changes upon the change of variables. We substitute 

equations (14) and (62) into (60). As a result, we obtain 

equation similar to (53): 

 

       






      
0

ij 0 0 ai 0 aj 0f G ,f E ,f E ,f   

    
 




 

           
2

1 0
0 i j 0 12

f
exp j2 f c r r d f , r

c

     2 0аij ADPR r ,f  

  






                
  

1
0 1 2 i j 1 2exp j2 f c r r r r d r r

     






           
   0 0 i jаij ADPf , r R f , r r r r . (63) 

 

The practical implementation of the algorithm for 

the coherence degree  ij 0f  obtaining can be carried 

out in accordance with an equation similar to (39) but 

considering the discrete form of the AA with the re-

placement of the integration operation by summation. 

Assuming the AA to be two-dimensional, we denote the 

positions of the phase centers of elementary anten-

nas nlr ,  n 1: N, l 1 : L , and their output signals by 

double indices  nlS t, r . Then we obtain the algorithm 

for the formation of the coherence degree: 

 

         ij 0m i j4 F f S t, r S t, r

   
 


 

 

    
TN 1 L 1

nl n i,l j
n 0 l 0 0

1
S t, r S t, r dt

TNL
, (62) 

 

where  
    nl n i,l j ijr r r . 

Thus, to implement the second imaging algorithm 

by wideband active radars with AA and aperture synthe-

sis it is necessary to perform the following algorithmic 

operations. 

1. It is necessary to filter the spectrum of the re-

ceived wideband signal into narrow frequency bands, in 

which the signals have close to constant spectral-

correlation characteristics and satisfy the QMA condi-

tions. 

2. Next, it is necessary to obtain a set of the coher-

ence degree values  ij 0mf  on each frequency band in 

accordance with equation (64). 

3. It is necessary to apply the discrete Fourier 

transform to the obtained values: 

 

 
 

  
  
 






  0m

N L
k ij

ij 0m
i 1 j 1

r
f exp j2 f

c
,  

 

    ij i jr r r . 

 

Images obtained in different frequency bands must 

be summed. 

Other variants of aperture synthesis are also possi-

ble, for example, by forming the second derivatives of 

the spatial coherence functions of ultrawideband signals 

[24]. However, these options require appropriate addi-

tional research. 

 

Simulation results 

 

Let us simulate the obtained practical imaging al-

gorithm for wideband systems with active aperture syn-

thesis. We assume that the antenna array of the system 

is square and consists of 25 elements. Each element in 

the simulation has the shape of a circle with a radius of 

0.2 m. The distance between the adjacent elements was 

0.8 m. The location of the elements on the AA is shown 

in Figure 2. The frequency range of the probing signal 

in the simulation is in the range from 22 GHz to 46 

GHz, which corresponds to the capabilities of the mod-

ern radio element base. 

 
Fig. 2. Receiving antenna array geometry 

 

The initial test image is taken from open sources 

and shown in Figure 3. 

In accordance with the proposed imaging algo-

rithm for a radar, it is initially necessary to filter the 

broadband probing signal into several narrow-band pro-

cesses. Thus, in the simulation, the initial broadband 

process is divided into 600 subbands, the center fre-

quencies of which start from 22.02 GHz and follow with 

a step of 40 MHz up to 45.98 GHz. 
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Fig. 3. Test image 

 

Further, for the central frequency of each subband, 

the coherence degree value  ij 0mf  is formed. While 

simulation, it is convenient to represent them by equa-

tion (63) as an integral of the product of the AF APD 

        
  0 i jаij APDR f , r r r  and the SDCSCF 

 
 0f , r . AF APD is calculated by equation (50), 

and SDCSCF can be represented by the Fourier trans-

form of the test image. Figure 4 shows the modulus of 

the AF APD of the used antenna array on several differ-

ent frequencies. 

As can be seen in Figure 4, with an increase in fre-

quency, the general form of the AF APD does not 

change, but its lobes expand and the distance between 

them increases. 

The spectral representation of the test image, 

which is the function  
 0f , r , is shown in Figure 5. 

Next, we obtain primary radar images at the cen-

tral frequencies of each of the subbands. It is realized by 

applying the Fourier transform to the product 

        
  0 i jаij ADPR f , r r r  on  

 0f , r  in each of 

the subbands. Images obtained in several subbands are 

shown in Figures 6, 7. 

Primary radioimage is obtained according to equa-

tion (54) by summing 600 images of each frequency 

subbands. It is shown in Figure 8. 

The obtained summary primary radio image in 

Figure 8 is detailed in compare with images obtained in 

individual subbands in Fig. 6. Thus, in Fig. 7, there is 

much more detail in the areas of roads, shed and grass. 

Obtained image quality can be significantly improved at 

the post-processing stage by applying decorelating or 

other types of filters [30, 31]. 

 

 

 

a 

 

b 

 

c 

 

d 

Fig. 4. Autocorrelation function of antenna array 

APD at 22.02 GHz (a), 30 GHz (b), 38 GHz (c)  

and  45.98 GHz (d) 
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Fig. 5. Spectral density of the complex spatial  

coherence function for simulation 

 

 

 
a 

 
b 

Fig. 6. Primary radar image obtained on center  

frequencies 22.02 GHz (a), 30 GHz (b) 

 

However, of particular interest to improve the 

detalization of the obtained images is the optimization 

of the antenna array shape. Thus, the proposed system 

of active aperture synthesis is close to passive systems  

 
a 

 
b 

Fig. 7. Primary radar image obtained on center  

frequencies 38 GHz (a) and 45.98 GHz (b) 

 

 

 

Fig. 8. Cross-correlation function of basic APD  
of elementary antennas of AA 

 

used in radio astronomy. The quality of radio images 

obtained in radio astronomy multi-antenna systems sig-

nificantly depends on the location of individual antenna 

elements in AA [32, 33]. In such systems, square arrays 
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with equidistant elements are extremely rarely used due 

to their low efficiency. Therefore, to improve the quality 

of the images obtained by the developed algorithm, in 

the future it is planned to conduct additional research to 

find more optimal options for the location of individual 

elements in an antenna array. 

 

Experimental research 

 

The imaging algorithms (47) and (55) are based on 

filtering the broadband signal into narrow frequency 

bands. Furthermore, the correlation processing of the 

signals is performed only on the central frequencies of 

each band. Therefore, it is advisable to investigate in 

practice how the correlation function of signals coher-

ently received by several receivers changes, if instead of 

processing the entire frequency band, only the pro-

cessing at some central frequency is performed. For this, 

in the anechoic chamber of the National Aerospace 

University "Kharkiv Aviation Institute" a stand has been 

created, that made it possible to investigate the effect of 

such processing on the measurement results. 

The developed stand consists of transmitting and 

receiving parts. The receiving part is shown in Figure 9. 

SatIntegral T-031 satellite converters operating in the 

3 cm. wavelength range are used as receivers. Each of 

these converters uses a built-in local oscillator based on 

a phase-locked loop to convert the received signal to an 

intermediate frequency. For the experiment, it is neces-

sary to ensure the coherence of signal reception by indi-

vidual receivers. This is performed by synchronizing the 

PLL of different converters by one external reference 

signal source (Figure 9, b) [34]. 

 
Fig. 9. Receiving part, where a) is an R&S RTO2044 

oscilloscope; b) is the signal generator Siglent 

SDG5162; c) is the Siglent SPD3303C power supply 

unit; d) is chassis with receivers;  

e) is an automatic rotary device 

To calculate the correlation coefficient between the 

received signals, the outputs of the receivers were con-

nected via cables of the same length to a wideband os-

cilloscope R&S RTO2044 (Figure 9, a) with an operat-

ing frequency band of 5 GHz. Changing the delay time 

of the signal received by different receivers was imple-

mented by turning them relative to the target direction. 

A noise signal transmission part is shown in Fig-

ure 10. A GSHP-1 diode noise generator (Figure 10, c) 

was used to generate a noise probing signal with a band 

of 500 MHz. Since the generated signal power is quite 

low, amplifiers M421102-1 and M42152-2 were addi-

tionally used. To generate a monochromatic probing 

signal, instead of amplifiers and a noise generator, an 

R&S SMB100A generator connected to the transmis-

sion horn antenna was used. 
 

 

Fig. 10. Noise generation part, where a) is the amplifier 

M421102-1; b) is a transmission horn antenna;  

c) the generator section based on noise generator  
GSHP-1; d) is the amplifier M42152-2 

 

During the experiment, a rotary device with re-

ceivers was installed in an anechoic chamber under a 

transmitting antenna (Figure 11). 
A flat square reflector with a calculated EPR of 

0.5 m2, hung opposite the transmitting antenna, was 

used as a target.  
During the first experiment, for the case of a mon-

ochromatic probing signal, a graph of the dependence of 

the correlation coefficient of the signals received by two 

receivers depending on their rotation relative to the tar-

get direction has been obtained. For this, the SMB100A 

generator was set to a frequency of 10.25 GHz. At the 

output of the receivers, there was an oscillation with a 

frequency of 500 MHz, which can be seen in the spec-

trum of the output signals in Figure 12. Figure 13 shows 

the shape of the received signals for the case when the 

receivers were directed exactly at the target. 
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Fig.11. The stand in an anechoic chamber,  

where a) is transmitting horn antenna; 

 b) are receivers and automatic rotary device 

 

 
 

Fig. 12. Spectrum of receiver output signals for the case  

of monochromatic oscillation 

 

 
 

Fig. 13. Oscillograms of received signals for the case  

of monochromatic oscillation 

 

The rotation of the receivers relative to the direc-

tion of the square reflector was carried out within the 

angles 90 . During rotation, the oscilloscope calculat-

ed the correlation coefficient of the received signals by 

multiplying the two signals and calculating the average 

value. As a result, the dependence of the correlation 

coefficient of the receivers output signals on their  

angular position has been obtained. This is shown 

in Figure 14. 
 

 
 

Fig. 14. Correlation coefficient depending  

on the angle of receiving system rotation for the case  

of a monochromatic signal 

 

The resulting graph (Figure 14) corresponds to the 

theoretical statements. It has a periodic character. The 

attenuation of the amplitude relative to the center is due 

to the influence of a RP of the receivers (the square re-

flector goes beyond the RP). 

During the next experiment, a noise signal with an 

approximate frequency band of 500 MHz was used as a 

probe. Figure 15 shows the spectrogram of the received 

noise signal. 

As can be seen in Figure 15, the most powerful 

spectral components were in the range from 400 MHz to 

900 MHz. That is, GSHP-1 generated noise approxi-

mately in the frequency range from 10.15 GHz to 

10.65 GHz. Next, by analogy with the monochromatic 

signal, a graph of the correlation coefficient dependence 

of the received signals has been obtained. The resulting 

graph is shown in Figure 16. 
 

 

Fig. 15. Signals at the outputs of receivers  

and their spectrum for a case of noise probing signal 
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Fig. 16. Correlation coefficient of signals depending  

on the receiving system angle of rotation for the case  

of a signal with a band of 500 MHz 

 

To compare the obtained results, we plot the depend-

ences of the correlation coefficients for wideband and 

monochromatic signals on the same graph, having pre-

viously normalized them. The resulting plot is shown 

in Figure 17.    

 
 

Fig. 17. Normalized correlation functions for cases  

of monochromatic and noisy probing signals 

 

Analyzing the results in Figure 17, we can make 

two important conclusions. First, the expansion of the 

processing frequency band narrows the obtained charac-

teristic and accelerates the fading of its side lobes. It can 

be argued that with further expansion of the noise fre-

quency band, the function will take on an almost single-

lobed form. This will allow to increase the resolution of 

the obtained images, provided that the entire frequency 

band is simultaneously processed. To test this theory in 

the future, it is planned to develop an aperture synthesis 

system with wideband receivers and a wideband noise 

signal source. 

On the other hand, the obtained result confirms the 

van Cittert-Zernike theorem. That is, in the case of a 

non-broadband signal processing, it is advisable to per-

form processing only at the central frequency of a sig-

nal. Thus, the obtained plots do not have a significant 

difference, which allows you to perform processing not 

in the entire frequency band, but only at its central fre-

quency. This confirms the general efficiency of the pro-

posed algorithms (46) and (54), which involve filtering 

a broadband signal into several narrowband ones. 

Conclusions 
 

In this paper, we propose new algorithms for inco-

herent imaging in active radars with ultra-wideband 

stochastic probing signals and antenna arrays. Signal 

processing is based on methods close to aperture syn-

thesis methods, which are common in passive radio-

metric systems of astronomy and remote sensing. A 

mathematical description of two methods of explicit and 

implicit focusing of antenna systems on the underlying 

surface elements is given. With explicit focusing, it is 

necessary to equalize the phases, to sum the signals in 

phase at each signal frequency, to measure their power, 

and to sum the resulting images. With implicit focusing, 

after filtering the received signal spectrum into narrow 

frequency bands, images are obtained by forming com-

plex coherence functions and applying spatial Fourier 

transforms to them. A complete mathematical substanti-

ation of these methods is given in relation to modern 

active radars. 

Because of the simulation, the overall performance 

of the obtained practical algorithm for radar imaging is 

confirmed. Primary images are obtained for different 

frequency ranges when a signal is processed only at the 

center frequency of each range. A summary radio image 

was also calculated. 

The correlation functions of broadband and mono-

chromatic signals received by diversity antennas were 

experimentally studied. It is shown that when pro-

cessing a relatively non-wideband signal, it is advisable 

to process it at its central frequency, rather than the pro-

cess the entire frequency band. Thus, the differences 

between the obtained correlation functions for the two 

mentioned cases are insignificant. 

The obtained results are of considerable interest 

for solving the problems of radar images obtained from 

aerospace carriers at probing angles close to the vertical. 

Therefore, in the specified field of view, classical syn-

thetic aperture radars cannot provide a high-resolution 

radar image. 

Further research in this direction will be focused 

on the development of active radar with aperture syn-

thesis and experimental forming of radar images using 

the obtained algorithms. 
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ПРАКТИЧНІ АЛГОРИТМИ ФОРМУВАННЯ ЗОБРАЖЕНЬ У НАДШИРОКОСМУГОВИХ  

РАДІОЛОКАЦІЙНИХ СИСТЕМАХ АКТИВНОГО АПЕРТУРНОГО СИНТЕЗУ  

З ВИКОРИСТАННЯМ СТОХАСТИЧНИХ ЗОНДУЮЧИХ СИГНАЛІВ 

Семен Жила, Валерій Волосюк, Володимир Павліков,  

Микола Руженцев, Едуард Церне, Анатолій Попов, Олександр Шматко, Олена Гавриленко,  

Наталія Кузьменко, Костянтин Дергачов, Юлія Авер'янова, 

Ольга Сущенко, Максим Заліський, Олександр Соломенцев,  

Іван Остроумов, Борис Кузнецов, Тетяна Нікітіна 

Предметом дослідження є алгоритми формування радіолокаційних зображень. Мета роботи полягає у 

розробці методів формування зображень широкосмуговими та надширокосмуговими системами активного 

апертурного синтезу, що використовують антенні решітки та стохастичні зондуючі сигнали. Використання 

антенних решіток дозволяє отримати радіолокаційне зображення без необхідності переміщення системи у 

просторі. Водночас використання широкосмугових зондувальних сигналів обґрунтовано їх вузькими авто-

кореляційними функціями, що дозволяє покращити роздільну здатність сформованих зображень. Основна 

ідея запропонованих алгоритмів полягає у розфільтровуванні вихідного широкосмугового сигналу на кілька 

вузькосмугових процесів. Подальша обробка передбачається тільки на центральних частотах кожного з цих 

процесів. Такий підхід дозволяє для випадку широкосмугового сигналу використовувати класичні поширені 

методи апертурного синтезу, які можуть застосовуються тільки для вузькосмугових сигналів, що задоволь-

няють умові квазімонохроматичного наближення. Це значно зменшує загальну обчислювальну складність 

алгоритму формування зображень, що спрощує подальшу практичну реалізацію відповідної системи на іс-

нуючій елементній базі. В результаті імітаційного моделювання сформовано первинне радіолокаційне зо-

браження і підтверджено загальну працездатність запропонованого підходу до обробки широкосмугових 

процесів. Показано підвищення якості зображення, що формується при використанні декількох частотних 

діапазонів. Виконано експериментальне дослідження впливу обробки широкосмугового сигналу тільки на 

його центральній частоті замість усієї смуги частот на прикладі побудови кореляційної функції сигналів, 

прийнятих двома рознесеними приймачами. В результаті, експериментально підтверджені викладки теореми 

Ван Циттерта-Цернике, яка допускає обробку сигналу тільки на його центральній частоті замість всієї смуги 

частот. Одночасно визначено перспективність розширення смуги зондувального сигналу, що за наявності 

широкосмугової елементної бази та пристроїв високошвидкісної обробки інформації дозволить додатково 

підвищити роздільну здатність системи. 

Ключові слова: активний апертурний синтез; формування зображень за допомогою радару; широкос-

мугові системи; кореляційні функції. 
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