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DATA PRE-PROCESSING TO INCREASE THE QUALITY
OF OPTICAL TEXT RECOGNITION SYSTEMS

The subject of study in the article is the formulation of a modern concept of improving the quality of work of
optical recognition systems by using a set of various algorithms for preprocessing document images at the us-
er's discretion. The research synthesizes algorithms that compensate for external negative influences (unfavor-
able geometric factor, poor lighting conditions when photographing, the effect of noise, etc.). The methods
used imply a certain sequence of data preprocessing stages: geometric transformation of the original images,
their processing with a set of various filters, image equalization without increasing the noise level to increase
the contrast of images, the binarization of images with adaptive conversion thresholds to eliminate the influ-
ence of uneven photo illumination. The following results were obtained. A package of algorithms for prelimi-
nary processing of photographs of documentation has been created, in which, to increase the functionality of
data identification, a face detection algorithm is also built in, intended for their further recognition (face
recognition). A number of service procedures are provided to ensure the convenience of data processing and
their information protection. In particular, interactive procedures for text segmentation with the possibility of
anonymizing its individual fragments are proposed. It helps provide the confidentiality of the processed docu-
ments. The structure of the listed algorithms is described and the stability of their operation under various
conditions is investigated. Based on the results of the research, a text recognition software was developed us-
ing the Tesseract version 4.0 optical character recognition (OCR) program. The program "HQ Scanner" is
written in Python using the OpenCV library. An technique for evaluating the effectiveness of the algorithms us-
ing the criterion of the maximum probability of correct text recognition has been implemented in software. A
large number of examples of system operation and software testing results are provided. Conclusions. The re-
sults of the research conducted are a basis for developing software for creating cost-effective and easy-to-use
OCR systems for commercial use.

Keywords: optical character recognition (OCR); image original geometry transformation; filter algorithm;
picture equalization and binarization; face detection algorithm; probability of correct text recognition; seg-
mentation of texts and anonymization of their individual fragments.

other hand, special systems for texts and digital data
translation from paper to electronic format have been

Introduction

The rapid development of digital technologies
based on the use of artificial intelligence algorithms has
become possible due to incredible progress in such
characteristics of computer technology as speed of op-
eration and memory capacity, as well as the emergence
of new operating systems and programming languages.
This led to the broad introduction of innovative data
processing techniques in computer vision routines
goaled to image recognition [1 — 3].

Two most relevant tasks are solved using image
recognition tools: face detection and recognition, and
optical character recognition (OCR) needed for further
translating a textual image into a digital computer for-
mat. The need to improve these technologies is con-
stantly growing [4 — 6].

Numerous applications turn down usage of reading
and editing information present in paper format. On the

developed presently. Seeking for information and fur-
ther utilization of that is much easier in digital docu-
ments than using of handwritten or printed paper data.
Extracting of a digital textual pattern from the snapshot
finds many useful uses. Among them are the digitization
of paper archives, passports verification, automatic
recognition of transport license plates, etc. Hence, the
task of converting handwritten and printed texts into
digital format is essentially topical.

Meaningful achievements in resolving problems of
objects recognition and classification are based on the
use of up-to-date methods and algorithms for construct-
ing and learning deep neural networks (DNN). The most
important role among them is played by convolutional
neural networks (CNN), which make it possible to bring
decision quality indicators up to 99 %. Although, seri-
ous limitations exist and they exert the image treatment
outcome, namely: poor quality of photo/video shots,
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insufficient scene illumination, geometric distortions, a
number of other factors.

To the moment, leading experts in OCR reviewed
and analyzed thoroughly the works related to assess-
ment of the negative impact of certain factors on the
efficiency of text recognition [7]. They have brought a
number of constructive proposals to compensate for
these influences [8, 9]. The most attention in these
works concerns algorithms for compensating the ill-
conditioned angular position of the text documents pic-
ture relative to the shooting camera coordinate system.
However, the imact issue of uneven and continuously
changing illumination of the scene when photographing
text documents is not adequately discussed, though, this
may result in a sharp degradation of the text recognition
quality, up to the loss of text fragments when they hap-
pen to be in shadowed picture areas. Unfortunately,
there are no universal recommendations on the matter at
present, let alone standards [10 — 13].

The analysis of the current state of the problem for
enhancing of the OCR system quality, carried out by the
authors, signifies the need for a comprehensive solution
to the problem, which would cancel as many disadvan-
tageous effects as present (images geometric distortions,
uneven illumination, insufficient contrast, presence of
noise, etc.). A preliminary treatment and certain correc-
tion of data is therefore required to supply their appro-
priate recognition and classification.

1. Formulation of the problem

Work objectives constitute elaboration of a set of
algorithms for preprocessing pictures in the paper doc-
ument recognition system, which are used to improve
the OCR quality. Based on these results, it is necessary
to develop software and provide high-quality optical
text recognition considering disturbing influences. The
ultimate goal is to create a system that transforms text
documents from paper to electronic format.

The concept of the system establishment intends
to provide effectual reduction of external factors influ-
ence on the quality of texts detection; inquired text
recognition is being made as to the result of special pro-
cessing photographs of the paper doc. The handling
includes routines as follows:

- assessment of negative factors that could affect
the operation of the text recognition system;

- specifying the criterion and related indicators
concerning the quality of text recognition in the system;

- design of the set of algorithms for pre-
processing images in the OCR system that will effec-
tively compensate the influence of disturbing factors;

- developing and testing the computer program
used for practical implementation of the approach.

2. Tools and methods of the study

Instrumentation and methods of study. The
study is focused on the use of affordable and relatively
cheap photography tools like phones, tablets, cameras,
web cameras, and other non-volatile devices.

The factors of negatory impact on the system
performance:

- low quality of original documents (poor text's
printing, shots low contrast, poor paper quality);

- unfavorable lighting conditions during the pho-
tography provision;

- low quality of the photo equipment used, incor-
rect actions by the operator, hence shots defocusing and
other flaws;

- geometrical distortions caused by the wrong
shooting angle with respect to the frame of reference
assigned for texts recognition.

Text recognition fidelity evaluation. To correctly
assess the text recognizer efficiency under various con-
ditions, the performance quantitative indicator was pro-
posed. That allows us to get a primary estimation of
recognition performance followed by carrying out a
comparative analysis for various conditions of the ex-
periment.

Dealing with texts recognizing, one needs first of
all to assess the recognition fidelity, or Accuracy,
quantitatively. In the study, the declared accuracy (per-
cent) is evaluated as follows:

Ndst - Nextra - Nmissed

NSI‘C

Accuracy = -100%,

where Ng,.. is the number of characters in the source
text; Ngst — number of characters correctly recognized;
Nextra — number of excess characters appeared while
recognizing; Npissea — Number of unrecognized charac-
ters.

Usage of this indicator makes it possible to take in-
to account not only the number of correctly recognized
characters, but also recognizer errors that manifest the
omission of individual characters or the addition of over
characters that were not present in the text.

The Ny value is strictly positive and depends
solely on the source text. The value Ny, is also positive
and it may not be larger than Ng,.:

{ Ng.c > 0;
Nsrc = Ndst = 0.

Resources used. While developing the project, the
Python programming language and resources of the
OpenCV library were used [20, 22, 23]. These were
chosen through the open access to the software products
and compatibility with Windows, Linux, and Android
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operating systems. As well, the Tesseract facility as one
of the specialized program modules was used for text
optical recognition [24 — 28]. This is the OCR open
engine that employs neural networks to search and rec-
ognize textual information in images. The Tesseract
engine uses the Long short-term memory architecture
(LSTM) for recurrent neural networks [25, 26]. The
chosen software puts an insignificant load on the pro-
cessor and obtains preconditions to treat data in real-
time. Under this approach, the operation of the optical
character recognition system can be readily implement-
ed on a PC or laptop, and a single-board computer
Raspberry Pi [21], if a mobile version of the system is
required.

3. Structure of the system and algorithms
of text recognition

Construction of the high-performance text recogni-
tion system that was focused on protecting the system of
the negative impact of disturbing factors assumes a
strict sequence in treating the initial data, as well as the
recognition routine structure optimizing.

Source data processing phases. Usually, the op-
eration of the systems for textual-format documentation
recognition does not require real-time data processing.
Although, there are often needed interactive procedures
(such as viewing, text segmentation, so forth), which
slow down the program execution significantly.

In combination, while executing the program it is
necessary to follow strictly the sequence of data pro-
cessing phases to achieve the text recognition of high
grade. In the proposed approach, these steps are as
follows:

- uploading the beforehand shot photographs of
the document (the jpg format, each page distinctly). In
the system card index (DB), they are named according
to the rule: file name page i, Where i is doc’s page
number (i = 1 - N);

- performing the geometric transformation that
will adapt angular attitude of the document in the shot
according to the reference system of the recognition
facility. Even minor angular inconsistency (about 3°)
drastically reduces fidelity of texts recognition;

- preview of the document photos made, and de-
leting, if necessary, failed ones;

- further, the action (very important occasional-
ly) on running the interactive segmentation procedure is
brought: using the mouse, user extracts a text fragment
desired. This fragment will be a subject for future analy-
sis and the rest text is ignored. Or conversely. Besides,
it is equally important to use one more characteristic
mode: the one, which deals with anonymizing individu-

al text fractions. This will provide for confidentiality of
the treated information;

- preliminary image processing. That implies a
multivariate noise filtering followed by pictures equaliz-
ing in order to enhance their contrast; binarization of the
gotten image is stimulated next to provide the more
proper recognition;

- as finish, the text recognition and saving the re-
sults in a required format (docx, pdf, etc.) is being exe-
cuted.

Each of the described procedure stages is written
as a separate algorithm and takes the form of a special
software module. The latter’s structure and practical
implementation will be discussed in detail below.

System’s algorithms and software modules. A
diagram of the text recognition system, which is de-
signed on a modular principle and got the name "HQ
Scanner", is shown in fig. 1. For brevity, we consider in
detail the algorithms and instances for software imple-
mentation of the core ones only.

Resources used in the design of program inter-
face. The project makes use of the Qt Designer software
and PyQt5 library. The PyQt5 constitutes a set of graph-
ical framework Qt extensions for the Python. Besides,
the PyQt5 holds a special constructor of the user
graphics interface — the Qt Designer (Qt Creator); the
dedicated program pyuic generates a Python code from
files created by the Qt Designer. The user interface win-
dows and short description of their purposes are given
later in the paper.

Geometric transformation of the source image.
The objective of identification and placing of a text
document to a certain coordinate system for subsequent
recognition is the key issue while processing the shots
taken with cameras, smartphones or tablets (especially
with using neither tripod). The images gotten in this
way have two fundamental disadvantages:

- the text of interest takes only a certain partition
of the entire picture (we take that the background does
not contain useful information);

- when shooting, the document vertical did not
take the right angle to the camera optical axis. It is diffi-
cult to meet this requirement while photographing.

The first issue leads to a slowdown of the recog-
nizer practice, and the second may result in a sharp de-
crease of the recognition exactness. A special study was
brought about the influence of the text doc angular atti-
tude on the recognition fidelity. The study results are
shown in fig 2. At relatively small deflection angles (up
to 3°), the recognition accuracy decreases little — within
1 % only; however, along 4° mismatching, the index of
right recognition drops to 54.66 %, and at 5° that be-
comes 25.46 % at all.
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Fig. 1. Structure of the text recognition system «HQ Scanner»
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Fig. 2. Text recognition fidelity against document
shooting angle deflection

The graph shows that shooting conditions for the
text document exert a critical effect on the fidelity of the
textual recognizer.

To solve the geometric transformation task, the al-
gorithm is developed, a heart of which is outlining the
routine of the textual content in the image, followed by
transformation of the outline perspective with the use of
the identified contour corner points. The routine
implements the three basic stages:

1. Detection of the picture edges.

2. Specifying of the text outlines in the picture.

3. Transformation of the image perspective using
corner points.

At the first stage, preprocessing of the source im-
age is performed for edges appropriate detection by
Canny method (fig. 3). With this routine, the ratio of the
source image height over the reference value is calculat-
ed (line 10); then a copy of the original image is created,
and conversion is terminated by reducing the original
image to the control height value (lines 13, 14). The
image is then recorded into a grayscale pattern and
treated with the Gaussian filter (lines 17, 18). The pro-
cedure outcome is the textual picture with bounds edged
by the Canny method (line 19). Conversion to a gray-
scale pattern speeds up the image post-processing rou-
tines, and the filter reduces the noise level.

At the second stage, the search of the image par-
ticular pieces outline is carried; the action is terminated
by outlining the biggest contour of the rectangular shape
(fig. 4). In this excerpt, one of the two assigned tasks is
being solved, namely the separation of the textual por-
tion from the background with determining the text out-
lines.

At first, the script (appropriated for the Python
version used) grabs all the contours on the modified
image copy, i.e. the one with the edges specified
(lines 23, 24). Next, the routine distinguishes and sorts
the found contours by area. That reduces the number of
contours to apply coming analysis to the patterns that
have a large perimeter only (line 25). Further, travel is
carried out along each of the accented contours and their
approximation followed by identifying the corner points
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6| #function for implementing the geometric transformation algorithm
7|def perspective (image):

8 #The first stage - Edge detection

9 # ratio of image height to a fixed value

10 ratio = image.shape[0] / 750.0

11 # creating a copy of the original image ,

12 # converting the image to a fixed height

13 original image = image.copy()

14 fixed image = imutils.resize(image, height = 750)

15 # image grayscaling

16 # using the Gaussian filter and edge detection using the Canny method
17 gray = cv2.cvtColor(fixed image, cv2.COLOR BGR2GRAY)

18 gauss = cv2.GaussianBlur (grav, (5, 5), 0)

15 edged = cv2.Canny(gauss, 50, 150)

Fig. 3. Code passage for identifying text document margins

22 # search for image contours and highlight the largest in area

23 cnts = cv2. findContours(edged.copy(), cv2.RETR LIST, cv2.CHAIN APPROX SIMPLE)
24 cnts = imutils.grab_contours (cnts)

25 cnts = sorted{cnts, key = cv2.contourArea, reverse = True)[:5]

26 # for each of the obtained contours

217 for ¢ in ents:

28 # contour approximation

29 peri = cv2.arclength{c, True)

30 approx = cv2.approxPolyDP(c, 0.02 * peri, True)

31 # if the approximated contour has 4 points

32 if len(approx) == 4:

33 #it is considered the contour of the text document
34 screenCnt = approx

35 break

Fig. 4. Script for second pre-processing stage

from each of the approximated outline. If the number of
points is four (rectangle), then we assume that the corre-
sponding item is a textual content outline and we save
this member as one of probable outcomes (lines 27 —
35). Note that it is necessary to ensure full visibility of
the textual portion in the image to reveal its rectangular
outline clearly and thus complete the second stage hap-
pily.

At the concluding stage, transformation of the per-
spective is performed using the corner points of the de-
tected rectangular contour (fig. 5). This intends to cor-
rect angular mismatching of the doc picture due to un-
clear photographing.

In the beginning of the given script, the contour of
the text box that is gained at the previous step takes the
form of 4x2 format array (line 39). After defining the
coordinates of the control points, the perspective trans-
formation should be performed using the following pro-
cedure:

1. The control points are being normalized with
accepting the previously defined ratio for the heights of
the initial and rescaled image. The special function
'points normalization' together with writing the
normalized point coordinates as distinct variables are
used to implement this (lines 41, 42).

2. The width maxwidth and the height
maxHeight for the new image are calculated as the
maximum distance between the control points (lines 45
- 52).

3. The final coordinates dst, to which the control
points will be bound in the perspective transformation
routine, are formed (lines 54 — 58).

4. The matrix M to provide the control points per-
spective transformation to the final coordinates, is com-
puted (line 62).

To complete the process, a special function
points normalization ()is used. The operator nor-
malizes the reference points under following the strict
pass order: top-left, top-right, bottom-right, bottom-left.
Related script of the code is shown in fig. 6.

The respective results at each stage of treating the
given image are shown in fig. 7. The work effectiveness
was proved by examining the same pictures turned by
angles from 1° to 5°.

The algorithm of geometric transformations allows
achieving the high grade recognition accuracy and its
stability regardless of the initial shooting angle of the
document when photographing. The routine maintains
invariable value of recognition accuracy at different
allowed angles of deviation and removes unnecessary
background (fig. 7, d). With geometric transformations,
the error does not exceed 2°. This is sufficient for high
recognition accuracy.

Binarization in images processing. This handling
allows us to bring the text characters to the united level
of black, thereby increasing contrast of the treated text
picture. The most important thing when providing a
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qualitative binarization is setting of a fitted threshold. If
the image pixel index appears to be greater the thresh-

old, then it is assigned with the first of two values grayscale.
(white), otherwise that accepts another value (black). To

#array of corner points of the contour of a text document
pst = screenCnt.reshape(4, 2)
#normalization of points taking intec account the ratio to the initial image
pst = points_normalization(pst*ratio)
(tl, tr, br, bl) = pst
# calculaticn of the width of the new image , as the maximum distance
# between the x-coordinates of the extreme points of the rectangle
widthA = np.sqgrt{{(br[0] - bl[0]) ** 2) + ((br[1l] - bl[1]) ** 2))
widthB = np.sqrt{{{tr[0] - t1[0]) ** 2) + {(tr[1l] - t1l[1]) ** 2))
maxWidth = max(int (widtha), int({widthB))
# calculation of the height of the new image , as the maximum distance
# between the y-coordinates of the extreme points of the rectangle
heightA = np.sqrt{((tr[0] - br[0]) ** 2) + ((tr[1l] - br[l]) ** 2))
heightB = np.sqrt{((tl1[0] - b1[0]) ** 2) + ((tl[1l] - bl[1l]) ** 2))
maxHeight = max(int (heightd), int(heightB))
# Formation of the final coordinates of reference points
dst = np.array ([

[0, 0], #upper left point

[maxWidth - 1, 0], #upper right point

[maxWidth - 1, maxHeight - 1], #lower right point

[0, maxHeight - 1]], dtype = "float32") #lower left point
# definition of a matrix for perspective transformation
M = cv2.getPerspectiveTransform{pst, dst)
# perspective transformation
warped = cv2.warpPerspective (original image, M, (maxWidth, maxHeight))
# the result of perspective transformation
return warped

Fig. 5. Script of the perspective transformation code

71
72
73
74
75
76
77
78
79
80
51
582
83
54
85
56
87

def points_normalization(pts):

# empty array for points

rect = np.zeros((4, 2), dtype = "float32")

#the sum of coordinates (x + y) for each of the points

s = pts.sum(axis = 1)

# the upper left point has the smallest sum of coordinates

# the lower right point has the largest sum of coordinates
rect[0] = pts[np.argmin(s)]

rect[2] = pts[np.argmax(s)]

#the difference of coordinates (x-y) for each of the points
diff = np.diff(pts, axis = 1)

# the upper right point has the smallest coordinate difference
# the lower left point has the largest coordinate difference
rect[1] = pts[np.argmin(diff)]

rect[3] = pts[np.argmax(diff)]

# result

return rect

Fig. 6. Script implementing normalization function

b c

Fig. 7. Screenshots of algorithm operation step-by-step: a — the source image; b — edges detection;

¢ — outline selection; d — perspective transformation

provide this, the function cv2.threshold isused. The
function’s first input introduces the source image in
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The second input is the threshold value required to ar-
range pixel indices. The third entry, maxval, is the pix-
el return that would be assigned according to decision
on the current value of the pixel output index — it was
greater / less the threshold value. The OpenCV provides
for several techniques to choose the threshold; the forth
argument of the operator 'cv2.threshold ()" inputs a
desired one. Here are these offers:

- V2.THRESH BINARY;

- Ccv2.THRESH BINARY INV;

- cv2.THRESH TRUNC;

- cv2.THRESH TOZERO;

- Ccv2.THRESH TOZERO INV.

For bimodal images, which possess two distinct
peaks in the histogram, a value between these peaks can
be taken for the threshold. The same approach is used in
binarization by Otsu. Herein, the threshold value for
bimodal pictures is calculated automatically from the
image histogram. If the image is non-bimodal, binariza-
tion will not be accurate.

The Otsu binarization employs also the
cv2.threshold () operator, however that demands an
additional flag — cv2.THRESH OTsU. Initially, the
threshold value is set to zero. After, the algorithm de-
termines the optimal threshold and returns the retval
as the second parameter. If the Otsu threshold use is not
needed, the retval entry holds the same threshold val-
ue as previously used.

However, it is not always productive to use fixed
thresholds. For example, if the picture scenes have es-
sentially different illumination, this is such a situation.
In this case adaptive thresholds are used. The algorithm
calculates now a specific threshold value for the particu-
lar image area. The following OpenCV functions can be
turned on for this:

- Ccv2.ADAPTIVE THRESH MEAN C. The sub-
routine sets a threshold that is tuned for the average
brightness of adjacent image areas;

- Ccv2.ADAPTIVE THRESH GAUSSIAN C. The
threshold is adjusted to a weighted sum of surrounding
values, and the weights constitute the Gaussian window.
Herein, the block dimensions determine the size of the
area, and c is the constant computed from either the pre-
calculated average or the weighted average.

Fig. 8 shows these routines operational code real-
izing the comparative study of every type of binariza-
tion; fig. 9 displays the efficiency results in each type.
Light exposure of the scene was considered to be uni-
form everywhere.

As it can be seen from fig. 9, a threshold choice
takes a key part in binarization. Thus, when using the
standard threshold value 127, the recognition accuracy
holds the 94.68 % value, and with the 160 threshold it
drops to 58.36 %. In contrast, the accuracy grew up to
99.71 % when using a threshold of 100. With Otsu bina-
rization, the threshold is determined automatically, and
this gave rise the recognition accuracy increase to
99.71 %. The similar fidelity was obtained using adap-
tive binarization techniques.

It can be concluded from the experiment that using
of binarization with conventional manual adjustment of
thresholds is irrational as it requires individual tuning
for every new image.

To conclude advantage of the binarization by Otsu
and various adaptive methods, extra experiments were
carried out. Several images with uneven scene areas
illumination were chosen as the raw patterns.

Fig. 10 shows the experimentation result with re-
spect to illumination irregularity present in pictures. It is
clearly seen that the right half of the original photo-
document is substantially shaded.

66| #binarization

67|def binarization(image, method) :

68 #Checking the binarization method

69 if method = 'threshold 127': #threshold binarization (threshold = 127)

70 result = cv2.threshold(image, 127, 255, cv2.THRESH BINARY) [1]

71 elif method = 'threshold 100': #threshold binarization (threshold = 100)

72 result = cv2.threshold(image, 95, 255, cv2-THRESH_BINARY)[1]

73 elif method = 'threshold 160': #threshold binarization (threshold = 160)

T4 result = cv2.threshold(image, 155, 255, CcvZ2.THRESH BINARY) [1]

75 elif method = 'otsu': #0tsu binarization

16 result = cv2.threshold{image,0,255,cv2.THRESH_BINARY+CV2.THRESH_QTSU)[1]
11 elif method = 'adaptive mean': #adaptive mean binarization

78 result = cv2.adaptiveThreshold(image, 255, cv2.ADAPTIVE THRESH MEAN C,\
79 cv2.THRESH BINARY,17,18)

80 elif method == 'adaptive gaussian': #adaptive gaussian binarization

81 result = cv2.adaptiveThreshold(image,255,cv2.ADAPTIVE THRESH GAUSSIAN C,\
82 cv2.THRESH BINARY, 17,18)

83 return result

Fig. 8. Implementation of image binarization function
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Fig. 10. Effectiveness of two binarization techniques

The normalized histogram for brightness distribu-
tion on this image contains a powerful component relat-
ed to the dark pixels. At the same time, the use of image
binarization by Otsu results in a complete loss of half of
the information contained in the document, but the use
of adaptive method allows you to fully recognize the
contents of the document.

Text recognition with the use of Python and
Tesseract. When using the Python and Tesseract pro-
grams, one can access a special pytesseract
library [20]; on the basis of these, a special program
OCR_module was developed for recognizing textual
content in doc pictures followed by writing the results to
a separate file (fig. 11).

This module generates the distinct ocr function,

which possesses two entries, namely: the image file,
which brings the template waiting for recognition, and
the result file, which has to return the operation
result of the function.

The complete algorithm of the OCR function in-
cludes the following steps:

1. Captu re of the Tesseract engine to the device
used (line 9).

2. Creation of the temporary (working) image file
in jpg format (lines 12, 13).

3. Upload of the working file as a Pillow library
file, then executing the image recognition and deleting
the temporary file (lines 16, 17).

Download of the recognized text picture to a dedi-
cated file (lines 19 — 21).
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1|import pytesseract
2| import cv2
3|import os
4| from PIL import Image
5
6| #function for text recognition
7|def OCR{image, result file):
8 #path to Tesseract engine
9 pytesseract.pytesseract.tesseract cmd = r'c:\Program Files\Tesseract-CCR\tesseract.exe'
10 # Writing an image to disk as a temporary file
11 #for further use OCR
12 filename = "tmp_ file.jpg".format{os.getpid{))
13 cv2.imwrite (filename, image)
14 # loading image as PIL / Pillow , OCR application
15 4and deleting the temporary file
16 text = pytesseract.image_to_string{Image.open{filename), lang = 'ukr')
17 os.remove (filename)
18 #writing results to a file
19 f = open{result_file+'.txt', 'w')
20 f.write{text)
21 f.close()

Fig. 11. The module for image’s textbox recognition

4. Case study. The interface and operation
of the program «HQ Scanner»

In top, the resources needed for the program exe-
cution, algorithms and program codes of essential mod-
ules are described in detail. Let us study in more detail
the structure of the interface and the features of users'
handling the program.

Program user's windows. When you get started
the «HQ Scanner» program, the initial window, shown
in fig. 12, appears in the screen. One can run or termi-
nate the program using conventional controls «Start»
and «Exit» (fig. 13).

The start button calls the source data directory
window. The catalog for storing the data can be located
in either computer disk. Each thematic directory is ar-

ranged as a folder with the set of photos of the particular
document. A multi-page document is composed of sepa-
rate page files containing a corresponding picture (for-
mat *.3jpg recommended). It is advisable to appoint to
the file a name like «filename i.language.jpg»
where i is the number of the document page; for in-
stance, 'image 1l.eng.jpg.

In the «<HQ Scanner» program, the treated files are
being placed for convenience in the same folder with
the photo files of the incoming documents. However,
these should have a different format (*.docx or *.pdf).
The program menu offers sorting files in the folder both
by name and by format feature.

The master window button «Open» locates the file
containing the picture of required doc page (fig. 14).

B Start Window

Text Recognition
with Python and Opencv Q)

HQ Scanner

Start Based on Tesseract ver. 4.0.0 Exit

— X

O

Fig. 12. Start window of the program
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Fig. 14. The program master window
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At the top, program master window locates a
toolbar. The workspace of the main window of the pro-
gram can be conditionally divided into three parts. On
the left-hand side there is a panel for viewing files and
sorting them between patterns "filename™ or "file type".
The panel is used to brows working files in the program
and displays the path to the source of input data at the
top of the box. Lower, the files identifier controls are
placed — «Filename» and «Filetype» buttons. At the
box bottom there are buttons «Delete» and «Rename»
for manipulating files under the treatment.

The toolbar includes a set of buttons for operation-
al control by the program modes (function tools are la-
beled by the first letter of the required action; for exam-
ple, S means «segmentation»). When one aims the
mouse pointer at a button, a hint will pop up.

The master window locates two boxes (in center
and towards right) for viewing and comparing pictures
of the original and treated documents. The each pro-
vides a drop up menu to select a picture; at that, the sec-
ond box assumes user's selection of the processing stage
needed (see fig. 15).

Segmentation and anonymization. The program
provides the ability of segmenting the treated text doc
page to reduce redundancy; through segmentation, only
the selected picture fragments can be treated and there-
fore be recognized. The segmentation routine is execut-
ed by the user in the pop-up «Segmentation Window»
interactively using the mouse as it is shown in fig. 16, a.

Similarly, to maintain information confidentiality,
anonymization of the necessary sections of the text is
brought using the pop-up «Window» (fig. 16, b).

You can activate the windows Segmentation and
Anonymization in the main program window (see

fig. 14) by clicking the IEI or EI buttons in the toolbar.
Saving results of the text recognition. The click

on the toolbar L1 button, the pop-up window appears in
the screen that will display the optical text recognition
results with possibility to provide their saving. There is
a small toolbar in that outcomes window (it can be seen
in fig. 17) that allows you to increase / decrease the font
size and, hence, the scale of text displaying). Two but-
tons more are present there used to save in the format
docx Or pdf the outcomes of text recognition.

|original ~|

What's the event loop?

*Wmuﬂng!he wﬁdow on the screen, there are a few key concepts to introduce
 about how applications are organised in the Qt world. If you're already familiar with
* event loops you can safely skip to the next section.

“The core of every Qt Apy is the QApplication class. Every application needs
one — and only one — QApplication object to function. This object holds the event
‘M’Ofyml application — the core loop which govems all user interaction with the
GUL.

Interactions

Accept or
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Handled/ \ Event
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Event Loop

Figure 4. The event loopin Q1
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| one — and only one — QApplication object to function. This object holds the event
. loop of your application — the core loop which govems all user interaction with the
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‘én, o Event
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EventLo V handler

Figure 4. The event loop in Qt

Each interaction with your application — whether a press of a key, click of a mouse,
or mouse movement — generates an event which is placed on the event queue. In the
event loop, the queue is checked on each iteration and if a waiting event is found, the
ovent and control is passed to the specific event handler for the event. The event
handler deals with the event, then passes control back to the event loop to wait for
more events. There is only one running event loop per application.

a

b

Fig. 15. Windows for viewing documents at various stages of processing: a — displaying source text (after
«Original» mode selected); b — window of drop up menu to run process needed («Erosion» selected)
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When one clicks the button wanted, the file of text
recognition outcomes appears in the main window (see
fig. 14) with the name of origin image, though with the
chosen extension. For instance, for the input source file
imagel eng.jpg, the treated text file is named im-
agel eng.pdf Of imagel eng.docx if the icon pdf
was pressed.

Face detection. If there is a photo of a human on the
document page (e.g. a photo for person identification in

| Segmentation Window - O X

‘What's the event loop?

Before getting the window on the screen, there are a few key concepts to introduce
about how applications are organised in the Qt world, If you're already familiar with
‘event loops you can safely skip to the next section.

one — and only one — QApplication object to function. This object holds the event|
loop of your application — the core loop which govems all user interaction with the

The core of every Qt Applications is the QApplication class. Every application needs|
GUL.

intera(tiog
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Propagate

H
: ]

! i
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Figure 4. The event loop in Qt

‘Each interaction with your apphication — whether a press of & key, click of a mouse,}
or mouse movement — generales an event which is placed on the event queue. In the|
event loop, the quete is checked on cach iteration and if » waiting event is found, the|
ovent and control s passed to the specific event handler for the event. The event
handier deals with the event, then passes control back to the event loop o wait for
more events, There is only ene running event loop per application.

a

a demographic application), the program «HQ Scanner»
can apply the option of face detection. The «Face Detec-
tion» software module employs the classic Viola-Jones
algorithm based on the Haar primitives. By default, the
module is running continuously. Therefore, when you

click on the button D in the toolbar of the main win-
dow, the pop-up box with the recognition outcome
«Face Detection Results» comes at once (Fig. 18).

What's the
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Fig. 16. Pop-up windows to provide segmentation (a) and anonymization (b)

E OCR result

]

- | X

What's the event loop?

GUL

Before getting the window on the screen, there are a few key concepts to introduce
about how applications are organised in the Qt world. If you're already familiar with
event loops you can safely skip to the next section.

The core of every Qt Applications is the QApplication class. Every application needs
one — and only one — QApplication object to function. This object holds the event
loop of your application — the core loop which governs all user interaction with the

Each interaction with your application — whether a press of a key, click of a mouse,
or mouse movement — generates an event which is placed on the event queue. In the
event loop, the queue is checked on each iteration and if a waiting event is found, the
event and control is passed to the specific event handler for the event. The event
handler deals with the event, then passes control back to the event loop to wait for
more events, There is only one running event loop per application.

Fig. 17. Pop-up window to display and save text recognition result
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Fig. 18. Results of face detection
(face and eyes detection)

The program can serve either face detection solely
or face detection and, in addition, eye recognition. To

terminate, click the icon and store the file.

Conclusion

A set of new algorithms aimed at increasing the
performance quality of the optical text recognition sys-
tems is proposed. The study shows the high efficiency
of the technical solutions proposed. Source data pre-
processing allows you to achieve near 100 % fidelity
over text recognition.

Based on the proposed algorithms, dedicated Py-
thon software modules were developed and tested using
the OpenCV library. The originality of the developed
"HQ Scanner" program consists in the extension of the
ordinary functionality of the processing facility on ac-
count of added face detection module. The latter is
needed for many demographic projects. According to
the authors, the most original in this project are proce-
dures for geometric image correction and adaptive im-
age binarization algorithms.

The ultimate goal of the project is to create a cost-
effective and easy-to-use OCR system for commercial
use. The HQ Scanner program can be considered a per-
fectly acceptable prototype for solving this problem.
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MOMNEPEJHS OBPOBKA JTAHMX JJIsI MIJIBULIEHHS SIKOCTI
CHUCTEM ONTUYHOI'O PO3NI3BHABAHHSI TEKCTY

K. 10. /lepzauoes, JI. O. Kpacnos, B. O binozepcokuit., A. A. 3umosun

IIpeamerom BuBYEHHS B CTATTiI € (OPMYJIIOBAHHS Cy4yacHOT KOHILEMIT MiJBUIIEHHS SKOCTI pa-00TH cHCTEM
ONITHYHOTO PO3Ii3HABAHHS TEKCTIB IIISIXOM BHKOPHCTAHHS HAOOpy PI3HOMaHITHHX aJrOPUTMIB AJISI TONEPEIHbOT
00poOKHM 300pakeHb JOKyMEHTIB Ha po3Cy] KOopucTyBaya. MeTa podoTH — CHHTE3yBaTH JITOPUTMH, 10 KOMIICH-
CYIOTh 30BHIIIHI HETAaTHBHI BIUIMBH (HECTIPUATIUBUA TeOMETPUYHIHA (PaKTOp, ITOTaHi YMOBH OCBITJICHHS TIpH (POTO-
rpadyBaHHi, BIUIMB IIyMIB 1 iH.). BUKOpHCTOBYBaHI METOIM MAarOTh Ha yBa3i MEBHY IMTOCIIOBHICTE €TalliB HOMEepea-
HBOI OOPOOKH IaHWX: TEOMETPUYHE IMEPETBOPCHHS BUXITHHX 300paskeHb, 1X 00poOKy HaOOpoM pi3HHX (iNBTpIB,
eKBaizamio 300pakeHp 0e3 301MbIICHHS PIBHS IIYMY U IiJBUIIEHHS KOHTPACTHOCTI 3HIMKIB, OiHapw3amis 30-
OpakeHb 3 aJalTUBHUMH IOPOraMH MEPETBOPEHHS Ul YCYHEHHS BIUIMBY HEPIBHOMIPDHOTrO 3acBiueHHs (OTO.
Otpumani HacTynHi pe3yabTaTH. CTBOPEHO MakKeT allrOPUTMIB IomnepeiHboi 00poOKH (HOTO3HIMKIB JOKyMEHTAIl1,
B SKAW IS MiABHIICHHS ()YHKIIIOHATBHIX MOXIHUBOCTCH MpH iACHTU(IKAIT JaHUX TAK0X BOYJOBaHHUI alrOpHUTM
nerexktyBanHs oci0 (face detection), mpu3HaueHH TS MOJANBIIOTO iX po3mizHaBanHs (face recognition). Ilepenba-
YEHO PsiJ] CEPBICHUX MPOLIEAYD, 110 3a0e3MeuyI0Th 3pyYHICTh 00poOKH aHuX 1 X iH(opmauiiiHuii 3axucT. 30Kpema,
3aIpONOHOBAHA IHTEPAaKTUBHA MPOIIEypa CETMEHTAII] TEKCTY 3 MOMIIMBICTIO aHOHIMI3allii OKpeMuX Horo ¢parme-
HTiB. lle cnpusie 30epekeHHI0 KOH(IACHIIIHHOCTI 00pOOIIIOBaHNX TOKYMEHTIB. J[eTalbHO OIHCAaHO CTPYKTYpPY Hepe-
paxoBaHMX AJTOPUTMIB 1 JOCIIJKEHa CTIHKICTh IX poOOTH B Pi3HMX yMOBax. 3a pe3yjbTaTaMH MPOBEJCHUX JIOCIi-
JDKEHb PO3pOo0JICHO MporpaMHe 3a0e3neyeHHs U PO3Ii3HaBaHHS TEKCTIB, 110 0a3yeThCs Ha MPOTpami ONTHYHOTO
posmizHaBanHs cuMBoiiB (OCR) Tesseract Bepcii 4.0. [Iporpama orpumana Ha3By «HQ Scanner», BoHa HanmcaHa Ha
MoBi Python 3 Bukopucranusm cydacuux pecypcis 6i6miorekn OpenCV. IIporpaMHo peanizoBaHa opHUriHajgbHA Me-
TOJIMKA OLIHKM €()EeKTUBHOCTI pOOOTH aJITOPUTMIB 3a KPUTEPIEM MaKCUMyMy HMOBIPHOCTI NMPaBWIILHOTO PO3Mi3Ha-
BaHHS TEKCTiB. HaBOMUTHCS BeNMMKa KUIBKICTh MPUKIAAIB POOOTH CUCTEMH 1 pe3yJbTaTH TECTYBaHHS MPOTPAMHOTO
3abe3neueHHs. BucHOBKM. Pe3ynpTaTi mpoBeeHIX JOCTIHKEHb MOXKYTh OYTH B34Ti 32 OCHOBY IIPH po3poOiIii mpo-
TpaMHOTO 3a0e3neueHHs ISl CTBOPEHHS eKOHOMIUHUX 1 3pYYHUX Y BUKOPHUCTaHHI CHCTEM ONTHYHOTO PO3ITi3HaBaH-
HSI TEKCTiB, MPU3HAYEHHX ISl KOMEPIIIHHOTO BUKOPHCTAHHSI.

KurouoBi cioBa: ontuuHe posmizHaBaHHSA cuMBouiB (OCR); reoMeTpudHi NMEepeTBOPEHHS BUXITHHUX 300pa-
JKCHB; alTOPUTMH (IIBTpalii; ekBamizamis 1 OiHapu3ais GOTO3HIMKIB; alropuTM BHsBICHHS oci0 (face detection);
HMOBIPHICTh IPaBUIIBHOTO PO3Mi3HABAHHS TEKCTY; CErMEHTAllis TEKCTIB 1 aHOHIMI3aIis X OKpeMHX (hparMeHTiB.
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INPEABAPUTEJIBHAS OBPABOTKA JAHHBIX JIUIA IIOBBIINEHNA KAYECTBA
CUCTEM OIITUYECKOI'O PACITIO3BHABAHUSA TEKCTA

K. 10. /lepzaués, JI. A. Kpacnos, B. A. buno3zepckuii, A. Al. 3umosun

IIpeamerom u3ydeHHs B cTaTbe ABIsIETCS (OPMYIHMPOBKA COBPEMEHHON KOHLETIMH MOBBIIICHHUS KadecTBa
paboOTHI CHCTEM ONTHYECKOTO PAcIIO3HABAaHMS TEKCTOB IYTEM HCIONB30BaHUS HA0Opa pa3HOOOpa3HBIX alIrOPUTMOB
JUIL TIpeIBapUTEIFHON 00pabOTKM M300paXeHWH JOKYMEHTOB IO YCMOTpeHHIo monb3oBatensd. Lleas padorbl —
CHHTE3MPOBATh aJTOPUTMBI, KOMIICHCUPYIOIINE BHEITHUE HETATHBHBIC BO3ACHCTBHSA (HEONAronpHATHBIA TreOMETpH-
yeckuid (akTop, IIOXHE YCIOBUS OCBEIICHHS IpU (GOoTOrpadUpOBaHMM, BIMSHHAE INIYMOB U mp.). Mcmomszyemble
METO/IbI MOJIPa3yMEBAIOT ONPEICIICHHYIO TOCIIEI0BATEIbHOCTD TAIIOB MIPEIBAPUTENILHOI 00pabOTKN JaHHBIX: Teo-
METPHYECKOE MPeoOpa3oBaHNe NCXOJHBIX H300paKeHNH, UX 00pabOTKy HaOOPOM pa3INYHBIX (QUIBTPOB, FIKBAIU3A-
LU0 M300paKeHUH 0e3 yBeIMYeHHs YPOBHS LIyMa JUIsl MOBBILIEHHs] KOHTPACTHOCTH CHUMKOB, OMHApHU3alnio N300-
paKeHUIl ¢ aJIaNTHBHBIMH MOPOTraMH MpeoOpa3oBaHus ISl YCTPaHEHHs! BIHMSHUS HEPaBHOMEPHOH 3acBeTKH (OTO.
[Momyuens! cienyronye pe3yabrarsl. Co3aH MakeT ajJropuTMOB MIPEABAPUTENHLHON 00paboTku (POTOCHUMKOB NO-
KYMEHTAIMH, B KOTOPBIN JUUIS MOBBIMIEHHS (QYHKIIMOHAIBHBIX BO3MOXKHOCTEH NMPH MACHTU(DHUKALUKN JaHHBIX TaK¥Ke
BCTPOCH aJITOPUTM AeTekTupoBanus Il (face detection), mpemHa3HAYCHHBIHN AT JaTbHEHUIIETO X PAcIIO3HABAHUS
(face recognition). [IpexycMOTpeH psa CEpBUCHBIX MPOIEXyp, 0OSCIIEUNBAIONINX YI0OCTBO 00pabOTKH JaHHBIX U
nX MHGOPMAIMOHHYIO 3alIUTy. B yacTHOCTH, NpeanokeHa MHTEpaKTUBHAS MPOIEypa CETMEHTALNH TEKCTa C BO3-
MOXKHOCTBIO aHOHHMM3AIIMH OTAEIBHBIX €ro (parMeHTOB. DTO CHOCOOCTBYET COXPAaHEHUIO KOH()HICHIIMATEHOCTH
oOpabaTbiBacMbIX JOKyMeHTOB. IlogpoOHO ommcaHa CTpyKTypa HEpPEYUCICHHBIX AJTOPUTMOB W HCCIEIOBaHA
YCTOWYHMBOCTh MX PabOTHI B pa3NuuHBIX ycioBHAX. Ilo pe3ynpraram IpOBENCHHBIX HCCIEIOBaHHN pa3paboTaHO
porpaMMHoe obecrieueHre I Paclo3HaBaHUs TEKCTOB, Oa3upylolieecs Ha MPOrpaMMe ONTHYECKOTO pacrio3HaBa-
Hus cumBoiioB (OCR) Tesseract Bepcun 4.0. IIporpamma nomyuusna HasBanue «HQ Scanner», oHa HamucaHa Ha
s3pike Python ¢ ncnons3oBanreM coBpeMeHHBIX pecypcoB 6ubnmorekn OpenCV. [IporpaMMHO peaiM3oBaHa OpH-
THHAJbHAS METOJMKA OICHKH A(PPEKTHUBHOCTH PabOThI aJTOPUTMOB MO KPUTEPUIO MAaKCHUMyMa BEPOSTHOCTH Ipa-
BUWJILHOTO paclio3HaBaHUsI TeKCTOB. [IpuBOANTCS GOIBIIOE KOJIMYECTBO MPUMEPOB PAOOTHI CUCTEMBI M PE3yJIbTaThl
TECTUPOBAHUSI IPOTPAMMHOTO oOecriedeHus. BbIBOABI. Pe3ysbTaThl MPOBECHHBIX HCCIEIOBAHIH MOTYT OBITh B3fI-
THI 32 OCHOBY IIPH pa3paboTKe MPOrpaMMHOTO 00ECHEeUeHNUS ISl CO3/IaHMsl SKOHOMUYHBIX M YAOOHBIX B HCIIOJIB30-
BaHWHU CHCTEM ONTHYECKOTO Paclo3HaBaHUS TEKCTOB, MPEAHA3HAYCHHBIX AT KOMMEPYECKOTO HUCIIOIb30BaHM.

KaroueBble ciioBa: ontndeckoe pacnozHaBanue cuMBoiioB (OCR); reomerprndeckue npeoOpa3oBaHUs HCXOA-
HBIX M300paXKEHHUH,; aNropuTMbl (HUIBTPAIMK, SKBaIU3anus M OMHapHu3anus (pOTOCHUMKOB, QJITOPUTM BBIABICHUS
nur (face detection); BepoSTHOCTb NPABHIIEHOTO PACIIO3HABAHHS TEKCTA; CETMEHTALMS TEKCTOB U AHOHUMH3ALHS UX
OTJIEJIBHBIX (PparMeHToB.
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