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significantly transformed the environment of human
life. They are currently used as a main tool for the in-
formation and knowledge processing [1, 2].

THE METHOD OF STUDENT'S QUERY ANALYSIS
WHILE INTELLIGENT COMPUTER TUTORING IN SQL

Recently, IT specialties have become one of the most demanded specialties in the world labor market. Simulta-
neously the traditional teaching in conditions of mass production, even with a professional teacher, has a sig-
nificant drawback — the fundamental impossibility of adapting to each student. Since the 60s of the twentieth
century, researchers worldwide have been developing various computer-tutoring tools that have, less or more,
adaptive functions. Nevertheless, the task of the perfect computer tutor development is still far from being
solved. The article's research subject is the process of student requests analyzing during intelligent computer
tutoring in SQL. The main goal is to develop a method for analyzing the student's SQL queries. The purposes:
to form a general scheme and features of the method for analyzing student’s SQL queries based on the princi-
ples of technical diagnostics and methods of lexical, syntactic analysis of computer programs; to develop
methods for parse tree construction; to create methods for comparing reference and real SQL queries accord-
ing to their similarity rate; to demonstrate the function ability of the developed methods on specific examples.
The methods used computer programs the automatic testing method, the computer programs lexical and syn-
tactic analysis methods, the computer programs parsing trees construction methods, the objects diagnosing
method based on comparison with a reference, the strings analysis methods, the method of g-grams. The fol-
lowing results were obtained: the student’s SQL queries analysis method was formed based on a system ap-
proach including automatic testing on real data, building query-parsing trees, comparison with a reference,
and comprehensive determination of the queries similarity rate. The scientific novelty is the improvement of
the method for the student's SQL query analysis during intelligent computer training in SQL query composi-
tion.

Keywords: intelligent computer systems; structured query language; tutoring; SQL query analysis; parsing
tree.

puter tutoring programs which have large computational
power and advanced intelligent skills.

The most famous ITS for learning SQL is the
SQL-Tutor system [6, 7], developed at the University of
Canterbury, New Zealand. Each task in it consists of a
data model and information needed to be obtained. Stu-
dents write SQL queries by filling out forms. After re-

Introduction

In the recent decades information technology (IT)

In such conditions high-quality IT training is re-

quired in the different domains. An integral part of most
complex IT systems are relational databases (RDB) and
algorithms for data manipulation based on the Struc-
tured Query Language SQL. However, the traditional
learning of SQL, similar to many other complex do-
mains in terms of group studying, usually does not re-
sult in the required quality training of each student. The
main issue is the complexity of the adaptive approach
providing by the tutor in the case of multiple students
task individual solving [3]. Such approach has to take
onto account difference in skills and working pace of
students, as well as limitation of human tutor cognitive
abilities.

According to many researchers [4-9, 12] the solu-
tion can be found in designing and implementing com-

quest completion, SQT-Tutor analyzes student requests
to find errors and provides multiple levels of feedback
and tips. Students independently choose the level of
feedback they wish to receive. After receiving feedback
and editing the request, a student can again send it for
consideration by the system.

For the purpose of step analysis SQL-Tutor con-
tains many constraints, which includes two parts: a rele-
vance condition and a constraint satisfaction condition.
The reaction occurs only if the first condition is met,
and the second is not. This means that the constraint is
violated and ITS identifies the corresponding feedbacks.

Although the restrictions were conceived by the
authors as domain-independent, many of them deal with
a correct solution stored in the system. For example, one
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of the constraints might check the FROM section of the
query to see if the value filled in by the student is equal
to the value in the correct solution. The relationship
between steps, learning events, and constraints in the
system is fairly straightforward. Each constraint meets
the competency component.

On the basis of the above principles, other ITS
have been developed [10, 11].

Formulation of the problem

Despite the repeated presentation in publications
by the developments as based on a fundamentally new
and effective theory of constraint-based modeling
(CBM) [12], in fact, this is not the case, since any re-
striction can be reduced to the well-known rules
“if — that". A number of restrictions are created for the
purpose of syntactic comparison between the only ideal
solution and the student's solution. Naturally, these re-
strictions do not give a chance to alternative solutions
that may be more rational than those created by the au-
thors.

An alternative approach, implemented in the form
of rules-models of errors, is presented in [13]. It de-
scribes 37 classes of the most common semantic mis-
takes made by students while SQL queries construction.

It is also worth to mention such systems as
AsseSQL [14] and SQLator [15] — for assessing student
requests; SQLify [16] — a tool that implements semantic
feedback; and also an intelligent computer system
teaching SQL from the University of Malaysia [17]. In
the latter, the student is limited only by entering data
into the fields SELECT, FROM, WHERE, which signif-
icantly limits the flexibility of the system.

Therefore a new development approach to ITS in
SQL is required, combining existing effective tech-
niques with the new methods of the SQL queries analy-
sis and comparison.

To achieve the stated objective following tasks
have been formulated and solved:

1. A method of student’s SQL queries analysis de-
velopment.

2. Parsing and syntactic tree building methods de-
velopment.

3. A method development for two SQL-queries
comparison aimed to detect their similarity.

The student’s SQL-queries
analysis method

Because of the queries presentation redundancy in
SQL for any problem more than one correct SQL-query
might exist. Hence, it is necessary to verify whether a

student's SQL-query fit a certain set of standards for a
concrete given task.

In the case of resemblance to one of the reference
solutions system identifies the student's solution as
known. Each reference query stored in the system is
characterized by a set of parameters that determine its
quality and, consequently, knowledge and skills of a
student. Such parameters, for example, can include per-
formance and required memory capacity, the number of
characters in a query that determines the reading and
understanding convenience of a request by another per-
son.

If the system does not identify the query as known
it could be executed on a real database with multiple
data sets. As the result of a data manipulation query is a
set of certain tuples all the correct answers must return
the same set of data for the same initial data set. Hence
with high probability we can conclude that if the query
is not known to the sys-tem but on the series of initial
data sets output the same set of tuples as the reference
solution then this query can be classified as the correct
answer.

ITS based upon the described approach works ac-
cording to the schema presented on fig.1, where high
S — high similarity, low S — low similarity, which is
obtained experimentally.

After a new task for student has been generated the
program displays the text with the assignments,
ER-diagram of the given DB, and a field for student’s
answer in the form of SQL-query.

Once the answer was confirmed system starts
analysis according to the following script:

1. The system estimates similarity rate between the
student’s answer and reference SQL-queries.

2. Finding similarity rate is compared with some
threshold.

3. In the case of high similarity the system oper-
ates as follows:

3.1. Lexical and syntactic analysis of SQL-query
carries out and a syntax tree is built.

3.2. The parsing tree is compared with the refer-
ence syntax tree, which has the highest similarity with
the student’s query. Every such a model of SQL-query
is described by a set of parameters that characterize the
quality in several aspects: performance and memory
capacity requirements, readability.

3.3. If the system found a mismatch of some nodes
of the trees it informs about the error location.

3.4. If the parsing trees are identic the student’s
answer is considered as correct, and a new task is gen-
erated.

4. In the case of low similarity between the stu-
dent's query and reference queries the system runs both
queries on the real database and then compares resulted
sets of tuples.



80

PAJIOEJIEKTPOHHI I KOMII'IOTEPHI CUCTEMM, 2021, Ne 2(98)

ISSN 1814-4225 (print)
ISSN 2663-2012 (online)

System points the
place of student's
mistake

there are
mistakes

Lexical and syntactic 2
- analysis, syntactic tree |- Sgg::cgtr:i;roie trees are
high $ building P identical
i ; Answer is right.
Checl;mg ‘S(.)lL-auenes tuples sets Student proceeds with

ofsImiamy are identic new task

low S Performance on the

database

tuples sets Answer is incorrect,
are different Student proceeds with
similar task

Fig. 1. The schema of the student’s SQL-queries analysis method

4.1. If the sets of tuples match exactly one with
another the system considers the student’s answer as
correct, and move to the next task.

4.2, If the sets of tuples differ, the answer is
considered as wrong, and a student has to solve
another task from the same topic.

The SQL-queries parsing method

SQL is a language which can be described in
Backus-Naur Form (BNF). Its grammar is context-free

(CF grammar). It allows developing SQL compiler in
this project utilizing the programs LEX/YACC.

The main hypothesis of this paper is that the peda-
gogically correct feedback can be given by comparing
syntax trees of the reference and the student SQL-
queries.

Fig. 2, 3 show examples of the parsing trees for the
reference and student queries. After the trees traversal
and nodes comparison the mismatch at one of the nodes
has been detected.

SELECT det_name

SELECT
det_name

FROM details

WHERE city="Paris’

sel_sect
table_cond

FROM details
WHERE city="Paris’

Fig. 2. The reference SQL-query parsing tree
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SELECT
det_name

SELECT det_name
FROM details
WHERE city<>'Paris’
sel_sect
table_cond

FROM details
WHERE city<>'Paris’

WHERE
city<>'Paris’

NAME

Fig. 3. The student’s SQL-query parsing tree

To make a decision about a necessity of parsing
trees traversal system needs information about similarity
rate of the student’s and reference queries. In this paper
advanced g-gram method is proposed for queries simi-
larity rate estimation.

Classical g-gram method. In this method, the
original strings are broken into sets of overlapping word
forms (g-gram) consisting of g symbols.

For example, in the case q=2:

original string: abcdef (Len=6)

word forms: ab, bc, cd, de, ef (N=5)
inthe case q=3:

word forms: abc, bed, cde, def (N=4)

Thus the number of g-grams for N strings of
length Len, and a given q is described by following

formula:
N=Len—-q+1. (1)

Each word form from the first set is compared with
each word form from the second set. If the pair coin-
cide, a comparison with the given word form from the
second set is no longer produced. The similarity rate of
two strings S might be considered as the ratio of C
matches to the total number of word forms N :

S=C/N. @)

Example 1. Assume that there are two strings rep-
resenting SQL-queries (Lenl = Len2 = 19):

1) S1 =“SELECT color FROM p”;

2) S2 =“SELECT owner FROM p”.

For g=2 these queries will be represented as the
following g-grams:

1) QGIZ{“SE” “EL” “LE” “EC” “CT” “T|_‘”

113 EEINNT3

_.C CO” 4:01” “10” “OI’” “I’._.” “;_AF” “FR” “RO”

“OM” “M._.” “._.p” };
2) QGzz{caSE” “EL” “LE” “EC” “CT” “T|_,”

113 ELIN3 CLINY3 EEINT3

.0 ow wn ne cr

99 G699 GC ERINT3

T, ._.F” “FR” “RO”

“OM” “M 7 “_p”}.

The count of word forms: N = N1=N2=18.
Obtained sets of word forms match in 13 positions. The
similarity rate according to 2):
S=C_(QG1,QG2)/N=13/18=0.72.

For the case when strings are of different lengths
there is a question, which one of the two numbers of the
word forms should be stated in the formula (2). It is
obvious, if we compare the number of matches with the
smaller of two values the similarity rate could be higher.
In some cases it might be equal to 1 for the different
strings. However, in the case of comparison with the
greater value similarity rate could be too low for strings
with minor differences. Thus the problem of choosing
the reference value for comparison is quite principle.

Example 2. Let consider two strings with different
lengths, which are SQL-queries:

1) S1="SELECT color, city FROM p", Lenl =25;

2) S2="SELECT color FROM p", Len2 =19.

For q = 2 these requests will be represented by the
following g-grams:
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1) QGI:{“SE” “EL” “LE” “EC” “CT” “T,_,”

113 99 < 99 G699 G EEINT3 99 66 *99 GCr

_.C CO” “01” “10” “or I, " _.c ci lt” cnty”

“y._.” “,_,F” “FR” “RO” “OM” “M,_,” “._.p” }’
N1=24;
2) QGZ:{“SE” “EL” “LE” “EC” “CT” “T._.”

113 9

_.C CO” “01’3 “1079 “01’

CEINNTS EEINNT

T, \_‘F” “FR” “RO”

“OM” “M " “_p” }, N2=18.

Given sets of word forms match in 17 positions:
C(QG 1, QG 2) = 17 . In this case the similarity rate
calculated by (2) with the grater word forms number is:
S=C_(QG1,QG2)/N_max =17/24=0.708. The
similarity rate based on the smaller word forms number:
S=C_(QGLQG2)/N_min =17/18=0.94.

Method based upon SQL keywords replace-
ment. Any syntactically correct SQL-query contains a
limited set of the certain keywords. Since many of the
keywords might appear as in a correct query, and in an
incorrect query to reduce their impact on the similarity
assessment it makes sense to replace such keywords
with the corresponding ID.

Example 3. Let consider a set of keywords:
KW={“SELECT” “FROM” “WHERE”}.

There are 2 queries ( Lenl = Len2 = 30):

1) S1="SELECT color FROM p WHERE a>10";

2) S2="SELECT color FROM t WHERE b>10";

l) QGIZ{“SE” “EL” “LEH “EC” “CT” “T\_,"

113 LR INNT3

_.C CO” “01” “10” “OI‘

CEINNT3 EEINNT

r F” GGFR” GGRO”
‘6OM’3 G‘M 9 < pﬁ’ “p RN W’? “WH?B éﬁHE” ‘6ER73
< 99 ¢ 2 99 ¢¢ 9 <6 99 ¢¢ 29 .
RE”“E_" “_a” “a>" “>17 “10”};

2) QG2= {€GSE’7 ‘GEL” “LE” ‘GEC” GGCT” G‘T 2
(3 C” ‘400” “01?’ “10” “OI‘” Gﬁr EE TS F” GGFR” GGRO”
‘6OM?3 64M RN t” “t RIS W” 6‘WH?7 “HE?H 64ER93

“RE” “E_.,” “_,b” “b>" “>1” “107}.
N1 = N2 = 29, C(QG1,
S=25/29=0.86.
After the keywords replacing:
1) S01=""0 color 1 p *2 a>10";
2) S02=""0 color ~1 t "2 b>10".
Len01 = Len02 = 21.

l) QG]Z{“/\O” “0._,” “;_AC” “CO” “0]” “]O” “01‘”

QG2) = 25,

113 EEINT3

A AT ¢ 29 ¢
. | R

l_‘p” “pk_‘” “l_,/\” “npr “2‘_‘9’

“._.a” “a>7a “>179 “1079};

2) QGZZ{“AO” LCO‘_‘” “\_‘C” “CO” “01” “10” “OI‘”

13 EEINT3

T, |_|/\” nc/\l,’ “1‘_‘” “_‘t” “t_"’ cck_‘/\” cc/\2” “2‘_‘”

“._,b” “b>a7 “>1” “10”}.
C(QGl, QG 2) =16, S=16/21=0.76 .

Method based upon the parsing trees strings
comparison. This method includes, firstly, strings con-
struction for each syntactic tree and then their compari-
son.

Example 4. Let consider a parsing tree of the
SQL-query «SELECT * FROM p WHERE
City<>’Paris» (Table 1).

In tab.1: Node content — description of syntactic
rules; Left index, Right index — indices of array ele-
ments for left and right descendants.

In order to distinguish a rule number, a child index
and an ordinary numeric value, numbers could be
marked with the following prefixes:

% — rule number;

# — descendant index;
numeric values are stated without any additional marks.
The string obtained for the query:

S = “%1 #23 %2 #22 %7 #21 %9 #20 #9 %71 #19 #18
IE! %73 #17 %77 #16 %83 #15 #12 %99 #14 %25 #13
Paris %99 #11 %25 #10 City %10 #8 #2 %42 #7 %44
#6 %45 #5 %47 #4 %49 #3 p %ll #1 #0
list of sel attrs: * E! ™.

Further, constructed strings are compared by
means of the classical g-gram method.

Presented methods for different types of similarity
detection tasks give different output values. A promis-
ing challenge is to create a neural network and train it
on the basis of student query series by giving as the in-
put of the network the similarity values obtained by the
three methods, and setting a required similarity rate as
the output.

Conclusions

The approach proposed in the article allows
providing comparison of the student’s answer and refer-
ence query more efficiently then it is carried out in ex-
isting ITS for SQL.

A new approach to query’s presentation in canoni-
cal form, as well as a scheme of the self-diagnosing
method for the quality improvement of computer train-
ing in SQL were obtained.

The further investigations promising way is devel-
opment of new task adaptive choice algorithms, depend-
ing on the current student progress, as well as interac-
tive hints system creation.
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Table 1
Parsing tree for SQL-query in example 4
N Element number Rule(l:/(L’J)mber Left(?i;)]dex inF;ieth'E#)
0 IE! 12 -1 -1
1 "list_of _sel_attrs: *" 14 -1 -1
5 "seI_sectior'l: SELECT <opt:distinct> 1 1 0
<list_of_sel_attrs>
3 "p" 24 -1 -1
4 "table_decl: <tab_col_pse>" 49 3 -1
5 "from_attr: <table_decl>" 47 4 -1
6 "list_of from_attrs: <from_attr>" 45 5 -1
7 "from_attrs: <list_of_from_attrs>" 44 6 -1
8 "from_section: FROM <from_attrs>" 42 7 -1
9 "un_sel_from_sect: <sel_section> <from_section>" 10 8 2
10 "City" 24 -1 -1
11 "column: <tab_col_pse>" 25 10 -1
12 "expression: <column>" 99 11 -1
13 "Paris" 24 -1 -1
14 "column: <tab_col_pse>" 25 13 -1
15 "expression: <column>" 99 14 -1
16 ""statement: <expression> <> <expression>" 83 15 12
17 "logical_expression: <statement>" 77 16 -1
18 "where_section: WHERE <logical_expression>" 73 17 -1
19 "IEI" 103 -1 -1
20 | "un_where_by sect: <where_section> <by_section>" 71 19 18
1 "unary_select: <un_sel_fron'1l_sect> 9 20 9
<un_where_by sect>
22 "sel_query: <unary_select>" 7 21 -1
23 "sgl: <sql_query>" 2 22 -1
24 "root: <sql>" 1 23 -1
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METO/J AHAJII3Y 3ANUTIB CTYJAEHTA
ITPU THTEJIEKTYAJIBHOMY KOMIT'IOTEPHOMY HABYAHHI SQL

A. I'. Yyxpaii, O. B. I'agpunenko

OcTtaHHIM YacoM OJHUMH 3 HaWOLIbII 3aTpeOyBaHUX HA CBITOBOMY PHHKY Ipali cremiansHocTed cramm [T-
cneuiaipHocTi. Pa3oM 3 THM TpajMiiiiHe HaBUYaHHS B yMOBaxX MacOBOTO BUPOOHUIITBA HABITh IPU HASIBHOCTI JIyXe
XOPOIIOTo MeJarora Mae iCTOTHUI HEJOMIK - IPUHLUIIOBY HEMOXIIMBICTD aJanTyBaTHCS O KOXKHOTO, KOT'O HaBda-
10Thb. 3 60-x pp. XX CTOMITTS OCHIJHUKH B yChOMY CBITiI PO3pOOIISIOTH Pi3HI KOMI'IOTEPHI 3acO0M HaBYaHHS, 110
BOJIOZIIFOTH, B TiH UM iHIIIHM Mipi, ananTuBHUMH (yHKIisiMA. [IpoTe, 3aBmaHHSA po3pOOKH JOCKOHAIOTO KOMIT'IOTEp-
HOTO TIe/Iarora mie Jajieke BiJ cBoro BupimeHHs. IIpeaMeToM oCiHiKeHHS B CTATTi € MPOIIEC aHAJIi3y 3alHuTiB CTY-
JICHTA TIiJl 9ac iHTEJIeKTyallbHOTO KOMITIOTEpHOro HaB4aHHS MOBi SQL. MeTtoro € po3poOka meroay anamizy SQL
3aIUTIB CTyJICHTa. 3aBaHHs: HA OCHOBI MPUHIIMIIB TEXHIYHOI A1arHOCTHKH 1 METO/(IB JIEKCHYHOTO, CHHTAKCHYHOTO
aHaTi3y KOMITTOTEPHUX MPOrpaM cHopMyBaTH 3arajibHy CXeMy i 0COOMMBOCTI MeToy aHamizy SQL 3anuTiB cTyaeH-
ta. Po3pobutn meronu noOyaoBH JiepeBa CHHTAKCUYHOTO po30opy. CTBOPUTH METOAM 3iCTAaBICHHS €TAJIOHHOTO i
peanpHoro SQL 3amutiB 3a cTyneHeM ix cxoxocti. [IpoinroctpyBaTi QyHKIIOHYBaHHS PO3pOOJIEHHX METO/IB Ha
KOHKPETHHUX MPHUKIaJax. BUKOPUCTOBYBaHUMU MeETOAMHU €. METOJM aBTOMATHYHOI'O TECTYBaHHS KOMITIOTEPHHX
IIporpam, METOAH JIEKCHIHOTO i CHHTAKCHYHOTO aHaJIi3y KOMIT'TOTEpHHUX IPOrpaM, METOIN TIOOYIOBH IepPeB CHHTAK-
CHUYHOTO po300py KOMI'IOTEPHHX HPOTpaM, METOJIM JIIarHOCTYBaHHS 00'€KTIB Ha OCHOBI NMOPIBHSHHS 3 €TaJlOHOM,
METOJIM aHaJi3y pAIKiB, MeTo g-rpaM. OnepkaHi HaCTyMHI pe3yJabTaTu: chopmoBanuii Meron ananizy SQL 3amu-
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TIB CTyJ€HTA i/l 4ac 1HTEJEKTyaJbHUX KOMII'TOTEPHOI0 HaBYaHHs yMiHHIM ckyianati SQL 3annTy, mo rpyHTy€eThCs
Ha CUCTEMHOMY IIiJIXOJi, [0 BKJIIOYA€ aBTOMATHYHE TECTyBaHHSA Ha PEAIbHUX TaHHUX, HOOYNOBY AE€PEB CHHTAKCHY-
HOTO p0300py 3aIHUTiB, 3iCTABICHHS 3 €TaJOHOM i KOMIUIEKCHE BU3HAUEHHS CTYIICHS CX0XKOCTi 3amuTiB. BucHOBKH.
HaykoBa HOBH3Ha ToJisirae B OTPUMaHHI MOJAJIBIIOr0 PO3BUTKY MeTOAy aHaiizy SQL 3amuTiB cTynaeHTa mij 4ac
IHTEJIEKTYaIbHOTO KOMITIOTEPHOTO HaBYaHHS YMIHHAM ckiagata SQL 3amuTu.

Kuro4oBi ci1oBa: iHTEIEKTyalbHa KOMITIOTEpHA CHCTEMa; CTPYKTYpOBaHA MOBa 3aIllUTiB; HABUAHHS; aHANI3 3a-
MIUTIB; IEPEBO CHHTAKCHYHOTO PO300pY.

METO/] AHAJIN3A 3AITPOCOB CTYJAEHTA
PN UHTEJUVIEKTYAJIBHOM KOMIIBIOTEPHOM OBYYEHHWHU SQL

A. TI. Yyxpaii, E. B. I'agpunenxo

B nociennee BpeMsi OHMUME U3 HauOoJiee BOCTPEOOBAHHBIX HA MUPOBOM PBIHKE TPY/a CIIEHUaIbHOCTEH cTann
IT-cnenmansHOCTH. BMecTe ¢ TeM TpagunnoHHOE O0YYEeHHE B YCIOBHUSX MacCOBOTO IIPOU3BOACTBA AaXKe IPU HAIH-
YUW OYEHb XOPOIIETO Iejarora o0JIaJaeT CYIIECTBEHHBIM HEJIOCTATKOM — IMPUHIMIHAIBHONW HEBO3MOXKHOCTBIO
aIanITHPOBATHC K KakaoMmy obydaemomy. C 60-x rr. XX CTOJETHS UCCIICAOBATEIN BO BCEM MHpE pa3pabaThIBarOT
pasiHYHbIe KOMITBIOTEPHBIEC CPeNCTBa 00yUYeHHs, 00IafaloIIie, B TOW WM HHOH CTENICHH, alalTHBHBIMH (QYHKIIHN -
mu. Tem He MeHee, 3a1a4a pa3pabOTKU COBEPIICHHOTO KOMIIBIOTEPHOTO IIeJarora emie Jajeka oT CBOEro paspele-
nust. [lpenMeTom uccieoBaHus B CTaThe SIBISETCS MPOLECC aHAIM3a 3aIpoCcoB 00y4aeMoro BO BpeMsi HHTEIUIEKTY-
IBHOTO KOoMIIbIoTepHOTO 00yueHUs s3bIKy SQL. Henwro sBrmsercs paspaboTka Merona aHammza SQL 3ampocos
obydaeMoro. 3aaum: Ha OCHOBE NPHHIMIOB TEXHHYECKOH NHATHOCTHUKH U METOJOB JICKCHYECKOTO, CHHTaKCHY e-
CKOTO aHali3a KOMIBIOTEPHBIX MPOrpaMM chOpMHUPOBATh OOLIYIO CXeMy M 0COOCHHOCTH MeToza aHainuza SQL 3a-
npocoB o0ydaeMoro. Pa3paboTaTs METOIBI IOCTPOCHHUS ACPeBa CHHTAKCHYeCcKOro pasdopa. Co3aaTh METOIBI COIIO-
CTaBJICHHUS 9TAJOHHOTO U peaibHoro SQL 3ampocoB Mo CTENeHH UX MOX0KecTH. [IpoMuTiocTpUpoBaTh GpyHKIHOHHU-
poBaHue pa3pa6OTaHHbIX METOAOB Ha KOHKPETHBLIX MPUMEpaXx. I/ICHOJ'H)?;yeMLIMI/I METOAAMHU SABIIIIOTCA: METOAbI
ABTOMATHYECKOTO TECTUPOBAHUS KOMIBIOTEPHBIX MPOrPaMM, METOJbI JIEKCHYECKOTO M CHHTAKCHYECKOTO aHan3a
KOMIBIOTEPHBIX IPOrPaMM, METObI IOCTPOCHUS ACPEBbEB CHHTAKCHYECKOrO pa3dopa KOMIIBIOTEPHBIX MPOrpaMMm,
METO/Ibl TUArHOCTUPOBaHHS OOBEKTOB Ha OCHOBE CPaBHEHHMS C 3TaJOHOM, METOJIbI aHaIn3a CTPOK, METO/ (-TPaMM.
[Monyuens! crepyonme pe3yabTaThl: chopMUpoBaH MeTo] aHanu3a SQL 3ampocoB o0ydaeMoro Bo BpeMsl UHTEIN-
JIEKTYaJIbHOTO KOMITBIOTEPHOTO OOYYeHHUs] YMEHHUSM COCTaBIsATE SQL 3ampochl, OCHOBBIBAIOIIMICS HA CHCTEMHOM
NOAXO0JIe, BKIIOYAIOIEM aBTOMaTHYECKOE TECTUPOBAHUE HA PeasbHbIX JAHHBIX, IIOCTPOCHUE EPEBbEB CHHTAKCHY e~
CKOTO pa3bopa 3aIpocoB, COMOCTABIECHHE C ITAJIOHOM M KOMILIEKCHOE OIPE/EICHUE CTEIEHH MOX0KECTH 3aIIPOCOB.
BoiBoabl. Hay4yHast HOBU3HA 3aKirodyaeTcs B IOJYYCHHH JajbHEHINero pasBUTHA Meroaa aHanmza SQL 3ampocos
00y4aeMoro BO BpeMsI HHTEIUIEKTYaJIbHOTO KOMIBIOTEPHOTO 00Y4eHUST yMEHHUSAM cOCcTaBIiATh SQL 3ampockl.

KaroueBble ciioBa: MHTEIUIEKTYyallbHAas KOMIIBIOTEPHAsI CHCTEMa; CTPYKTYPHUPOBAHHBIN SI3BIK 3alIPOCOB; 00Y-
YeHHe; aHaJIN3 3alPOCOB; IEPEBO CHHTAKCHYECKOTO pa3dopa.
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