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COMPARISON OF ALGORITHMS FOR CONTROLLED PIXEL-BY-PIXEL
CLASSIFICATION OF NOISY MULTICHANNEL IMAGES

The subject of this study is the pixel-by-pixel controlled classification of multichannel satellite images distorted
by additive white Gaussian noise. The paper aim is to study the effectiveness of various methods of image clas-
sification in a wide range of signal-to-noise ratios; an F-measure is used as a criterion for recognition effi-
ciency. It is a harmonic mean of accuracy and completeness: accuracy shows how much of the objects identi-
fied by the classifier as positive are positive; completeness shows how much of the positive objects were allo-
cated by the classifier. Tasks: generate random valuesof the brightness of the noise components, ensuring their
compliance with the accepted probabilistic model; implement the procedures of element-wise controlled classi-
fication according to the methods of support vectors, logistic regression, neural network based on a multilayer
perceptron for images distorted by noise; evaluate and analyze the results of objects bezel-wise classification
of noisy images; investigate the effect of noise variance on classification performance. The follow-
ing results are obtained. Algorithms of pixel-by-pixel controlled classification are implemented. A comparative
analysis of classification efficiency in noisy images is performed. Conclusions are drawn. It is shown that all
classifiers provide the best results for classes that mainly correspond to areal objects (Water, Grass) while
heterogeneous objects (Urban and, especially, Bushes) are recognized in the worst way; classifiers based on
the support vector machine and logistic regression show low recognition accuracy of extended objects, such as
a narrow river (that belongs to the wide class of "water™). The presence of noise in the image leads to a signif-
icant increase in the number of recognition errors, which mainly appear as isolated points on the selected
segments, that is, incorrectly classified pixels. In this case, the best value of the classification quality indicator
is achieved using neural networks based on a multilayer perceptron.

Keywords: classification; additive white Gaussian noise; pixel-by-pixel controlled classification; the probabil-

ity of correct classification.
Introduction

Reliability of decisions carried out in analysis of
remote sensing (RS) images is considerably determined
by quality of original (acquired) images. The reasons
why RS images can be of low quality include: low im-
age contrast; noise, interference and blur; insufficient or
excessive illumination of a scene; too small dimensions
of objects to be recognized, etc. [1].

One of the main factors that reduces quality of the
source data in multichannel (multispectral, hyperspec-
tral) remote sensing is noise that can be quite intensive.
It is especially noticeable in homogeneous image areas.
Moreover, the noise not only reduces visual quality of
images, but also worsens the reliability of their classifi-
cation [2, 3]. Additive noise is often used as the simplest
noise model for optical images and some other types of
images. In many practical situations, noise is considered
white and Gaussian with a mathematical expectation

. 2 .
(mean) equal to zero and a variance o, that is approx-

imately constant for entire image. In addition, it is often
assumed that the values of additive noise are spatially
uncorrelated (independent for neighboring pixels, and,

especially, pixels that are placed far from each other).
With an eight-bit image representation, additive noise

becomes visually noticeable for Gﬁ >6...10 or slightly

larger values of noise variance. The influence of noise is
manifested in deterioration of image classification re-
sults [4]. Meanwhile, negative influence of the noise
depends also on other factors as what classifier is used,
what are its parameters and how these classifiers was
trained (designed); what features are used and so on.
The aim of this paper is to study the classification effi-
ciency of multichannel images distorted by additive
white Gaussian noise (AWGN) using several well-
known pixel-by-pixel controlled classification methods:
Support Vector Machine (SVM), Logistic Regression
(LGR), Multilayer Perceptron (MLP) [5].

1. Algorithms for pixel-by-pixel controlled
classification of multichannel images

1.1. Support Vector Machine

The support vector method is one of the most pop-
ular learning methods that are used to solve classifica-
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tion and regression problems. It belongs to the family of
linear classifiers. The main idea of the method is to con-
struct a hyperplane separating the objects of a data sam-
ple in the most efficient (optimal) way. The algorithm
works under the assumption that the larger the distance
(gap) between the separating hyperplane and the objects
of the shared classes, the smaller the average error of
the classifier. Therefore, the method is also known as
classification method with maximum clearance [6, 7].

The expression for the separating hyperplane has
the form:

w-x-b=0, (D)
where w is the perpendicular to the dividing hyper-
plane;
b is the distance from the hyperplane to the origin.

The problem of constructing an optimal dividing

hyperplane reduces to minimizing |wj. This is a quad-

ratic optimization problem, which can be written as
W[ = min,
c;(w-x; =b)>1, 1<i<n,

)

this corresponds to the case of linear separability of
classes. Since in practice it is not possible to guarantee
the linear separability of points into two classes in the
general case, a set of additional variables &; >0 charac-

terizing the magnitude of the error on objects X; is in-

troduced to construct the support vector machine.
Then the quadratic optimization problem has the
following form:

1 2 n .
£, >0, 1<i<n.

This version of the algorithm is called the soft-
margin SVM. The coefficient C is a method setting pa-
rameter that allows adjusting the relationship between
maximizing the width of the dividing strip and minimiz-
ing the total error. According to the Kuhn — Tucker the-
orem, this problem is equivalent to the dual problem of
saddle point of the Lagrange function finding.

For SVM classification of data with more than
n =2 classes, hyperplanes are usually constructed be-
tween all pairs of classes. The decision to assign an un-
known feature vector to one or another class is made on
the basis of a decision rule based on dividing the tasks
into binary ones according to the One-vs-Rest scheme.

The main advantages of SVM are the following:

— the problem of convex quadratic programming
is well studied and has a unique solution;

— the support vector machine is equivalent to a
two-layer neural network, where the number of neurons
in the hidden layer is automatically determined as the
number of support vectors;

— the principle of optimal dividing hyperplane
leads to maximization of the width of the dividing strip,
and, therefore, to a more confident classification.

The disadvantages of SVM classifies include:

— noise instability: outliers in the source data be-
come reference intruder objects and directly affect the
construction of the separating hyperplane;

— general methods for constructing kernels and
rectifying spaces that are the most suitable for a specific
problem are not described;

— the need to select the constant C using cross-
validation.

1.2. Logistic Regression

Logistic regression is used to predict the likelihood
of a certain event from the values of many features. For
this purpose, a dependent variable is introduced, taking
values 0 and 1, and a set of independent variables, based
on the values of which it is necessary to calculate the
probability of acceptance of one or another value of the
dependent variable. In the logistic regression, a linear
classification algorithm a: X — Y is constructed [8]

a(x,w) = sign(ijfj (x)—wg) =sign(xw) (4)
=1

where W is the weight of the j-th feature;

W is the decision threshold;
w=(Wg,...,w,) is the weight vector;
(x,w) is the scalar product of the feature descrip-

tion of the object by the weight vector.

It is assumed that a null attribute has been artifi-

cially introduced:
fo(x)=-1.

The task of training a linear classifier is to config-
ure the vector of weights w for the training sample
X =A% ¥ ) s (X Y )} Tepresenting the “object-
response” pairs. In logistic regression, the task of mini-
mizing the empirical risk with a loss function of a spe-
cial kind is solved for this:

m
QW) =" In(l+exp (- y;{x;, w)))—>min, . (5)
i=1
After the solution w is found, it becomes possible
not only to calculate the classification
a(x) =sign(x, w) for an arbitrary object x, but also to
evaluate the posterior probabilities of its belonging to
the classes:

Ply|x}=o(y(x,w)), yeY, (6)

where o(z) =

. is the sigmoid function.
1+e”
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1.3. Multilayer Perceptron (MLP) Neural Network

The mathematical model of a neural network is a
polynomial that calculates the output of the network
based on input data and polynomial coefficients [9]. The
degree of the polynomial is equal to the size of the sam-
ple supplied to the input of the network. The main task
is the selection of polynomial coefficients — the so-
called training of the neural network.

MLP neural network is a system of interconnected
layers of neurons. Each neuron is characterized by an
activation function that converts the input signal of the
neuron to the output. Connections of neurons with other
neurons are characterized by coefficients — the so-called
connection weights.

The learning process is an iterative procedure of
calculating the output signal of the network and subse-
quent adjustment of the weights of the links. As an algo-
rithm for adjusting weights in MLP networks, the back
propagation algorithm is usually used [10]. This algo-
rithm belongs to the class of gradient algorithms, i.e.,
changes in connection weights are made in the direction
of minimizing the error gradient.

The forecast error during network training is equal
to the difference of the signal at the network output y;
and the reference value of the output d; corresponding
to the input data [11]:

& =(yi—di). )

Network training has to be performed until the av-
erage error for one training epoch is reduced. Further
training usually leads to deterioration in the analytical
capabilities of the neural network. Each neuron of such
a network has a smooth (everywhere differentiable)
nonlinear activation function.

In this paper, the function of hyperbolic tangent is
used as an activation function [8]:

eCS _o=CS
y=F(S) =th(CS) = W ) (8)
where S is the weighted sum of the input signals;

C is the slope of the function.

Advantages of the multilayer perceptron consist in
the following:

— the ability to conduct training on non-linear
models;

— the ability to conduct model training in real
time (online training).

The disadvantages of the multilayer perceptron in-
clude:

— MLPs with hidden layers have a non-convex
loss function where there is more than one local mini-
mum. Therefore, different initializations of a random
weight can lead to different accuracy checks;

— MLP requires tuning a number of hyperparam-

eters, such as the number of hidden neurons, layers, and
iterations;

— the network is sensitive to scaling objects.

The methods under consideration have parameters
that can be adjusted in the learning process from known
data, and parameters that must be set manually (hy-
perparameters). The optimal combinations of parame-
ters for each classifier have been chosen by optimizing
the performance of the classifiers for the training da-
taset. The best classification accuracy is provided by the
following parameters: for the linear support vector ma-
chine C=0,001, for the logistic regression C=100 ,

for the multilayer perceptron C=100, the number of
hidden layers is 17.

2. Formation of a multichannel image
distorted by additive white Gaussian noise

To study the classification efficiency of noisy mul-
tichannel remote sensing images by the considered
methods, we used a real image of the Earth’s surface in
conventional colors R, G, B, formed according to the
data of three spectral channels of the Landsat-TM satel-
lite with wavelengths of 0,66 um, 0,56 um and 0,49 um.
The image size is 512x512 (Fig. 1). The image has
been distorted by artificially added pure additive white
Gaussian noise. In this paper, the classical probabilistic
model of noise has been adopted — the normal distribu-
tion N(O,c), where o is the standard deviation (SD).

It is assumed that the noise does not depend on
spatial coordinates (i, j) and does not correlate with the
image. Noise samples were independently generated for
each component {R, G, B} of the image: {nR}ij ,
{nG}ij, {ng ;. Statistical estimates of the normalized

correlation coefficients between the noise components

did not exceed 1074.

Since the pixel values for raster images are inte-
gers (in particular, for an eight-bit image, the brightness
interval is limited to values from 0 to 255), for a noisy
AWGN image, the pixel values with coordinates (i, j)
were determined by the rule:

leh=lich+ihcly, ccRaB, @

if {Ic f; > 255, then {Igf, =255

if {ic f; <0, then {iz}; =0.
Fig. 2 shows the investigated image distorted by
AWGN with 6=10.
To study the influence of the noise intensity on
classification results, the noise SD o was varied in the
range of 2...10.
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Fig. 2. Additive mixture of image (Fig. 1)
and Gaussian noise (¢ =10)

3. Image classification results

For the formation of training samples (fragments
of the initial noisy image containing objects of only one
class), we used color masks constructed by highlighting
clearly distinguishable, homogeneous areas representing
each class of objects of natural and anthropogenic origin
[6]: 1 (red) — “soil”, 2 (green) — “grass”, 3 (blue) — “wa-
ter”, 4 (yellow) — “urban”, 5 (cyan) — “bushes”; classes
3 and 4 contained both area and linear objects: class
“water” = {lake, river}, class “urban” = {buildings,
roads}. F-measure was used as a criterion for recogni-
tion quality. This is a harmonic mean of accuracy and
completeness (accuracy shows how much of the objects
identified by the classifier as positive are indeed posi-
tive; completeness shows how much of the positive ob-
jects was identified by the classifier). The harmonic
mean has an important property — it is close to zero if at
least one of the arguments is close to zero. The recogni-

tion results for the original image (the absence of noise
is conventionally designated as o =0) and images dis-
torted by the AWGN for various values of noise vari-
ance using these methods are shown in Fig. 3 - 5.

Fig. 3. Class recognition results for =0 using
the methods: a) SVM; b) LGR; ¢) MLP
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c)
Fig. 4. Class recognition results with o =6 using
the methods: a) SVM; b) LGR; ¢) MLP

c)
Fig. 5. Class recognition results with =10 using
the methods: a) SVM; b) LGR; ¢) MLP
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Table 1 shows estimates of the probabilities of cor-
rect recognition of each class and the total probability
Pcorr for the entire image.

Table 1
Estimates of correct recognition probability
. Class
Classifier Soil | Grass | Water | Urban [Bushes Pear
=0
SVM 10,73/ 0,99 | 0,84 | 0,71 | 0,25 | 0,8105
LGR |0,76| 0,99 | 0,85 | 0,67 | 0,42 | 0,8261
MLP (0,78| 0,96 | 0,97 | 0,60 | 0,54 | 0,8345
c=6
SVM (0,71 0,92 | 0,65 | 0,61 | 0,23 | 0,7379
LGR |0,66| 0,97 | 0,67 | 0,66 | 0,17 | 0,7530
MLP (0,75| 0,92 | 0,97 | 0,55 | 0,36 | 0,7761
c=10
SVM (0,70| 0,86 | 0,55 | 0,61 | 0,20 | 0,6909
LGR |057|0,81|0,63]| 0,60 | 0,02 | 0,6052
MLP (0,75/0,89 | 0,96 | 0,55 | 0,36 | 0,7571

Analysis of data presented in Figures 3 — 5 and in
Table 1 shows the following:

1) all classifiers provide the best results for classes
that mainly correspond to area objects (“water”,
“grass”) while heterogeneous objects (“urban” and, es-
pecially, “bushes”) are recognized in the worst way;

2) it happens some classifiers are the best for one
class (e.g., SVM and LGR produce the best results for
the class “grass” when noise is absent) whilst another
classifier provides the best results for another class (e.qg.,
MLP for “bushes™);

3) some classifiers as SVM and LGR fail in recog-
nizing prolonged objects as narrow river (that belongs to
the wide class “water”) — see, e.g., classification maps
in Figures 3,a, 3,b, 4,a and 4,b;

4) noise presence really leads to considerably re-
duction of classification accuracy, especially for LGR
and such heterogeneous class as “bushes”;

5) the best classification results are achieved using
the MLP classifier;

6) with an increase in the standard deviation of the
noise, the number of recognition errors increases, which
mainly appear as isolated points, i.e. incorrectly classi-
fied pixels.

7) with an increase in the standard deviation of
noise to 10, the classification quality in terms of overall
probability Pcorr reduces by 15 % for the support vector
machine, 27 % for logistic regression, and 9 % for a
neural network based on a multilayer perceptron.

Conclusions

Studies have shown that the presence of noise in
the RS data complicates the recognition task, therefore,

with the pixel-by-pixel classification of images, a large
number of errors arise when objects either are not allo-
cated or belong to another class. The effectiveness of
various classification algorithms has been studied on a
real satellite image, to which spatially uncorrelated
white Gaussian noise was added with ¢ in the range
2...10. As the criterion for the effectiveness of the stud-
ied algorithms, statistical estimates of the total probabil-
ity of correct recognition Perr and the probabilities of
correct recognition for each class have been taken. It is
shown that an increase in the standard deviation of noise
to 10 leads to a decrease in Pcor by 9...27 % compared
with the classification of the noise-free image. The best
classification of noisy images is ensured by the use of
MLP classifier. The direction of further research is to
evaluate and forecast the effectiveness of the application
of post-classification processing of multichannel images
distorted by various types of noise, both signal-
dependent and signal-independent, to improve classifi-
cation accuracy.
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MOPIBHAHHSA AJITOPUTMIB IIOEJEMEHTHOI KEPOBAHOI KJIACU®IKAIIIT
SAIIYMJEHHAX BATATOKAHAJIbHUM 3065PAKEHD

B. B. JIykin, I'. A. IIpockypa, 1. K. Bacunveea

IIpeameTom BHBYEHHS B CTATTi € QJITOPUTMH HOEJIEMEHTHOT KEpOBaHOI KiIacudikanii 6ararokaHaJIbHUX CYITY-
THUKOBHX 3HIMKIB, CIIOTBOPEHUX AJUTUBHUM I'ayCOBHUM IIyMOM. MeTOI0 € NOCIiKeHHs! e(peKTUBHOCTI Kiacudika-
il 300pakeHb pi3HUMHU METOJIaMU B IIMPOKOMY JIiara3oHi 3HA4€Hb CIiBBIHOLIEHHS CUTHAI-IIYM; Y SIKOCTI KpUTe-
pito edekTHBHOCTI po3Mi3HaBaHHs NpuiHATa F-Mipa — rapMoHiiiHe cepe/iHE TOYHOCTI 1 HOBHOTH: TOYHICTbH ITOKA3YeE,
sIKa 4acTKa 00'€KTiB, BHIUICHUX KJIACH(IKATOPOM SIK MO3WTHBHI, JIMCHO € IO3UTUBHMMH; NOBHOTA IIOKAa3ye, sKa
YacTHHA MO3UTUBHHX 00'eKTiB OyJ0 BHIIEHO Kiacu]ikaTopoM. 3aBIaHHs: 3TeHEPYBAaTH BUIAJIKOBI 3HAUYEHHS SICK-
paBoOCTEeH IIYMOBHX KOMIIOHEHT, 3a0€3MeUnBIIN iX BiAMOBIIHICTh MPUHHATIH WMOBIpHICHIM Mofelni; peamizyBaTtu
MIPOIIETypH TTOEIEMEHTHOI KOHTPOJIBOBAaHOI KiIachpikallii 32 MeToAaMM OIOPHHX BEKTOPIB, JIOTICTHYHOI perpecii,
HEHpOHHOI Mepeki Ha OCHOBI 0araTOIIapoOBOTO IEPCENTPOHA I 300pa’keHb, CIOTBOPEHHUX IITYMOM; OLIHUTH pe-
3yNbTaTH BUAUICHHS 00'€KTIB Ha 3alTyMJIEHUX 300pa)KeHHAX; MOCTIANTH BIUIMB JHCIepcii MIyMy Ha e(peKTHBHICTH
posmizHaBanHa. OTpUMaHi HACTYITHI pe3yJabTaTH. PeanizoBaHo anropuTMH MOENEMEHTHOI KepoBaHoi Kiacudikariii.
BuxoHaHO NOPIBHAIBHUN aHaIi3 e()eKTUBHOCTI po3Mi3HaBaHHA 00'€KTIB Ha 3aITyMJIEHHUX 300pakeHHAX. BUCHOBKM:



46 ISSN 1814-4225 (print)
PAJAIOEJIEKTPOHHI I KOMIT'IOTEPHI CUCTEMM, 2019, Ne 4(92) ISSN 2663-2012 (online)

B pe3ysbTaTi MOPIBHAIBHOTO aHali3y MOKa3aHo, 110 yci Kiacu(ikaTopu 3a0e3nedyioTh BUCOKY TOYHICTb pO3Mi3Ha-
BaHHS IS KJIAciB, 110 BiANOBIAIOTh TUIOIIMHHNAM 00'€KTaM (BOJa, TpaBa), B TOH Yac sIK pi3HOPiaHI 00'ekTH (OynoBH
i, 0c00NIMBO, KyIIi) MalOTh HU3BKY TOYHICTH PO3Mi3HABAHHS; KJIACH(IKATOPH HA OCHOBI METOLy OMOPHHUX BEKTOPIB i
JIOTICTHYHOI perpecii MoKa3yroTh HU3bKY TOYHICTh PO3ITi3HaBaHHS MPOTSHKHAX 00'€KTIB, TAKUX SK By3bKa piuka (sKa
BiTHOCHUTBCS [I0 IIUPOKOTO KIIACy «Boaa»). HasgBHICTH IIyMy Ha 300pakeHHI MPU3BOANUTH 0 3HAYHOTO 301IBIICHHS
KUTBKOCTI MMOMMJIOK PO3IIi3HABAHHS, SIKi, IEPEBAKHO, MPOSBILIIOTECSA Y BUTIAL 130Ib0BAHUX TOYOK HA BUIIJICHUX
CerMeHTax, TOOTO HeMpaBWIBHO KIAacH(pikoBaHUX MikcemiB. [Ipu mpoMy onTHManbHE 3HAYCHHS NMOKa3HHWKA SKOCTI
Kiacudikallii J0cIracTbCcsl BAKOPUCTAHHAM HEHPOHHUX MEPEK HAa OCHOBI 0araToIiapoBOro mepcenTpoHy.

KarouoBi cioBa: kinacudikaris; aiuTHBHUN rayciB IIyM; IOeJeMEHTHA KepoBaHa Kiacu(ikallis; AIMOBIpHICTb
MIPaBUJILHOTO PO3ITi3HABAHHSI.

CPABHEHHE AJITOPUTMOB IO3JEMEHTHOM YIIPABJISIEMOM KJIACCU®UKALIANA
3AIIYMJEHHBIX MHOTOKAHAJIBHBIX U30BPAKEHUM

B. B. Jlykun, I'. A. IIpockypa, H. K. Bacunvesa

IIpenMeToM U3ydeHHS B CTAaThE SIBISIOTCS aJITOPUTMBI MOICMEHTHON YIPaBIseMON KiIacCU(HUKALUE MHOTO-
KaHAJIBHBIX CITyTHUKOBBIX CHUMKOB, HCKa)XCHHBIX aJJAUTHBHBIM raycCOBbIM HIymMoM. Ile/bIo siBsieTcs HccnenoBa-
HHe 3()(HEKTUBHOCTH KJIaCCH(PUKANNN U300paKeHUH Pa3IMIHBIMUA METOAMH B IIMPOKOM JHAIa30He 3HAYECHUH OT-
HOUIECHUs CUTHAJI-IIyM; B KauecTBe KpuTepusa 3PpPeKTUBHOCTH pacro3HaBaHUS NMpHHATA F-Mepa — rapMoHHYEcKoe
CpemHee TOYHOCTH M IIOJIHOTHI: TOYHOCTh ITOKA3bIBACT, Kakast A0Js1 00BEKTOB, BBIJICIICHHBIX KIACCH(UKATOPOM Kak
MOJIOKUTETbHBIE, NEUCTBUTEIBHO SBISAETCS MON0KUTENBHBIMU; IOJTHOTA MOKA3bIBAET, KAKasl 9aCTh MONOKUATEIbHBIX
00BEKTOB ObliIa BhIJENeHa Kiaccu(pUKaTopoM. 3agayun: CreHepUpoBaTh CIydaiiHble 3HAYCHUS SIPKOCTEH IIYMOBBIX
KOMITOHEHT, 00ECIIEYHB X COOTBETCTBUE MPHHATON BEPOSTHOCTHON MOJIENH; PEaM30BaTh MPOLEAYPhI TOIEMEHT-
HOH KOHTPOJHMPYEMOil KilacCH(HUKALUK 110 METOAAM OIOPHBIX BEKTOPOB, JIOTHCTHYECKOI perpeccuu, HeHpOHHOMN
CeTH Ha OCHOBE MHOTOCJIOWHOTO MEpCeNnTpOoHa JAJIsi U300pakeHNH, NCKaKEHHBIX LTYMOM; OLIEHUTh PE3YJIbTAaThl BbI-
JenieHus] 00bEKTOB Ha 3alIyMJICHHBIX W300paKEHMSX; UCCIIECAOBATh BIMSHUE JUCIEPCUH IIyMa Ha 3((GEeKTHBHOCTH
pacnosHaBaHus. [lodydeHsl cienyromue pe3yJibTaTbl. Peann3oBaHbl alrOpUTMBI MO3JIEMEHTHON YIPaBIsAEMON
kinaccudukanuy. BeIMoTHEH cpaBHUTENBHBIN aHAIH3 3P )EKTHBHOCTH PACIO3HABAHUS OOBEKTOB Ha 3aIIyMJICHHBIX
n300pakeHusIX. BBIBO/BI: B pe3ynbTaTe CPaBHUTEIHHOTO aHAIN3a MTOKAa3aHO, YTO BCE KIAacCH(UKATOpBl obecredn-
BAIOT BBICOKYIO TOYHOCTh PACIIO3HABAHUS JUIS KJIACCOB, COOTBETCTBYIOIINX IUIONIaJHBIM 00BEKTaM (BOJa, Tpasa), B
TO BpeMs KaK pa3HOPOJAHBIC OOBEKTHI (CTPOCHHUS M, OCOOCHHO, KYCThI) MMEIOT HH3KYIO0 TOUYHOCTH PAaCIO3HABAHMS;
KJIacCH(UKaTOPbl HA OCHOBE METOZA ONOPHBIX BEKTOPOB M JIOTUCTHYECKON PErpeccHy MOKAa3bIBAIOT HU3KYIO TOY-
HOCTBH PAcCIIO3HABAHUS MPOTHKEHHBIX OOBEKTOB, TAKMX KaK y3Kas peka (KOTopas OTHOCHUTCS K HIMPOKOMY KJIAcCy
«Boaa»). Hanmuue nryma Ha m300pakeHUH NMPUBOAUT K 3HAYUTEIHPHOMY YBEIMUYEHHIO KOJHMYECTBA OLIMOOK pacro-
3HaBaHUs, KOTOpPbIE, IPEUMYILECTBEHHO, IPOSBIAIOTCS B BHJIE M30JIMPOBAHHBIX TOUYEK Ha BBIIEIEHHBIX CETMEHTAX,
TO €CTh HENpPaBWIILHO KJIacCHU(UIMPOBAHHBIX MHUKceded. [Ipu 3ToM Hamiydliee 3Ha4YeHHE MOKazaTessi KadecTBa
KJIacCU(UKAITUH JOCTUTAeTCs UCIIOJIb30BAaHHEM HEHPOHHBIX CeTe Ha OCHOBE MHOTOCIOMHOTO MEPCENTPOHA.

KoaroueBble cioBa: kiaccudukays; aJJUTUBHBIA raycCOB LIyM; MO3JIEMEHTHAs yrpasiseMas Kiaccuduka-
LUs1; BEPOSTHOCTH MNPaBUIILHOTO PACIIO3HABAHUS.

Jlyknn Baagumup BacuibeBu4 — 1-p TeXH. HayK, mpod., 3aB. kad. HHGOpPManINOHHO-KOMMYHHKAITHOHHBIX
TexHosoruii uMm. A. A. 3enenckoro, HanumonaneHblii aspokocMmudeckuil yHusepcuter uMm. H. E. JKykockoro
«XapbKOBCKHM aBUaLIMOHHBIA UHCTUTYT», XapbKOB, Y KpauHa.

Mpockypa I'anuHa AHaToJbeBHAa — KaHI. TE€XH. HaykK, JoU. Kad. MHOPMAMOHHO-KOMMYHHUKAIIMOHHBIX
TexHonoruii um. A. A. 3eneHckoro, HamuonanpHbI a’pokocmuueckuii yHuUBepcuteT uM. H. E. JXykoBckoro
«XapbKOBCKHMM aBUALlMOHHBINA UHCTUTYT», XapbKOB, YKpauHa.

Bacuabea Mpuna KapiaoBHa — kaHA. TEeXH. HayK, JOII., JOI. Kad. HHPOPMAITMOHHO-KOMMYHHUKAITHOHHBIX
texHonoruéi uMm. A. A. 3enenckoro, HamumonanmpHbI adpokocmudeckuii yHuBepcuter mMm. H. E. JKykoBckoro
«XapbKOBCKHM aBUAaLlMOHHBIA UHCTUTYT», XapbKOB, YKpauHa.

Lukin Vladimir — doctor tehn. sciences, professor, Head of the Department of Information-Communication
Technologies named after O. O. Zelensky, National Aerospace University "Kharkiv Aviation Institute”, Kharkiv,
Ukraine, e-mail: lukin@ai.kharkov.com, ORCID Author ID: 0000-0002-1443-9685.

Proskura Galina — cand. tehn. sciences, associate professor of the Department of Information-
Communication Technologies named after O. O. Zelensky, National Aerospace University "Kharkiv Aviation Insti-
tute”, Kharkiv, Ukraine, e-mail: g.proskura@khai.edu, ORCID Author ID: 0000-0001-8960-0421.

Vasilieva Irina — cand. tehn. sciences, docent, associate professor of the Department of Information-
Communication Technologies named after O. O. Zelensky, National Aerospace University "Kharkiv Aviation Insti-
tute", Kharkiv, Ukraine, e-mail: i.vasilieva@khai.edu, ORCID Author I1D: 0000-0002-1378-1104.



