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ATOMIC FUNCTIONS AND THEIR GENERALIZATIONS IN DATA PROCESSING:

FUNCTION THEORY APPROACH

The atomic function is solutions with a compact support of the linear functional differential equations with
constant coefficients and linear transforms of the argument. The atomic function theory was created in the 70's
of the 20th century due to the necessity to solve different applied problems, in particular, boundary value prob-
lems. One of the reasons for the appearance of atomic functions and some other classes of functions was the
inability to apply such classic approximation tools as algebraic and trigonometric polynomials. V.A. Rvachev
up-function is the most famous and widely applies atomic function. The development of technologies changes
the existing problems and fundamentally new problems appear. Nowadays big data processing is one of the
most important problems. It should be mentioned that suitable mathematical tools must be applied to obtain
the desired result. This paper is devoted to the fundamentals of applications of some atomic functions and their
generalizations in data processing and data reduction. In this paper, we consider the main properties of these
functions from the function theory point of view and give their interpretation with respect to information pro-
cessing. Smoothness, compact support, and good approximation properties are the main advantages of atomic
functions. Moreover, the spaces of atomic functions and the spaces of generalized Fup-functions, which are the
natural generalization of V.A. Rvachev Fup-functions, are asymptotically extremal for the approximation of
periodic differentiable functions. This means that in the terms of A.N. Kolmogorov width these functions are
just as effective as classic trigonometric polynomials {1, cos(nx), sin(nx)}. Hence, the replacement of discrete
transforms based on trigonometric functions on similar transforms based on atomic functions and generalized
Fup-functions is quite promising. For this purpose, we introduce discrete atomic transform and generalized
discrete atomic transform. We also discuss the dependence of data processing results on order of smoothness
and size of support of the applied functions. The theoretical justification of the application of some atomic
functions and generalized Fup-functions to data processing and, in particular, data reduction is the main re-
sult of this paper.

Keywords: data processing, data compression, atomic functions, up-function, Fup-function, generalized Fup-
function, discrete atomic transform, generalized discrete atomic transform.

cant number of totally new problems. Processing of big
data is one of them.
It is well-known that complexity and efficiency of

Introduction

Theory of atomic functions appeared in the 70’s of

the 20" century because of necessity to solve different
applied problems, especially boundary value prob-
lems [1]. The first atomic function is V. A. Rvachev up-
function
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This function is the most famous and widely used atom-
ic function. Later many other different atomic functions
were constructed and investigated. One of the reasons
for the appearance and further development of atomic
functions and some other classes of new functions was
the inability to use in numerical methods such classic
constructive tools as trigonometric and algebraic poly-
nomials [1].

Now fundamentally new technical capabilities
have been created and science community has a signifi-

algorithms of big data sets processing depend on proper-
ties of used mathematical tools. Atomic functions com-
bine a huge number of convenient properties. For this
reason they have many different applications (note that
a list of current application is presented in [4]; also
comprehensive survey, which was actual at the time of
writing, can be found in [5]). It should be mentioned
that at the current time atomic functions are mostly used
as a tool for analysis of functions of real or complex
variables. But now data is often discrete (for example,
digital image is a matrix). Therefore, it is the develop-
ment of algorithms for discrete data processing that is
one of the most important problems. Hence, the follow-
ing question is quite natural: is it rational to use atomic
functions in processing of discrete data? In this paper
we get an answer on this question. For this purpose the
following approach is used: we consider the main prop-
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erties of some atomic functions and their generalizations
from the function theory point of view and obtain the
interpretation with respect to information processing.
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Fig. 1. The graph of up-function and its derivative

Formulation of the problem

Consider the space of up-function shifts

UP, ={(p(x): (p(x):ZCkup(x—iJ}, n=0,12,....
K 2"

Approximation properties of these spaces were investi-
gated in [1 - 3]. It was also shown that in the space UP,

there exists a basis that consists of translates of the func-

tion
n
F (LJ dt,
21’1

where F(t) is the Fourier transform of up(x) with a

1% . sin(t2_n_l)
Fup, (x)=—— [e T
—00

local support.
These results were generalized in [12] for the case
of spaces

k
UP ;=10 o(x) =) cpups | X— ,
| { 3 ( @9 J}

where s =2,3,4,..., n=0,1,2,... and
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In particular, it was proved that shifts of the function
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where E(t) is the Fourier transform of up,(x), consti-

tute a basis of the space UP , .
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Fig. 2. The graph of up, (x) and its derivative

Consider the function

1 F i (sin(t/N)
f X)=— [ ™| ———
N,m( ) o _'[O (

t/N
where F(t) is the Fourier transform of the positive even
f(x)e L, (R) with a support

m-+1
J F(t/N)dt,

function
supp f(x) =[-1,1], 'f_wwf(x)dx =1, N#0 and meN.

The function fy,(x) is called generalized Fup-

function and f(x) is its mother function [6, 7].
Generalized Fup-function is a natural generaliza-
tion of V. A. Rvachev Fup-functions and Fup , (x).

It follows from [1 -3, 6 — 8] that UP,, UP , and

the spaces of generalized Fup-functions shifts combine
the following advantages:

1) these spaces are asymptotically extremal for ap-
proximation of periodic differentiable functions;
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2) the spaces UP, are extremal for approximation

of periodic differentiable functions;

3) these spaces have a locally supported bases;

4) elements of these spaces have high order of
smoothness.

This implies that atomic functions up(x), upg(X)
and generalized Fup-functions are convenient for appli-
cations, in particular, for construction of different nu-
merical methods. In other words, from function theory
point of view these functions are excellent mathematical
tools.

The aim of this paper is to prove the efficiency of
up(x), upg(x) and generalized Fup-functions in dis-

crete data processing.
Discrete data transform

The spaces of atomic functions and generalized
Fup-functions can be easily used for representation of
real or complex variable functions. Let us introduce the
following scheme of discrete data representation.

We consider the case of one-dimensional of real-
valued data.

Let D={dj,dy,...,dy} be some data. The value
of d; can be the result of measuring a certain indicator.
For example, d; is the temperature or the exchange rate

at the i-th moment in time.
Let us construct the function d(x) such that the

data D is a set of values of this function. For this pur-
pose it is sufficient to construct the scale of the inde-
pendent variable x .

By [a,b] denote some segment. Let x; =a+i-h,
where h=(b—a)/M and i=0,1,...,M.

Further, denote by L the space of atomic functions
UP, or UF .

Finally, let the system of functions {(pj(x)} be a

basis of the space L.
Using classic decomposition procedure, we can
find the function

d(x) = D o0y (x) ()
K

such that
d(x;)=4d; )
forany i=0,1,....M.
Note that the set of atomic coefficients Q= {w, }

uniquely identifies the data set D = {dj} .

In this way we construct the procedure for the
transformation of some discrete data D into atomic
coefficients 2. We call this procedure the discrete

atomic transform (DAT) and the set of coefficients the
DAT-coefficients. If L is a space of generalized Fup-
functions, we call this procedure the generalized dis-
crete atomic transform.

It is obvious that the basis {(pj(x)} of the linear

space L can be chosen in different ways. The simplest
approach is to choose atomic wavelets or generalized
atomic wavelets, which were constructed in [4, 9 — 11],
as a basis. In this case we get wavelet expansion of the
discrete data D .

In the same way we can construct DAT-procedure
and generalized DAT-procedure for representation of
complex-valued and multi-dimensional discrete data D .

Dependence of data processing complexity
on the support of the basic functions

In the previous section we introduced the special
numerical scheme that can be used for discrete data pro-
cessing. It is evident that the following questions are of
particular interest:

1) what is the complexity of DAT and generalized
DAT procedures?

2) what is the complexity of algorithm for obtain-
ing initial data?

It is obvious that complexity of these algorithms
principally depends on the properties of the basis

{oi00}
Existence of the locally supported basis in the
spaces of atomic functions and generalized Fup-

functions is a convenient feature of these spaces. For
instance,

n+2 n+2} 3)

2n+1 > 2n+1

supp Fup,, (x) = {—

and the system of functions

{Fupn (x— 2k +1HJ} “4)
Hn+ .

is a basis of the space UP, [1, 3];

n+2

- n+ 2n } 5)
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{Fupsn(x—2k+nJ} ©
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constitutes a basis in the space UP ;; [12];

supp Fup, , (x) = {—

and the system

finally,

N N ()

and spaces of these generalized Fup-functions have a
basis

m+2 m+2
supp iy (%) = [— , }
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2],
k

(actually, the spaces of generalized Fup-functions are
constructed as a linear span of the system (8) [8]).

To obtain DAT-coefficient 2 we put x =x; for
i=0,1,..,N in expansion (1). Using (2), we get the
system of linear algebraic equations. If (4), (6) or (8) is
a basis of the space L, then it follows from (3), (5) and
(7) that matrix of this system is band. Hence, complexi-
ty of solution is O(M). In other words, the algorithm of

transform of D into the coefficients €2 has linear com-
plexity in the size of initial data. This means that DAT
and generalized DAT procedures have linear com-
plexity in the size of data. By the same argument,
complexity of the inverse procedure is also linear.
Indeed, to obtain the value d; we should put x =x; in

(1). From (3), (5) and (7) it follows that the most part of
the terms on the right side of equality (1) is equal to
zero. So, we need to calculate the sum of several terms.

If we choose atomic wavelets or generalized atom-
ic wavelets as a basis of the linear space L, we obtain
just the same situation. It was shown in [4, 9 - 11] that
these wavelets are locally supported functions. There-
fore discrete atomic transform and generalized atomic
transform of the data D into the coefficients Q2 have
linear complexity. Also, the inverse procedures are the
algorithms with a linear complexity.

Processing of multi-dimensional data using atomic
functions and their generalizations has the same conven-
ient feature.

Influence of approximation properties
on the data representation

Allocating useful information from initial data is
one of the data processing problems. It is often required
that the extracted data adequately represent the initial
information [12 — 15]. Obviously, the efficiency of such
extraction algorithms depends on many factors, in par-
ticular, on the approximation properties of the applied
mathematical tools.

For example, algorithm JPEG is de-facto a stand-
ard for compression of digital images. In this algorithm,
compression is achieved due to the fact that most of the
quantized coefficients, which are obtained using dis-
crete cosine transform (DCT), are equal to zero. This
means that a few DCT-coefficients describe all infor-
mation. This important property is based on the well-
known approximation properties of trigonometric poly-
nomials {1,cos(nx),sin(nx)} .

It was proved in [1 — 3, 6, 8] that the best approx-
imation of wide classes of periodic differentiable func-

tions by spaces of linear combinations of atomic func-
tions up(x), ups(x) and generalized Fup-functions

N m(x) almost coincides with the corresponding A.N.

Kolmogorov width (we note also that in some cases the
value of best approximation is equal to the width). This
means that in the terms of A.N. Kolmogorov width
these functions are just as effective as classic trigono-
metric polynomials. Hence, it is enough to operate with
an insignificant number of DAT or generalized DAT
coefficients in the process of data analysis. So, DAT-
coefficients and generalized DAT-coefficients are
convenient tools for processing of discrete data.

Dependence of data representation
on the order of smoothness

The wide use of classic trigonometric polynomials
is due to many factors. The following one is the most
important: there are many physical processes and phe-
nomena, which are well described using trigonometric
functions.

But in some cases application of cos(x) and

sin(x) leads to undesirable effects. These functions are

analytic. For this reason processing of data with smooth
changes using trigonometric functions is so useful. For
example, application of discrete cosine transform in
JPEG algorithm allows achieving a high compression
ratio. At the same time, it can be easily checked that if
we recompress JPEG-image using JPEG algorithm, we
get degradation in quality or increase the file size. What
is the reason for this effect? The answer is quantization
of DCT-coefficients. Indeed, this procedure is used to
obtain integer numbers instead of real-valued DCT-
coefficients. But in the process of decompression we get
data with less smooth changes. So, the decompressed
image is less analytical than the original one. This yields
that JPEG recompression becomes less effective.
Atomic functions up(x) and upg(Xx) are not ana-

Iytic. Moreover, these functions are non-quasianalytic
(for more details see, for example, [2]). By construction,
order of smoothness of the generalized Fup-function
depends on the properties of the mother function. For
if the mother function f(x)

quasianalytic, then fy n,(x) is non-quasianalytic too.

example, is non-

Therefore, application of atomic functions and general-
ized Fup-functions to processing of data with low order
of smoothness is quite promising.

Besides, it was shown in [1, 6, 8] that there exists
almost trigonometric basis in the spaces of atomic func-
tions and generalized Fup-functions. This means that
these spaces are just as good approximation tools as
trigonometric polynomials. Combining this with the



8 ISSN 1814-4225. PAAIOEJIEKTPOHHI I KOMIT’FOTEPHI CUCTEMM, 2018, Ne 3(87)

previous conclusion, we see that application of DAT-
procedure and generalized DAT-procedure is much
more effective than discrete cosine transform.

Application perspectives

In this section we consider some actual problems
that can be solved or partially solved using DAT and
generalized DAT.

As it was shown above, DAT and generalized
DAT procedures can be effectively used instead of
DCT. Hence, it is quite natural to use them, for exam-
ple, in lossy data compression (notice that a detailed
discussion of application of atomic functions upg(x) to

lossy image compression is presented in [16]). For this
purpose the following scheme can be used:

1) preliminary data processing (for example, RGB-
to-YCrCb transformation, block splitting procedure
etc.);

2) discrete atomic transform (or generalized dis-
crete atomic transform);

3) quantization of DAT-coefficients (or general-
ized DAT-coefficients);

4) lossless compression of quantized coefficients.

Another application is an analysis of time series.
For this purpose generalized atomic wavelet expansion,
which was introduced in [4], can be used.

This is a partial list of practical applications. It is
clear that investigation of all possible applications of
discrete atomic transform and generalized discrete
atomic transform is a topic for a special research.

Conclusions

In this paper we have introduced discrete atomic
transform and generalized discrete atomic transform that
can be used in discrete data processing. It have been
shown that

1) DAT-procedure and generalized DAT-
procedure have linear complexity in the size of initial
data;

2) DAT-coefficients and generalized DAT-
coefficients are convenient for discrete data processing
and analysis;

3) procedures, which are inverse to DAT and gen-
eralized DAT, have linear complexity;

4) application of DAT-procedure and generalized
DAT-procedures is much more promising than DCT-
procedure.

We also have presented some possible applications
of DAT-procedure and generalized DAT-procedures.

In general, the main result of the current paper is a
fundamental justification of application of atomic func-
tions up(x), ups(x) and generalized Fup-functions

fN.m(X) to the processing of discrete data and lossy

data compression.
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ATOMAPHI ®YHKIIII TA iX Y3ATAJIbHEHHSI B OBPOBIII JAHUX:
TEOPETUKO-®YHKIIOHAJIbHUAM ITIIXIT

I. B. bpucina, B. O. Maxapiueg

AToMapHa QYHKIIS — 1€ PO3B'I30K 3 KOMIIAKTHUM HOCIEM JIHIHHOTO (hyHKIIIOHATHHO-TU(EPEHINATBLHOTO PiB-
HSHHS 3 TMOCTIHUMHU Koe(Dilli€eHTaMU Ta JIIHIHHUMH TEPETBOPESHHIMH apryMeHTy. Teopis aroMapHuX (QYHKIINA BU-
Hukia y 70-x pokax 20-To cTopiuys depe3 HeoOXiAHICTh PO3B'I3yBaTH PI3HOMAHITHI MPUKIAAHI MPOOIEMH, 30KpeMa
KkpaiioBi 3amaui. OJHi€I0 3 TPUUNH BUHUKHEHHS aTOMapHUX (DYHKIIH Ta 0araThboX iHIIHMX KJIaciB QYHKINH € HEMOX-
JINBICTh BUKOPHMCTAHHS TaKUX KIIACHYHMX 3ac00iB HAOMIKEHHS, K aareOpaidHi Ta TPUTOHOMETPHYHI IMOTIHOMH.
Opniero 3 HaHOLTBII BioMux atoMapHHX (yHKIINH € up-¢yHkiis B. O. PBayoBa. 3 po3BUTKOM TEXHIYHHX 3aCO0IB
3MIHIOBAJIUCS ICHYIOYI MPOOJIEMH Ta BUHUKATIHM MPUHIMIIOBO HOBIi. Tak, 3apa3 OMHIEIO 3 HAHOLIBII BaXKIMBHX ITPO-
0seM € 00poOKa BETHKHX 00'eMiB HaHuX. [Ipu MbOMY e(peKTHBHICTH aJITOPUTMIB 31€01JIBIIIOTO 3aJICKUTh BiJl BJIAC-
TUBOCTEH MaTEeMaTHYHOrO arapary, 10 BUKOPUCTOBYEThCS. L[ cTaTTs mpucBsYeHa O0A30BHUM ITPHHIMIIAM 3aCTOCY-
BaHHS JCAKUX aTOMapHHUX (YHKIIH Ta iX y3araJbHEHb B 00pOOIll TaHUX Ta CTUCHEHHI iHGOpMAIlii 3 BTpaTaMH sIKOC-
Ti. Y po0OTi MU PO3MIITHEMO OCHOBHI T€OPETUKO—(DYHKI[IOHAIBHI BJACTUBOCTI KX (YHKIIIH Ta HamaMo IX 1HTepII-
peraiiiro crocoBHO 00poOku iH(popMarii. OCHOBHUMH NepeBaraMu aTOMapHUX (DYHKIIH € IN1aJKicTh, KOMIIAKTHICTh
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HOCIsl Ta TapHi anmpoKcHMaliiHi BiracTuBocTi. OKpiM TOro, MpPOCTOPH aTOMapHUX (YHKIIH Ta y3aramabHeHHX Fup-
(G YHKIIN, AKi € TKOM IPUPOIHUM y3araibHeHHsM Fup-¢ynkiiii B. O. PBauoBa, acCHMITOTHYHO €KCTpEeMalbHI IS
HAOJVOKEHHS TiepiomuuHuX audepeHniioBanux ¢GyHKmid. Y TepMmiHax momepeunuka 3a A. H. Koiamoropoum 1ie
o3Hauae, 1o i GyHKIii Tak caMo eeKTHUBHI, K 1 KIIACHYHI TPUTOHOMETPHUYHI mojtiHomu {1, cos(nx), sin(nx)}. To-
My 3aMiHa JUCKPETHHX IEPETBOPCHb, IO 0a3ylOThCS HA TPUTOHOMETPUYIHHMX (DYHKIISAX, HA BIAMMOBIIHI IEPETBO-
PEHHsA, sKi OYIYIOTHCSA 3a JOMOMOIOI aTOMapHUX (YHKINH Ta y3araabHeHUX Fup-GyHKIIH, € MepCreKTHBHOW. 3
Ii€F0 METOI0 MU BBOAMMO Y PO3IIISA] AUCKPETHE aTOMAapHE MEPETBOPCHHS Ta y3arajbHEHE AUCKPETHE aTOMapHE Iie-
peTBopeHHs. MU TakoK pO3TIISTHEMO 3aJI€KHICTh PE3YNbTaTiB 0OPOOKH JaHUX BiJ MOPSAKY TJIAIKOCTI Ta po3Mipy
Hocisi. OCHOBHUM De3yJbTaTOM POOOTH € TEOPETUYHE OOIPYHTYBaHHs €()eKTUBHOCTI aToMapHUX (DYHKIIH Ta y3ara-
npHeHux Fup-dyHkuiii B 00poOIIi JaHUX Ta CTUCHEHHI iHpopMallii.

KirouoBi ciioBa: 00poOka gaHuX, CTHCHEHHs iH(opMaIlii, aromapHi ¢yHKIii, up-dyHkiis, Fup-yskiis, y3a-
ranpHeHa Fup-QyHKIlis, TUCKpEeTHE aTOMapHE IIEPETBOPEHHS, y3arajJbHEeHe TUCKPETHE aTOMapHE IePETBOPEHHS.

ATOMAPHBIE @ YHKIIMU U UX OBOBHIEHUSA B OBPABOTKE IAHHBIX:
TEOPETUKO-®YHKIIMOHAJIBbHBIA MOJIXO0]

U. B. bpvicuna, B. A. Makapuuee

AToMapHOW (YHKIIMEH Ha3bIBA€TCS PEIICHHE C KOMIIAKTHBIM HOCHTEJICM JIMHEHHOTO (hyHKIMOHAIHHO-
nudhepeHIMaTIbHOr0 YpaBHEHHUS ¢ MOCTOSHHBIMU K03 HUITMEHTaMU ¥ TUHEHHBIMU IIPe0Opa3OBaHUAMHU apryMEHTa.
Teopust arToMapHbBIX QYHKIKK Bo3HHUKIA B 70-X Togax 20-ro CTOJETHS B CBSI3HM C HEOOXOIUMOCTHIO PEIIATh pa3jInd-
HbIC MIPUKIIAIHBIC 3a7aYH, B YaCTHOCTH, KpaeBble 3a1ayn. OIHON M3 MPUYHH BOSHUKHOBCHUS aTOMAPHBIX (DYHKIIHIHA
U MHOTHX JIPYTHX KJIacCOB (DYHKIMH SBIISICTCS HEBO3MOXKHOCTH NMPUMCHCHUS TAaKUX KIACCHUECKUX CPEACTB IPH-
OJMOKEHMS, KaK alreOpandecKhue W TPUTOHOMETPUUCCKUE MONUHOMBL. OIHOW W3 HauOoJee M3BECTHBIX aTOMAapPHBIX
¢GbyHknui sBisercs up-GyHkius B. A. PpaueBa. C pa3BUTHEM TEXHHUYECKHX CPEACTB MEHSIOTCS CYIIECTBYIOIIHME
MIPOOJIEMBI U MOSBIIAIOTCS MPUHIUITHAILHO HOBBIE. Tak, B HACTOAIICE BpeMs OTHOM U3 HanOoJiee BaXKHBIX MTPOOJIeM
SIBIIICTCS 00paboTKa OONBIIMX MaHHBIX. [Ipu 3ToM 3(h(HEKTUBHOCTh aJIrOPUTMOB CYIIECTBEHHBIM 00pa30M 3aBUCUT
OT TPUMEHAEMOI'0 MaTeMaTHUYECKOro ammapara. JlaHHas craThs IOCBsIICHA 0a30BBIM IMPHUHIMIIAM MPUMCHEHHUS
aTOMapHbIX QYHKIUH U UX 0000IIeHnH B 00pa0oTKe U CkaTnn nHMOopMaIyu. B pabore MBI pacCMOTPUM OCHOBHBIE
TEOPETUKO-(DYHKITMOHAILHBIC CBOMCTBA 3TUX (DYHKIMUA M MPUBEAEM UX UHTEPIIPETAIUIO C MO3HMIIUU 00pabOTKH HH-
(dopmaru. OCHOBHBIMH MPEUMYIIIECTBAMHU aTOMApPHBIX (DYHKITUH SBJISIOTCS TIAKOCTh, KOMIIAKTHOCTh HOCUTEIS U
XOpOIllMe aIIpPOKCHUMAIMOHHBIC CBOMCTBA. KpoMe TOro, mpocTpaHCTBa aTOMAapHBIX (GYHKIUA U 000OIIEHHBIX
Fup-byHkiuii, koTopble ABJSIOTCA €CTeCTBEHHBIM 0000menueM Fup-¢yHkuuii B. A. Ppauea, acumMnrorudyecku
9KCTPEMAJIbHBI [UIS MPHONMKCHUS TIepUOAYecKuX nuddepeHmupyeMbix GyHKIwmiA. B TepMuHaX MOMEepeYHUKA 110
A. H. KomMoropoBy 3TO 3HaYuT, 4TO Takue ()YHKIIMHU SIBJIIOTCS TAaKUMU e d((HEKTUBHBIMY, KaK U KIACCHYCCKHE
TPUTOHOMETPHUYECKHE TMOIUHOMEI {1, cos(nx), sin(nx)}. ITosTroMy 3aMeHa AMCKPETHBIX IIPEOOPa30BaHM, KOTOPLIE
0a3UpPYyIOTCI Ha TPUTOHOMETPHUSCKUX (DYHKIIMSIX, HA COOTBETCTBYIOIIME MPeoOpa3oBaHUs, KOTOPBIC CTPOATCA C
ITOMOIIBI0 aTOMAPHBIX (YHKIMHA 1 0000mEHHBIX Fup-dyHkumid, siBisercs nepcnekTuBHOM. C 3TOM IIENbI0 MBI BBO-
UM JMCKPETHOE aTOMapHOe Mmpeodpa3oBaHue U 0000IIEHHOE TUCKPETHOE aTOMapHOe Mpeodpa3oBaHue. TakKe MbI
PacCMOTPHM 3aBHCHMOCTh PE3YJIbTATOB 00PaOOTKM MaHHBIX OT MOPSAKA IIIaIKOCTH U pasMepa Hocutelns. OCHOB-
HBIM PE3YyJIbTaTOM Pa0OTHI ABJSECTCS TeOpeTHYECKoe 000cHOBaHUE 3(P(PEKTUBHOCTH aTOMAapHBIX (PYHKIMHA U 0000-
mEHHBIX Fup-QyHkumii B 00paboTKe JaHHBIX U CKATHU HH(POPMAIIHH.

KnarwueBbie cioBa: o0paboTka JaHHBIX, CkaTHe HH(pOpPMaNWM, aroMapHble (yHKIUH, Up-QyHKIWMS,
Fup-dyukius, o0o6ménHas Fup-¢GyHKIUS, TUCKpETHOE aTOMapHOE Mpeodpa3oBaHHEe, OOOOIIEHHOE AMCKPETHOES
aToMapHoe peoOpa3oBaHue.
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