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INDUCTION OF CLASSIFICATION RULES IN CASE
OF UNEVEN DISTRIBUTION OF CLASSES

The problem of induction of classification rules on the basis of negative selection in the case of uneven
distribution of classes in the sample is solved. The new method for the induction of such rules is proposed. This
method uses a priori information about instances of all classes in the sample. A hypercube of maximum
possible volume is used as a form of detector. It allows to exclude irrelevant and redundant features from the
sample, thereby reducing the search space and the time of execution of the method, as well as to generate a set
of detectors with high approximation and generalization capability. The software implementing the proposed
method is developed. Some experiments on the solution of problem of gas turbine air-engine blade diagnosis

are conducted.
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Introduction

Process of building decision models for pattern
recognition is actual task [1, 2]. Situation when the most
data of training set belong to one class is a typical for
such process [2]. We have to develop new models for
object’s formalization or process description. One of the
perspective approaches for develop such models based
on conception of artificial immune systems [3-5]. This
model can be created based on one class only. The
difference between numbers of instances, which
belonging to different classes is significant in this case.
Usage of artificial immune systems with negative
selection is proposed in [6-8]. These systems involve
the construction of a set of detectors that are capable of
recognizing unknown instances [9-10]. This approach
allows to detect anomalies or random variations in
diagnosed objects [3, 6], and to recognize instances of
"non-self" classes (classes of objects which are not
represented in the training set) [4, 7, 9]. There are
known methods for the synthesis of artificial immune
systems based on the negative selection [4-10]. These
methods generate an exhaustive number of detectors
(possible solutions) and employ instances with one class
only. Instances with other classes do not taken into
account.

Consequently, the development of methods for the
synthesis of artificial immune systems, which are free
from these disadvantages, is an actual task. Diagnostic
models based on artificial immune systems have a low
level of generalization. The detectors (rules) of the
immune system are easy in understanding. However,
because of the low level of generalization, a detector

system has a large dimension. It is difficult to
understand and analyze by human, which generally
leads to reduction of interoperability of the diagnostic
model.

So, the purpose of this paper is developing a
method of induction of classification rules based on the
basis of a set of detectors. These rules handles data of
training set, with a significant difference in the number
of instances which belong to different classes.

1. Problem statement

Let us assume that there is a training set S=<P, T>,
where P is a set of input parameters (features) of an
objects and set T is a set of values of the output
parameter. Set of values of the output parameter is
represented as a vector T = (t;)q, where t; € T” is a
value of the output parameter of g-th instance; T’ is a
set of possible values of the output parameter (usually in
problems of non-destructive quality control and pattern
recognition a set T’ consists of two elements
T’ = {t’o,t"1}, determining class of suitability of object,
such if t;=t’ then g-th object is considered unusable, if
ty=t’; it is usable, suitable etc.).

The number of instances of the sample one class
(for example, instances of the class t;=t’;) is
significantly different from the number of instances of
another class, which is defined as
where N

0<N << N

te=to tg=t]’

+th:t; =Q-

te=to

Then, on the basis of a training set S=<P, T> it is
necessary to generate a set {rule;, ..., rulexg,} of
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productions P, — T, that allows to provide an
acceptable level of misclassification error E. This error
E defined as the ratio of number of incorrectly
recognized instances N, to the total number of
instances Q.

2. The method of classification rule

Known methods of negative selection [4-10] have
such disadvantages as the generation of the exhaustive
number of detectors, the usage of information of one
class instances only, low interoperability of synthesized
set of solutions of detectors etc. To eliminate these
disadvantages it is advisable to use the method of
classification rules synthesis on the basis of negative
selection in the case of uneven distribution of instances
of the sample classes. In this method is used:

— a known information about instances of both
classes T’ = {t’;,t’;} in generating the set of detectors
AB = {Ab;, Ab,, ..., Abnw}. It is forming a set of
detectors with high approximation and generalizing
properties;

— an information about individual significance of
features p,. It is eliminating irrelevant and redundant
features of the sample S=<P, T>;

— a hypercube of maximum possible volume as a
form of detector. It is a contrast to known methods of
negative selection, in which a hypersphere is used as a
form of detector. This hypercube allows to eliminate the
necessity of solving a resource intensive problem of
search of optimal radius of hyperspheres of detectors.

Evaluation of the significance of features p,, with
respect of the output parameter 7 is the initial stage of
proposed method. It allows to identify and to exclude
irrelevant features from further consideration, thereby
reducing the search space and time of the method.

The proposed method for the classification rules
synthesis based on negative selection approach. This
method is oriented to the case of uneven distribution of
class instances of sample in generating a set of
detectors. The proposed method wuses known
information about instances of all classes of the sample.
It also takes into account information about the
individual significance of features [11-13]. A hypercube
of maximum possible volume is used as a form of
detector.

It allows to exclude irrelevant and redundant
features from the sample, thereby reducing the search
space and time of the method implementation. As result,
a set of detectors with high approximation and
generalization capability is formed.

So, the proposed method increases the generalizing
properties of synthesized model by reducing the number
of detectors and conditions of antecedents. This method
improves interoperability of model, reduces its

dimension (structural and parametric complexity) and
volume of used memory. All of these improving are
increasing model performance with sequential
computation.

3. Experiments and results

Software has been developed for implementation
of proposed method. This software is oriented to the
analysis of different characteristics of the method. Its
deals with a problem of blade diagnosis for gas turbine
of aircraft engine [14]. Blades of gas turbine were
characterized by the values of the power spectra of
damped oscillations after impact excitation. These
values of the power spectra are used as input features.
Classes of blade quality were defined with the help of
experts: undamaged and defective (potentially
dangerous). Each blade was described by 10240
characteristics of the power spectrum of damped
oscillations. Artificial features were constructed to
reduce the search space based on these characteristics.
A set consisting of 80 artificial features was obtained
based on this reducing.

The resulting sample S=<P, T> does not have
statistical representativeness, because it does not display
the actual frequency distribution of classes. Really,
number of undamaged blades is substantially greater in
the general population than the number of defective
blades. These defective blades (t; = t*;) in the sample
represent typical cases of nonconformity, which
provides a topological representation of defective blades
in the sample. All the possible cases of the class of
undamaged blades (t; = t’y) cannot be present in a
sample from a practical point of view. Therefore, it is
necessary to build a diagnostic model for aircraft engine
blade class recognition based on the available sample
S=<P, T> with uneven distribution of classes’ instances.

The sample S=<P, T> contains 42 instances
characterizing defective blades and 72 instances
representing undamaged blades. The proposed method
for the synthesis of classification rules was compared
with the existing methods of negative selection. These
methods synthesized a set of detectors based on "self"
instances S; < S of the sample only. The problem of
blade diagnosis of gas turbine of aircraft engines was
solved with the proposed method two times:

— using a sub-sample S; < S, which contains
information about defective instances ("self") only;

— using all original samples S=<P, T>.

Experimental investigation of characteristics
proposed method has been compared with other
methods of negative selection.

The experimental results are given in Table. 1.
This table contains next values. Column N;; describes a
number of iterations of the method. Misclassification



178

ISSN 1814-4225. PAAIOEJIEKTPOHHI I KOMITI'YOTEPHI CUCTEMM, 2016, Ne 6 (80)

error on the training data S=<P, T> indicated at column
E. Column E; contains misclassification error of the test
data. Columns P, and Py indicated probability of
misclassification. So, value Py is error probability of
assignment to class "self" (t;=t’;) when instance actually
belongs to a class of "non-self" (t;=t’y). Similarly, value
P.y.; is error probability of assignment to class "non-
self" (t;=t’) when an instance actually belongs to a
class of "self" (t;=t’;).

Table 1
Experimental results
Method NAb Nit E Et Pt,l—O Pt,O—l
RNS [8] 207 | 5010.070 | 0.136 | 0.126 | 0.333
MVD [9] 41| 50]0.035|0.077 | 0.069| 0.250
MMD [10] 19 14]0.018 | 0.055| 0.054| 0.083
MPRSBNS
20| 12]0.026 | 0.037 | 0.038 | 0.000

S S
MPRSBNS
(S=<P, T>) 31| 1910.009 | 0.011 0.011 0.000

Table 1 shown that the misclassification error E
values produced by the method MMD [10] (E=0.018)
and by the proposed method MPRSBNS (E = 0.026 and
E = 0.009) are acceptable. The low recognition errors of
these methods were provided by wide coverage of field
of "self" instances S; < S by synthesized detectors. The
proposed method MPRSBNS has synthesized a set of
detectors based on instances of all classes of the sample
S=<P, T>. This method has provided more acceptable
results (E = 0.009) compared a set of detectors
synthesized using "self" instances S; < S (E = 0.026)
only. Method RNS [8] and model V-Detector [9] had
less acceptable misclassification error (E = 0.070 and
E = 0.035, respectively). This fact indicates the lack of
coverage by the synthesized detectors the area of "self"
instances S; < S. The experimental results show that the
method RNS [8] and the model V-Detector [9] generate
the largest number of detectors (Na, = 207 and Npp =41,
respectively). Method MMD [10] and the proposed
method MPRSBNS (using sample S; < S) have
generated significantly fewer number of detectors
(Nap = 19 and Ny, = 20, respectively). It indicates a
more efficient operation of these methods. In particular,
the method MPRSBNS uses a priori information about
the significance of features at the initial stage. This
method eliminates from further consideration irrelevant
and redundant features that can reduce the search space
and create a set of a small number of detectors based on
highly informative features with a high approximation
and generalization capability.

Criteria E,, P;;o and Py, were used for the
analyzing of investigated methods. These criteria
describe misclassification error and the probability of

making a wrong decision based on test data.
Misclassification error of models synthesized by the
proposed method MPRSBNS and methods [8-10] are
shown in Table 1. These errors have been calculated on
test data E, Misclassification error of the proposed
method MPRSBNS is significantly lower than the error
of other known methods (E; = 0.136, E; = 0.077 and
E; = 0.055 for the methods [8-10], respectively). The
method MPRSBNS allowed to reach misclassification
error E; = 0.037 (using a part of the sample S; < S) and
E;=0.011 (using the full sample S=<P, T>).

It is important to note the specificity of the solved
problem of blade diagnosis. An error of assignment to
"non-self" class (t; = t’) has a very high cost when
instance actually belongs to a "self" class (tq = t’;). This
error evaluates by criterion P ;. This is due to the fact
that the classification of defective blades to the class of
undamaged can cost human lives. The test data has zero
error probability Py, for the proposed method
MPRSBNS. This fact indicates high efficiency of the
proposed method for solving such problems. The zero
level of error probability Py, by using the proposed
method is explained by a high level of coverage of
typical instances of class t; = t’;. This coverage was
made by generated set of detectors
AB ={Aby,...,Abnay}. Note, that this set of detectors
was obtained with using a priori information about the
importance of features;

Thus, the results of experiments showed that the
proposed method due to the usage of a priori
information and exclusion of irrelevant and redundant
features of the sample makes it possible to reduce the
search space and time of execution. Proposed method
allows to synthesize classification models in a form of a
set of detectors with high approximation and
generalization capabilities. Also by reducing the number
of detectors and the conditions in antecedents it
increases interpretability of the model, reduces its
dimension and, therefore, the size of the used memory.

Conclusion

In this paper we solve the urgent problem of
automation of classification rule synthesis based on
negative selection for the case of uneven class
distribution in the sample.

The developed method of classification rule
synthesis based on negative selection uses a priori
information about instances of all classes in the sample
at detector set generation. It also takes into account
information about the individual feature significance.
An experimental study of the proposed method and its
comparison with the known analogues is performed. A
practical task of diagnosing the vanes of gas turbine of
aircraft engines has been solved. The mathematical
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approach proposed at [15] can be used for reliability
analysis of the proposed solution.
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CO3JJAHUE ITPABUJI KIACCUDPUKAIIMU ITPU HEPABHOMEPHOM 3AJIAHUU KIIACCOB
C. A. Cyooomun, A. A. Oneunux, B. I. J/lesawenxo, E. H. 3aityesa

B pabore paccmatpuBaercs mpoOiema MOCTpOEHHs MpaBWIl KilacCM()UKAIUKU Ha OCHOBE OTPHLATEIHHOI'O
orbopa B cllydae HEpaBHOMEPHOI'O pacIpe/elieHns] KJIacCOB B UCXOAHOM BBIOOpKe. ABTOpaMHU MpeAJIaraeTcsi HOBBIN
METOJI IOCTPOEHHUSI TAKUX MPAaBHJI. ITOT METOJ UCIIONIB3YET allPHOPHYIO HH(POPMAIIUIO O paCTIpeeTICHUH KJIaCCOB B
BBIOOpKE, B KauecTBe (hOPMBI JIETEKTOPa MCIONB3YeT THIIEPKY0 MaKCUMalbHO BO3MOXKHOTO 00bEMa, YTO MO3BOJISIET
UCKITIOYATh MAJIO3HAYMMBbIE U M30BITOUHBIE MIPU3HAKK U3 BHIOOPKH, COKPATHB TEM CaMbIM IPOCTPAHCTBO MOUCKA U
BpeMsl BBHINIOJHEHUsI METONA, a Takxke (opMHpOBaTh HAOOp NETEKTOPOB C BBHICOKUMH AIlMPOKCUMAIIOHHBIMU U
0000IaoIMMU  ClIOCOOHOCTSIMH. Pa3paboraHo mporpamMMHOE oOecHedeHue Ui peaju3aldd HpeaIoKeHHOT O
Mmerona. [IpeacTaBneHsl SKCIIEpUMEHTAIbHBIE PE3YIbTaThl JUArHOCTHKH JIONATOK Ta30TypOMHHOTO aBUaIBUTATEIsI.

KnroueBbie c10Ba: MCKycCTBEHHAss IMMYHHAsI CHCTEMA; TIpaBUIIa KIacCU(HUKALIMK; ONIMOKa Kiacch(uKalmy.

MOBYJOBA ITPABHJI KJIACU®IKALIL TP HEPIBHOMIPHOMY 3ABJIAHHI KJIACIB
C. O. Cyooomin, A. O. Oniinuk, B. I. J/lesamenko, O. M. 3aityesa

Y poboTi po3rismaeThes mpodiemMa MOOYIOBH MpaBWl Kiacudikallii Ha OCHOBI HETaTHBHOIO BifOOpy uis
BHUIIAJIKy HEPIBHOMIPHOTO PO3IOJLTY KJIaciB Y BUX1IHIH BUOIpIli. ABTOpaMH IIPOIOHYETHCS HOBUIH METOJ MOOYI0BU
Takux npaBuil. Leit MeTon mpu renepaiiii HabOpy NETEKTOPiB BUKOPHCTOBYE BiZJOMY iH(QOPMAIIIO PO €K3EMILISIPU
BCIX KjaciB BUOIpKH, BpaxoBye iH(QOpMalil0 Npo IHAWBIAYyaJbHY 3HAYYIIICTh O3HAK, SK (OpMY AETeKTOopa
BHUKOPHCTOBYE TiIIEPKYy0 MaKCUMaJIbHO MOKIIMBOTO 00’ €MY, 1110 JO3BOJISIE BUKIIIOYATH MAJIO3HAYYII Ta Ha UIUIIIKOBI
O3HaKu 3 BUOIPKH, CKOPOTUBIIY THM CaMHM IIPOCTIip IOLIYKY 1 4Yac BUKOHAHHS METOY, a TAKOX (opMyBaTH Habip
JIETEKTOPiB 3 BUCOKMMH aNpOKCUMAaliHHUMH Ta Yy3arajbHIOIOUAMH 3ai0HOCTSMH. Po3pobneHo mnporpamue
3a0e3neueHHs 1JIsl peajizalii 3anpornoHoBaHOro Metony. HaBezeHo excriepuMeHTalbHI Pe3yabTaTH iarHOCTyBaHHS
JIonaTel ra30TypOiHHOTO aBiaJIBUT'YHA.

Karou4osi ciioBa: mryyHa iMyHHa clcTeMa; paBria KiacuQikalii; moMuika kiacudikarii.
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