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ATA-BASED SECURITY ASSESSMENT
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The information and control system of smart building is considered as a set of subsystems including building
automation system (BAS). BAS security and availability during its life cycle are assessed using the technique
Attack Tree Analysis (ATA), and Failure Modes and Effects Analysis (FMECA). The FMECA is applied at the
initial stage of analysis to assess criticality of BAS hardware/software failures and failed connections between
components on the different levels of system design. Modification of FMECA is IMECA allowing to analyze
modes and effects of attacks/intrusions. The ATA is applied to investigate any intrusions into the BAS by
analyzing system probability of a failure caused by faults and vulnerabilities during operation time. The ATA is
applied for different BAS subsystems and results of analysis are combined.
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1. Introduction
1.1. Motivation

Technological development and the development
of modern devices used in human life offer services to
people for controlling of many events of their lives,
made it necessary to analyze these techniques and to
measure the availability according to safety and security
standards, information security analysing is our main
task. In this paper, we analyze the information security
for building automation system design which is the most
commonly used in human life.

In this paper, we develop an ATA (Attack Tree
Analysis) model to simulate security in BAS depending
on measuring the probability of fault for the system
under a scenario of cyber attacks, and analyzing the
vulnerability of the primary elements in system design
(BAS) according to [1] (FPGA, Database, Wireless
unite) using FMECA tools to understand the connection
between components in one level and describe the effect
of the fault on the system and other components, this
investigation will help a user (developer, programming)
to increase the knowledge about the fault probability of
the system for successful security during attacks period
time and show the main threats in its design, and give
the ability to manage design and avoid failures in future
design

1.2. Work-related analysis

According to the international standards in [2], we
can assess the level of risk for a building automation

system and give the requirements that must be met to
achieve the desired goal of safety and availability.

In [3] apart from performing security vulnerability
analysis for the system design and identifying a threat
which will be used to conduct security vulnerability
analysis and describing system state under attacks, the
technique can also be used to identify a failure or
weakness, due to which the system is exposed to cyber-
attacks.

In [4] the scenario-based information security risk
evaluation method is shown. It is based on the thought
of Advanced Persistent Threat (APT) attack by
constructing risk scenario information system, the
security risk stat us is evaluated and the example of the
scenario attacks, which can help to manage security in
BAS for the management level is given.

The primary goals of the work in [5] are security
issues for system design and the integration of security
subsystems, which significantly tightens security
requirements to the protocol of a network control
system, and weaknesses in the system design according
to hardware and software components.

In [6, 7] during the analysis of FPGA the security of
device was shown as a platform and vulnerability points
were presented during the system development, at the
same time, we can see the advantages of FPGA on other
devices.

The most attacked targets in the database can be
listed in [8] with number of attacks due to which we can
analyze all possibilities of system fault according to this
work, its primary task is to ensure security of a building
automation system.

In [1] the system vulnerability is given based on
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IMECA and FMECA and it shows the possibility of
system fault during period of time, at the same time it
shows there recovery state of system and the possibility
to fix the problems. The main element in a building
automation system is wireless unit in [9], the analysis of
the unit according to a scenario of attacks can be done
by taking into account the critical state of system during
the period time of attacks.

1.3. Goal

In general, we calculate system dependability
(reliability and security) taking into account the
reliability issue, which depends on number of causes:

1) operation failure during system life;

2) manufacturing failure in components during
system design;

3) software error.

As for the security side, we focus on the elements,
which can lead system to be attacked by e.g. hardware
Trojan and software vulnerability; we use FMECA to
analyze the degree of fault on components and the
relation between the components at one level, we use
ATA tools to develop the model to measure the system
probability to fail during time, we describe practical
example and take different values of probability of
components in system design and analyze the effect of
these components for final result of top event in ATA
design.

2. Vulnerability analysis of building
automation system

According to [9, 1, and 10] design of BAS has
three levels and that is why the analysis of
vulnerabilities should be conducted on these three
levels, measuring the vulnerability of these levels helps
a designer to manage the risk and understand the degree
of threat to system design, according to the previous
analysis in [10], the main elements in system design that
have high level of threat are FPGA, database, wireless
unite). In this section, we will analyze these components
and the received information will be used to update
IMECA table and to support the root in ATA design.

2.1. Vulnerability analysis of FPGA architecture

Field programmable Gate Arrays (FPGAs) are
silicon devices, which are ready to be used. They can be
electrically programmed and then can be used as a kind
of system or digital circuit.

One of the features of FPGAs is easiness of
configuration and cost-effectiveness. It is also possible
to make any updates and upgrade it. To do this it is
necessary just to download a new application bit stream.

FPGAs have numerous advantages but nevertheless,
design flexibility remains their main advantage, when
we consider cyber-security of FPGA we must take into
account all parts involved in the life cycle of the FPGA
chips and FPGA-based 1&C systems.

These are an FPGA chip vendor, a developer of
the 1&C system as well as a user of FPGA-based 1&C
system. The analysis of cyber-security for FPGA
technology includes the development process as well as
the operation of the integrated 1&C system. It must be

noted that cyber-security vulnerabilities can be
introduced by:
—the FPGA-chip vendor, during designing,

manufacturing, packing and testing of FPGA chips;
—the [&C system developer, i.e. when FPGA
electronic design is developed, implemented or tested;
— the operator of the I&C system, i.e. it is possible
to make changes in the operating 1&C system during
operation or maintenance.

2.2. Vulnerability analysis of database architecture

Database attacks have increased because of the
increased availability of access to data stored in those
databases, database in BAS design contents the
information, which is important for the system and data
from different levels for management and storage, when
the access to the stored information will be available for
several users, it will increase the possibility of data
theft, that is why it is necessary to control this kind of
access because in the BAS system the attacker aims to
access the important information, which he can use for
attacks or monitoring the system.

Various types of threats that affect database
security are shown below:

1. Privilege abuse: When database users have
more privileges than usual. These privileges can be
abused intentionally or unintentionally.

2. Operating System vulnerabilities:
Vulnerabilities of operating systems such as Windows,
UNIX, Linux, etc., as well as the services related to the
databases could act as a way for unauthorized access.
This can cause the Denial of Service (DoS) attack but it
could be prevented due to updating the operating system
security patches (when they become available).

3. Database rootkits: Let us consider what a
database rootkit is. It is a program or a procedure that is
hidden inside the database, which provides
administrator-level privileges in order to obtain access
to the data in the database and turn off Intrusion
Prevention Systems (IPS), a rootkit is possible to be
installed only after compromising the underlying
operating system, this problem can be solved using
periodical audit trails; otherwise, the presence of the
database rootkit may remain undetected, weak
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authentication: attackers can implement strategies such
as social engineering and brute force to obtain database
login credentials if authentication models are weak, the
database may assume that the attacker has the identity
of legitimate database users.

4. Weak audit trails: Having a weak audit logging
mechanism in a database server may put the system
under a critical risk, especially in industries with
stringent regulatory compliance, if any incident
happens, we should reproduce an event at a later point
of time, to do this we apply PCI, SOX, and HIPAA,
which need extensive logging actions, it should be noted
that logging of sensitive or unusual transactions in a
database must be done automatically to fix the
problems. Audit trails are considered to be the last line
of security in a database; they can detect an intrusion
what in its turn will help trace back the violation to a
particular point of time and a certain user.

2.3. Vulnerability analysis of wirelesses
communication architecture

Let us consider what wirelesses networks consist
of they have four basic components. These are: the
transmission of data via radio frequencies; access points
providing a connection to the organizational network
and/or the client devices (laptops, PDAs, etc.); and
Users, the given components may have vulnerabilities
and be attacked and this will result in the compromise of
confidentiality, integrity, and availability.

Wireless Network Attacks are as follows:

1. Accidental association: It is a type of an
unauthorized access to wireless networks of a company.
This means that when a user turns on a computer and
connects to a wireless access point from an overlapping
network, he might not even know that this has
happened, such a security breach can expose valuable
company information and create a link from one
company to the other, it is the same when a laptop is
connected to a wired network.

2. Ad-hoc networks: Ad-hoc networks are peer-to
peer networks between wireless computers without an
access point between them, such networks usually not
very protected but in order to advance security
encryption methods can be used.

3. Man-in-the-middle attacks: An attacker or
man-in-the-middle creates computer, which is set up as
a soft AP (Access Point), then he makes other
computers to log into this soft AP; after that the attacker
connects to a real access point using another wireless
card, which offers a steady flow of traffic through the
transparent hacking computer to the real network.
Therefore, the attacker can sniff the traffic.

4. Denial of service: A Denial-of-Service attack
(DoS) means continually attacking a targeted AP or a
network using bogus requests, failure messages,

premature successful connection messages, and/or other
commands, due to this kind of attack legitimate users
are not able to get on the network and it can even cause
the network to crash, these attacks are based on the
abuse of protocols such as the Extensible Authentication
Protocol (EAP).

2.4. Scenario of cyber-attacks on BAS system design

The goal of a cyber-attack is to stop the
performance of a target system by stealing, altering or
destroying a specified target. It can be done by hacking
individuals’ or whole organizations’ computer
information systems stored at infrastructures, computer
networks, and/or personal computer devices. It is
usually hard to detect the source of the threat because it
is usually anonymous; such attacks can be a cyber-
campaign, cyber warfare or cyber terrorism, the ways of
implementation of cyber-attacks include installing
spyware on a PC, attempts to destroy the infrastructure
of an organization or even entire nations, every day
cyber-attacks become much more developed and
dangerous.

Cyber-attacks are divided into two parts: hardware
attacks aimed to stop operation of hardware
components, and software, which have access to the
system design and have an ability to read and change all
the information inside the system design.

According to system design in [1], each
component in the system design can get under attacks
and be affected by attackers.

Hardware attacks can be an error or fault of
manufacturer, which means there is a virus or a worm
inside a chip and it can be active during some time of
operation, we can measure system vulnerability, find
weakness points in system design, and use them.
Software attacks can appear using different tools for
monitoring and reading data, e.g. when wireless units
send and receive data through a radio wave.

All these scenarios of cyber-attacks on hardware or
software can lead the system to failure by causing a
fault in the hardware component and an error in the
software component.

To analyze the security of a BAS we need to
analyze and study all the possible attacks on the system
and we need to think as attacker trying to access the
system from inside, according to [1].We can divide the
scenarios of cyber-attacks on design of the building
automation system into three parts:

1. The attacker accesses the network using specific
tools to monitor the network, getting the access inside
has another goal; it depends on the purpose of the
attack, in the first state the goal of the attacker is to
monitor the network and to read the data between levels.
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Fig. 1. Elements of a cyber threat scenario

This kind of attacks has longer effect on the
system because it is not easy to detect hem during the
system performance, which gives the system sometime
to recover and takes longer time to solve the problem.
To avoid such a problem and kind of attacks it is needed
to increase network security.

2. Another scenario is if the goal of the attacker is
to stop the system performance, it can be done by
adding a worm (a virus) to the system and let the system
work after some period of time or stop the performance
directly.

The recovery time for this attack is different, it
depends on which level had attack, i.e.:

a) if the attacker aims to attack the automation
level and stop one of its components, in this case, we
can detect the system error and there is a possibility to
recover by changing or updating the system during
recovery time, the system may recover but it will not
have the full ability to work.

b) if the goal of attacker is the management level,
the recovery time in this case will be complex because
this level controls all system tasks and the system
performance may be stopped, due to cyber-attacks on
the management level, the recovery time will be long
and also it will be expensive to update;

3. Error of design is also kind of cyber-attacks,
which affects the system performance and puts the
design at risk. Figure 1 shows the steps of cyber security
attacks based on system attacks, it can be used to
understand the strategy of attacker when he tries to
access and attack BAS.

3. System analysis using FMECA and ATA

In general, the goal of attacks is to make the
system have a failure to perform its tasks according to
system architecture design, a failure means the
identification and characterization its potential
mechanisms in systems and the possibility of actual
failure occurrences in operational systems, in order to
protect the system developers and users must find the
answers on the following three questions: "How can the

system fail?", "What effects will a failure have?", and
"How many failures will the system experience?", the
following chapter will present two most useful
techniques that have been created to answer these
questions, the next step is to describe system cyber-
attacks according to these two methods.

3.1. FMECA and IMECA

Failure Modes and Effects Analysis (FMEA) is an
engineering process, which is used to study the potential
effects of failures on a system as well as its
environment, in certain cases the criticality of the
effects is also considered, that is why the technique is
called a Failure Modes, Effects and Criticality Analysis
(FMECA).

FMEA and FMECA are the most popular tools to
find design defects during development of a system.
They also facilitate troubleshooting problems during
system operation; in this paper we use the same
processes of these methods but taking in account added
intrusion possibility of system failure IMECA, it is the
same technique but it deals with the system fault
according to the intrusion, it can be from software
design or in our case— vulnerability of system according
to cyber-attacks.

According to the scenario of attacks, which is
analyzed in Section 2, we can apply IMECA to analyze
BAS security within this scenario and measure level of
failure degrees, which can be done on system, according
to security analysis, we can divide security to elements
(hardware, software).

In this paper, we use FMEA to show attacks result
in the hardware part of the system design as in the
Table 2. IMECA is used to analyze the software part of
the system design as shown in the Table 1. Both of these
analyses in two tables depend on the scenarios in
Section 2.

3.2. Attack Tree Analysis

Let us consider an attack tree. It is an analytical
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technique with a specified undesired state of the system,
then the system is analyzed in the context of its
environment and operation to find all possible ways of
the occurrence of a failure, we will consider two basic
types of attack tree gates.

The OR-gate and the AND-gate, the OR-gate is
applied to show the output event; this output event can
only occur if one or more of the input events happen,
the AND-gate shows that the output attack occurs only
when all the input attacks occur.

When we need to analyze the system, we select a
particular event of the system as a target of an attacker,
and then determine the immediate, necessary, and
sufficient causes for the occurrence of this target. note
that these causes are not the basic of the goal but they
are immediate causes for the event, these kinds of goals
we now call sub-goals, now we can proceed to
determine their immediate, necessary, and sufficient
causes. Therefore, we go down the tree step by step
until we reach the limit of resolution of our tree, i.e. a
leaf node (atomic attack) of an attack tree.

Security is primary goal of our work; it depends on
analyzing the threat of the system and its vulnerabilities
to understand the way, which an attacker can choose to
attacks the system. Figure 2 shows system levels and the
priority of each level according our analysis. It can be
seen that the communication level has the priority and
direct connection, which can lead to the system failure
state, these two levels can be connected together and
they cannot bring the system to the failure state because
it depends on whether they both have faults at the same
time but there is a low possibility of a fault to appear, in
general a system failure can be when there is a fault in
the communication unites or one of other levels.

ZigBee
dependability

System failure

Management level Automation level Communication level

Fig. 2. ATA analysis of BAS levels

Taking into account the all possibilities of attacks,
which can be aimed at the system and on the
components in each level and according to cyber-attacks
scenarios in Section 2.

The aim of the ATA analysis is to calculate system
dependability (availability, security), the dependability
helps a user (developer, designer) to understand how the
system works according to the weakness in design,
which can be used by an attacker. For security and for
reliability area the ATA analysis shows what
requirements are needed to increase the system
availability during the system life.

In Figure 3 we apply the ATA to analyze ZigBee
dependability and show the possibility to build a tree
that contains availability and security.

According to the analysis we can see the following
reliability operational physical failures,
manufacture (physical) failures, software errors; and
security issues: hardware (Trojan/backdoors, Software
vulnerabilities).

issues:

[

Operation physical Manufacturer Hardware (Trojan/ Software
- - . Software error L
failures (physical) failures backdoors) vulnerabilities
Physical fault . hardware Design
(defect) Data Design fault Data Trojan fault Attacks vulnerability Attacks

\_/\/N\/\/N

Reliability issue

security issue

Fig. 3. Dependability analysis of ZigBee according to ATA



36 ISSN 1814-4225. PAAIOEJIEKTPOHHI I KOMITI'YOTEPHI CUCTEMM, 2016, Ne 3 (77)

We analyze the security of the system component
as shown in Figure 4. There is a big tree for system
analysis, which considers all possibilities of faults in the
two sides: hardware and software; our analysis is based
on the basic design and it has remained similar to other
designs, we can say that all the BAS are involved in this
design. In this section, the analysis will be divided into
two parts, to begin with we analyze the system
components and the probability of fault according to the
scenario of attacks and threats, then we use practical
results for system components to show the final result
for the system probability of fault and how it will affect
the security, our probability analysis can start with the
communicatilon divided into three components.

ZigBee used in the end device to send and receive
signals from/to other components. ZigBee can have two
kinds of falults: one is introduced by a manufacturer
(inside a device) and it can be activated during the life
cycle of the device; and second fault is in software and
it can be done when an error appears in code design and
it can be from outside, i.e. like a hacker or designer
error.

Wireless network unite which is responsible for
data transfer between levels can have a fault in two
ways: first in the software, which it can be done when
there is an error from manufacturer or design user, and
second is in hardware when there is error in updating
data, which can affect unit components.

Automation level has two components:

1. FPGA. This unit can have a fault according to
three scenarios of faults:

1) hardware fault means chip damage;

2) software fault depends on VHDL language
program, which can have a fault from a user during
design or form attacker;

3) the last can be attacks directly from hacker by
using radio wave to affect a chip according to [9].

2. End device can be affected just when there is
any hardware damage.

Management level depends on four components as
show in Figure 3, and we analyze two components:

1. Database because it is our primary task of
system analysis. It can have two parts of fault (software,
hardware). Software faults depend on degree of fault
because in general software fault can be affected by a
human error during designing data for the system or by
an attacker, which aims to steal or destroy the
information inside the system. In the hardware part, a
fault can be in manufacture design (chip).

2. SCADA system has different results of fault in a
part of system performance control.

First is hardware failure:

a) computer components failure at central office;

b) network components failure between central

office and intersection, and components on traffic pole
failure.

Second is a software failure:

a) central Traffic Control System is unavailable
(crashed);

b) operating system failed. Real-time application
failed.

According to Figure 4 the top event for the ATA
method is the probability of failure of system, in our
model design we consider the connection between basic
events as a serial connection, this means that a failure
can be made when one basic event fails. This can be
applied for all tree except the connection between the
management level and automation level, the connection
between them is parallel, because failure can happen
when both levels have a fault at the same time. We
simulate a practical case study of Building Automation
System design according to [1] analysis.

This simulation aims to find the system
probability of failure depending on the Initial elements.

The following equation describes the probability
of failure to system and the relation between
components as well as the final target according to ATA
analyzing, P(t)=probability of failure, t=interval from
(0,t) of system life:

P(t)s = 1-(1-P(1);4)(1-P(t); 5), (1
P(t); =1-(1-P(t) 0 )(1-P(t), ), 2
P(t),=1-(1-P(t) ,)(1-P() s)(1-P() 5)(1-P(D) ),  (3)
P(t);0=1-(1-P(t)24 )(1-P() 2 )(1-P(t)13), (4)
P(t)y=1-(1-P(t);5)(1-P(t);7), ®)
P(1);=1-(1-P(t),0 )(1-P(t)o), (6)
P(t);, =1-(1-P(t)25 )(1-P(t) 6 ), (7
P(t);,=1-(1-P(t);)(1-P(t);9 ), (®)
P(t),=1-(1-P(t);; )(1-P(t);,)(1-P(0);3), )
P(t)x =P(1),P(1);, (10)
P(t), =1-(1-P(1), )(1-P(D),). (1D

Table 3 shows the system probability of failure
during period of time from the system life cycle, these
probabilities were calculated according to the typical
values of failure rate of system components. Also we
can see the result of the system probability of failure for
top event of ATA analysis, total probability of failure
(P(t)) it change depending on components probability of
failure.

Conclusion

The article considers the case study- Building
Automation System with its requirements to high level
of security and safety during work. We analyze the
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Table 3
Probability of system fault during period of time
col;r?;)](e)Lgrfts g&?ﬁﬁ;ﬁ; Components Probability
_ 1 Manufacture hardware (Trojan/backdoors) (14) 0.0000842
E 2 Software vulnerability (15) 0.0000458
g 3 Hardware manufacture (20) 0.0000789
geg 4 Software fault (21) 0.0000523
§ 5 Central control station (6) 0.0000157 -‘é
6 Web server (7) 0.0000791 E 2
) 7 Manufacture failure (16) 0.0000825 E‘ X
E 8 Physical attacks (17) 0.0000423 ;’% §
'g 9 Manufacture hardware (Trojan/backdoors) (22) 0.0000373 % 8
§ 10 Software vulnerability (23) 0.0000656 g =
< 11 Physical attacks (24) 0.0000474 A
= 12 Manufacture hardware (Trojan/backdoors) (18) 0.0000063
% B 13 Software vulnerability (19) 0.0000888
§ % 14 Manufacture hardware (Trojan/backdoors) (25) 0.0000764
g B 15 Software vulnerability (26) 0.0000678
© 16 Protocol (13) 0.0000421

system security using different tools: ATA tools and
developments of these tools to match with system
design and analyze the system probability of failure
during a period of time of the system life. We use
FMEA to analyze the vulnerability of system design
(FPGA, Database, Wireless units).

In this paper, we calculated system probability of
failure with practical data and analyze weakness points
in the system design according to our vision of
analyzing the system levels [1]. The technique presented
in this paper can be used not just for the BAS but also to
measure security in different system design.

The next step of our work will be to develop a
Markov model to show all possibilities of system
recovery and states of system under different types of
system faults and the compare the recovery paths with
cost and requirements of the user.
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OIIHIOBAHHS BE3NEKH IHOOPMAIIMHO-KEPYIOUUX CUCTEM PO3YMHUX BY/IUHKIB
3 BUKOPUCTAHHSM JEPEB AHAJII3Y ATAK

Anb-Cyoani Mycmagpa Kaxman Aooynmynem, Anv-Xagaooci Axmeo Banio, B. C. Xapuenko

[HdopmaniliHO-KepyroUi CHCTEMH PO3YMHUX OYAMHKIB PO3TIISNAIOTHCS SIK MHOXKHHA ITiICHCTEM, BKIIOYAIOYH
migcuctemy BAS (building automation system). besmexka i roroBHicth BAS BHpPOTOBX JKHUTTEBOrO IMKIY
OLIIHIOIOTHCS 3 BUKOpHCTaHHsAM aHamizy nepeB arak ATA(Attack Tree Analysis) Ta aHami3y BUIIB i KDUTHYHOCTI
HacniakiBe BinMoB FMECA (Failure Modes and Effects Criticality Analysis). FMECA 3acTocoByeThcsl Ha
TOYATKOBIA cTajii aHaji3y Ui OIIHIOBAaHHS KPUTUYHOCTI BiJIMOB, OOYMOBJIEHHX Je(eKTaMH NpOrpaMHUX i
amapaTHHUX 3aco0iB, KOMyHIKaliil Ha pi3HUX piBHsIX BAS, a Takox arakamu Ha BpasnuBocti. Moaudikauis FMECA
— IMECA (Intrusion Modes and Effects Criticality Analysis) mo3Bossie aHami3yBaTH BUIU 1 HACIIJKUA BiIMOB
BHACJIIOK aTak Ha BpaznuBocTi. ATA aHasi3 BUKOPUCTOBYETHCS JUIsl JOCIIKEHHS BTpy4aHb y BAS 1 Bu3HaueHHs
HWMOBIpHOCTI BiZIMOB 3 IX ypaxyBaHHsM. AHaii3 0a3yeTbcsl HA KOMOIHYBaHHI pe3yNbTaTiB IS PI3HUX KOMIIOHEHT i
PIBHIB CHCTEMHU.

KirouoBi ciioBa: po3ymHuii OyIuHOK, cMcTeMa aBToMartu3aiiii, kioepoesneka, FMECA, IMECA, ATA

OINIEHUBAHUE BE3O0ITACHOCTU UTH®OPMAIIMOHHO-YITPABJIAIOIUX CUCTEM YMHBIX
JAOMOB C UCITOJIb3OBAHUEM JJEPEBBEB AHAJIN3A ATAK

Anb-Cyoanu Mycmaga Kaxman Aooynmynem, Anv-Xagpaoscu Axmeo Banuo, B. C. Xapuenko

WHdopmManmoHHO-ynpaBIsSIOIUe CUCTEMBl YMHBIX JOMOB PAacCMaTpUBAIOTCS KaK MHOXKECTBO ITOJICHCTEM,
BKitouast mojcucreMy BAS (building automation system). be3zomacHocTs U rotoBHOCTh BAS Ha mpoTshkeHHUn
JKM3HEHHOT0 [MKJIa OLCHUBAIOTCS C WCIONb30BaHMeM aHanu3a JepeBbeB atak ATA (Attack Tree Analysis) u
aHaJM3a BUIOB M KpUTHYHOCTH TocnenctBuii oTka3oB FMECA (Failure Modes and Effects Criticality Analysis).
FMECA wucnonp3yercs Ha Ha4yaJbHOW CTalWy aHalu3a OICHUBAHUS KPUTHYHOCTH OTKa30B, OOYCIIOBJICHHBIX
nedexraMu NporpaMMHBIX U alnapaTHbIX CPEICTB U KOMMYHHKAIMH Ha pa3HBIX YPOBHIX BAS, a Taxke arakamu Ha
yszsumoctd. Momudukanust FMECA — IMECA (Intrusion Modes and Effects Criticality Analysis) mosBonser
aHAJM3UPOBATh BHJBI M KPUTUYHOCTH OTKAa30B BCIEICTBHE aTak Ha ys3BuMoctu. ATA aHanm3 ucnoib3yercs s
OIIpEeJIeTIeHUsI BEpPOSITHOCTH OTKa3oB BAS ¢ yuerom osTux arak. AHanm3 Oa3upyercss Ha KOMOWHHMPOBaHUHU
PE3yNbTAaTOB JUIsl pa3HBIX KOMIIOHEHT U YPOBHEH CHCTEMBI.

KiroueBble cjioBa: yMHBIN 10M, CHCTEMa aBTOMaTu3aIun, kuoepoesomnacHocts, FMECA, IMECA, ATA

Anp-Cymanm Mycrada Kaxran AOayaMyHeM — acnupaHT Kad. KOMITBIOTEPHBIX CHCTEM M CeETeid,
Hanwmonanpneiii aspokocmuueckuii yauepcuter uM. H. E. XykoBckoro «XAW», r. XapekoB, Ykpauna, e-mail:
mostafahkahtan 1 @gmail.com

Aab-Xapamku Axmen Bamua — acnmupaHT Kad. KOMIBIOTEPHBIX CHCTEM U ceTed, HanmoHambHBINA
aspokocmuueckuii  yauBepcurer uMm. H. E.  JKykoBckoro «XAMW», 1. XappkoB, VYkpaumHa, e-mail:
eng_ahmed.waleed@yahoo.com

Xapuenko BsueciiaB CepreeBud — J-p TeXH. Hayk, rpodeccop, 3aB. Kad. KOMIBIOTEPHBIX CHCTEM H CETeH,
HarmmonaneHslit aspoxocmuueckuii yausepcureT uM. H. E. JKykoBckoro «XapbKkoBCKM aBHALlMOHHBINA HHCTUTYT»,
r. XappKoB, YkpanHa, e-mail: v.kharchenko@csn.khai.edu

Al-Sudani Mustafa Qahtan Abdulmunem — postgraduate student of the Department of Computer Systems
and Networks, National Aerospace University “Kharkiv Aerospace Institute” Kharkiv, Ukraine, e-mail:
mostafahkahtan 1 @gmail.com

Al-Khafaji Ahmed Waleed — postgraduate student of the Department of Computer Systems and Networks,
National ~ Aerospace  University  “Kharkiv ~ Aerospace  Institute”  Kharkiv, = Ukraine, e-mail:
eng_ahmed.waleed@yahoo.com

Kharchenko Vyacheslav S. — Doctor of Technical Sciences, professor, Head of the Department of
Computer Systems and Networks, National Aerospace University “Kharkiv Aerospace Institute”, Kharkiv,
Ukraine, e-mail: v.kharchenko@csn.khai.edu.



