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SAFETY ASSESSMENT OF CRITICAL SYSTEMS BASED
ON THE COMBINATION OF RISK ANALYSIS TECHNIQUES

This work is devoted to the problem of assessing the functional safety of critical systems. The existing risk
analysis techniques have been analyzed and the possibility to apply them for functional safety assessment of
critical systems has been considered. The possibility to combine the chosen techniques has been proven and
carried out. As a result, the complex technique for functional safety assessment of critical systems has been
developed. The tool for automation of the technique has been elaborated. The developed technique and the

tool have been tested on the critical systems.
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Introduction

Development of evaluation information technology
is one of the important fields of safety-critical systems
research. Models, methods, and evaluation tools are the
elements of information technology. Risk analysis
approach has spread in assessing the safety of critical
systems [1-5]. The most common methods for risk
assessment are given in the standards [6, 7]. One of the
problems is the necessity of the methods choice for
particular applications. A study of methods of risk
analysis for the safety assessment of automotive
information systems is conducted in [8].

The HAZOP process is similar to the FME(C)A
method in the possibility of identifying failure modes,
their causes, and consequences. The difference is the
reverse order of HAZOP, which performs basing on
unwanted results and deviations and results in possible
causes and failure modes, whereas FME(C)A begins
with the determination of the mode of failure. The
advantage of FME(C)A is the ability to obtain
quantitative estimates of risk (probability and severity
of consequences). The similarity of the methods allows
to consider the problem of techniques aggregation to get
a more accurate assessment of the systems safety. The
purpose of this work is improving the methodology of
assessment of critical systems functional safety by risk
analysis methods aggregation to improve the
completeness and accuracy of assessment. The structure
of the article is organized as follows. The first section
analyzes the existing methods of risk analysis, proved
the possibility of chosen methods aggregation and
implemented their union. The second section provides a
tool that automates the process of evaluation. The third
section provides examples of using the method to assess
the safety-critical systems.

1. Combining of risk analysis methods

1.1. Choice of methods

To date, the task of choosing methods for safety
assessment in the Safety Case was complicated by the
large number of techniques of varying degrees of
formality, complexity, ability to use of the life cycle
stages, etc. We believe these methods are the most
effective at the pre-design gathering stage, at the stage
of analysis of the use context (task analysis), as well as
at the stage of verification and validation of the finished
product (usability testing). Processes and methods of
safety HMI evaluation, developed within a software
engineering, are mainly focused on the metric
evaluation of the finished product.

Methods of risk assessment are given in [6]. Risk
assessment can be carried out with varying degrees of
depth and detail. The use of one or more methods is
possible. When selecting methods, the rationale for their
suitability should be presented.

Methods must have the following features:

— to be scientifically sound;

— conform to the system under study;

— to give an understanding of nature and the
nature of risk, how to control and process.

Method selection can be implemented based on the
following factors:

— purpose of the evaluation;

— system development;

— type of system;

— resources and opportunities;

— nature and degree of uncertainty;

— ability to obtain quantitative data output;
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Table 1
Comparative analysis of risk assessment methods
Relevance of influencing factors
Type of risk assessment methods Resources, Nature and
and degree of Complexity
capability uncertainty
Checklists Low Low Low
Preliminary analysis of the hazards Low High Average
Scenario Analysis Average High Average
Fault tree analysis (FTA) High High Average
Analysis of the "tree" of events Average Average Average
Analysis of the causes and consequences High Average High
The analysis of types and the consequences of failures (FMEA | Average Average Average
and FMECA)
Hazard and Operability Study (HAZOP) Average High High
Reliability assessment of the operator (HRA) Average Average Average
Multi-criteria decision analysis (MCDA) Low High Average
— availability and accessibility of information for ~ where e; — the failed element;
the system; c¢ — characteristic of the element;
— icability of th hod,; )
the apph.cabl ity of the method; kw, — guideword;
— complexity of methods; to— deviati
.. — deviation;
— needs of decision makers. f )
Table 1 shows the results of a comparative analysis 1y — cause of failure;
of several method-candidates for Safety Case. arp — consequence of failure.
Identification of potential hazards and performance
Table 2

problems is a key aspect of HAZOP method. For these
purposes, an expert study is conducted to examine the
deviations of system behavior. HAZOP is based on
defining the entities and attributes, which are relevant to
the system under study, and the possible deviations
from the planned behavior. These deviations are
represented by the guide words that stimulate creative
analysis of experts. Experts have to assess if “standard”
guide words can be used and make changes in
interpretive translation in terms of each area of analysis
where HAZOP is applied.

FMEA methodology allows you to identify the
nature of failures, mechanisms for their occurrence and
impact. FMEA can be accompanied by a critical
analysis, when the significance of each type is
determined (FMECA). FMEA analysis is applicable to
both systems, and their component, including software.

HAZOP process is similar to the FMEA. It allows
failure modes identification, their causes, and
consequences. The difference is that HAZOP is carried
out in reverse order of unwanted results and deviations
to the possible causes and failure types, whereas FMEA
starts with the failure type determination.

1.2. HAZOP and FME(C)A models

Classic HAZOP-table (table 2) can be represented
by a set of F-vectors:

F
Fh =< ef,cf,kwf,tf,rf,af >f1» (1)

Classic table of HAZOP

Characteristic
fthe element

Cause offConsequence

Deviation .1 ire  bf failure

[Element Guideword

The number of lines in table 2 can be equal or
more than a number of elements in the system,
depending on a number of guide words used in the
analysis..

Classic FME(C)A-table (table 3) is a list FT that
can be represented by a set of F-vectors (number of
table lines — elements in system):

F
FT =< ef,kf,rf,pf,uf >f1s (2)

where ey — the failed element;
k¢ — failure mode;
1p — consequence of failure;
pr, up.— failure probability and severity that can be

configured using indistinct scale (for example, «high» -
«average» - «low»).
Table 3
Classic table of FME(C)A

Failure
mode

Consequence
of failure

Criticality |Probability|

Element of failure | of failure
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1.3. Combining of FME(C)A and HAZOP

Models of FME(C)A and HAZOP are similar to
each other, and many fields are the same (figure 2.3). It
allows to use the advantages of one methodology while
using the other and, thus, extend the field of use and
covering of failures developing of analyzed systems.

The key feature of HAZOP method to include to
result table model 3 is using of guide words. In this
case, it is recommended to move from table Fh,
described by the model 1, to table Fh, described by the
model 2:

F
Fh, =<e;,c..kw,,k;,a;,p;,0; >, (3)

where ef— element;
c¢ — characteristic of the element;
kw ¢ — guideword;
k¢ — cause of failure;
ar — consequence of failure;
pr, up— — failure probability and severity that can

be configured using indistinct scale (for example,
«high» - «average» - «low»). In this way, every
combination of element and a failure will have a
corresponding cases described in the table. The result of
combining is the following table 4.

For critical system, the important indicator is
covering of all possible failure cases, therefore entering
of key words that improve expert’s analysis, has a
prospect to be productive developing of the
methodology.

2. Tool for risk analysis
2.1. Purpose

In order to support the methodology, of risk-
analysis a tool named Risk Analysis Environment
(RAE) has been developed. The tool makes it possible
for user to combine the methods of risk analysis by
picking the most relevant information regarding a
specific research work into the human-machine
interface security.

This tool has been localized in English and
Russian and provide the possibility of adding new
localizations. In addition, RAE has to provide the

possibility to make add-ins modules that describe the
methods of risk analysis.

2.2. Functions

The purpose of the tool is automatization of risk
analysis of critical systems using the developed
methodology. The tool has the following functions:

—forming of domain-specific feature set for
analysis taking into account the capabilities;

—use standard methods set;

—use user characteristics;

—use user characteristics;

—combine them,;

—storing of information for each research and the
whole  project (dates, descriptions, additional
information and so on);

—capability to switch between different research
works, to view and edit information about them;

—generation of a research report and exporting it to
pdf;

—capability to extend the tool by adding the new
methodology of risk analysis;

—switching of user interface language when the
program is executed;

—storing of user settings and the capability of their
export and import;

—registration of the tool in operating system as a
file handler for the project of .raeproj format.

2.3. Architecture and components

The software has been implemented as a desktop
application.

System architecture includes three layers:

1. UI — user interface level.

2. Logic — business logic of the application.

3. Storage — layer of data storing.

Figure 1 shows the component architecture of Risk
Analysis Environment.

The tool consists of 4 main modules:

1. UI — user interface that has all components of
interaction with user (windows, dialogues, wizards and
control elements to create them);

2. Logic — component that stores the main logic
of the application (research models managers, results
export, options control and so on);

Table 4
Table of combination
Element Characteristic Guideword Cause of | Consequence of | Probability of | Criticality
of the element failure failure failure of failure

—
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3. Model — component that describes the Q@b Q@b
hierarchy of carrying-out the risk analysis and
determines the IExaminationModel interface describing GPS satellite  GPS satellite Q@h
the research methodology; Q@% \\ / —
4. Localization — component that provides the GPS satellite GPS data GPS sateliite

support of different application parts localization.

Figure 1 also shows the components HAZOP and
FMEA, which are the standard methods of risk analysis
provided along with the software tool.

3. Study case

3.1. The unmanned aerial vehicle

The system under research is the unmanned aerial
vehicle (UAV). Its purpose is of no interest in terms of
this research. The system consists of two parts (figure
2): the control unit (CU) located on the ground and the
UAV. Communication between the CU and the UAV
are done wirelessly. The CU receives data from the
aerial vehicle. The operator uses the CU to monitor data
from the aerial vehicle and manage the vehicle.

Figure 2 shows the control unit. It consists of a
display and control elements. The display shows the
information received from the aerial vehicle: height,
speed, battery charge and so on. Control elements are
control sticks for spatial movement, ignition, etc.

3.2. Risk analysis

First, interface elements have to be classified.
UAYV control unit elements can be divided into three
groups (figure 3):

- group 1 — elements of power control and control
elements activation;

- group 2 — elements of space position and speed
control;

- group 3 — display and elements of menu
navigation.

) l
k KB AVIA -MP6
GPS receiver .

l Camera ) E GPS data
qao= I\ Navigation command
UJ )

Equipment

Data from sensors

\_\ . Data from camera
b/ \ \ .
Operator Cont_rol
unit

Fig. 2. UAV complex

Fig. 3. UAV control unit

The appropriate research has been picked up for
each group. For elements of groups 1 and 2 analysis of
the location and configuration of control elements will
be carried out. For group 3 analysis of data stream
shown on display will be carried out. The analysis of
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operator’s work scenarios can also be implemented.
This analysis will be carried out for the scenario of
vehicle’s flying-off. The results will form group 4 of the
research.

This system is classified as critical, so it requires a
risk analysis.

Table 5 gives a fragment of functional safety
research for UAV control unit. It shows cases for each
group of the control unit.

Table 5 is a fragment of the table of the research
into human-machine functional safety in terms of the
analysis of operator’s work scenarios.

For example, the following line of reasoning can
be used for altitude measurer:

1. The altitude measurer is in the 3™ logical
group. Therefore, data stream has to be analyzed.

2. Values displayed on the indicator of the
measurer can be incorrect, therefore one of the key
words CHANGE; NO; OTHER THAN; MORE or
LESS has to be applied to the characteristic «Readings».

3. In case the readings of the altitude measurer are
higher than actual ones, incorrect actions of the operator
(drifting down or crash) are possible.

4. In this case, failure severity is high but the
probability of it is low since it can be caused by the
UAYV altimeter sensor failure.

Conclusion

The task of choosing the profile of methods to
ensure the completeness and reliability of safety
assessment is further complicated by the fact that a great
number of methods of various complexity. Risk
assessment can be carried out to various levels of depth
and detailing. One or more methods can be applied. The
choice of methods has to base on their proved
suitability.

The research work (study, thesis) the profile of
methods for complex assessment at all stages of the life
cycle has been grounded and the tool to automate
assessment process has been proposed. This profile is
based on HAZOP and FMEA methods but it is more

adaptable and allows using of other methods.

The tool ensures techniques to be adaptable due to
applying it to the domain area and special features of the
interface. It has been made possible due to generating of
the table model for risk analysis of every new research.
In this way, the technique and the tool allow to increase
reliability and completeness of functional safety
assessment. The examples of using the method to
assessment of critical systems are given.
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OIIHKA BE3IIEKM KPUTUYHUX CUCTEM
HA OCHOBI KOMBIHYBAHHA METOAIB PU3UK-AHAJII3Y

A. O. Opexosa, B. C. Manynik,
Anv-/Drcaxnasi Akpam Daodin Kaoim, Anv-Xaghaooci Axmeo Banio

Jlana pobora mpucBsiueHa mpoOIeMi OMIHKK (DYHKIIOHAJIBHOI O€3MEeKH KPUTUYHUX cUcTeM. Y poOoTi Oyro
MIPOaHaIIi30BaHO ICHYIOUI METOJMKH PU3HK-aHAJII3y, @ TAKOXK PO3IIIIHYTO MOXKIIMBICTh 1X 3aCTOCYBAaHHS JUIS OLIIHKA
(YHKIIOHATIBHOT OE3IEeKH KPUTUYHUX CHCTeM. J[OBEJEHO MOMIIMBICTH KOMIUIEKCYBaHHS BHOpaHHMX METOMUK 1
3IIHCHEHO 1X 00'eqHaHHA. Y pe3yibTaTi 0yiio po3po0IeHO KOMIUIEKCHY METOIUKY OLIHKH (DyHKIIIOHAJILHOT Oe31eKn
KPUTUYHHX cucTeM. Po3po0iieHo iHCTpyMeHTanbHui 3aci0, TpHU3HaYeHHH U1l aBTOMATH3allil METOANKU. MeTOTuKy
Ta IHCTpYMEHTAJIBHUH 3aci0 0yI10 BUIPOOYBaHO HA KPUTUYHUX CHCTEMAaX.

KirouoBi cioBa: pusmk-aHami3, 0Oc3leka, KpUTHYHI CHCTEMH, OIliHKA, IHCTpyMeHTanbHui 3acid, HAZOP,
FMEA.

OIIEHKA BE30OITACHOCTHU KPUTHYECKHUX CUCTEM
HA OCHOBE KOMBUHUPOBAHUA METOI0OB PUCK-AHAJIN3A

A. A. Opexosa, B. C. Manynux,
Anv-/Dircaxnasu Axpam @aoun Kaoum, Anv-Xaghaoscu Axmeo Banuo

JlanHast paboTa MOCBsIeHa MPOOJIeMe ONEHKU (YHKIIMOHATHLHON OE30MacHOCTH KPUTHYCCKHX CHCTeM. B
paboTe OBUTH MPOAHAIM3UPOBAHBI CYIICCTBYIOIINE METOAUKH PUCK-aHAIN3a, & TAaKXKE PACCMOTPEHA BO3MOXKHOCTh
X TMPUMEHEHHS IS OICHKH (PYHKIIMOHAIBHOW OE30MaCHOCTH KPUTHUECKUX CHUCTeM. Jloka3aHa BO3MOXHOCTH
KOMILUICKCUPOBAaHMsI BBIOPAHHBIX METOIUK W OCYIIECTBICHO UMX OoObemuHeHME. B pesynbraTe Oblia pa3paboraHa
KOMIUIEKCHAasl METOAWKA OICHKH (DYHKIIMOHATBHOW O€30IIaCHOCTH KPUTHYECKHUX CHCTeM. Paspaborano
WHCTPYMEHTAJIHOE CPEACTBO, MPEeIHA3HAYEHHOE JJIsi aBTOMAaTH3allMid METOAUKU. MeTolruKa U HHCTPYMEHTAIbHOE
CPEICTBO OBLIH MCIIBITAHBI HA KPUTHYCCKUX CUCTEMaX.

KiroueBble cjioBa: puUCK-aHa W3, O€30MAaCHOCTh, KPUTUYECKHE CHCTEMBI, OIICHKA, HHCTPYMEHTAILHOE
cpenctso, HAZOP, FMEA.
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