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CONFIDENCE INTERVAL ESTIMATION OF PC SOFTWARE PROJECT DURATION
REGRESSION BASED ON JOHNSON TRANSFORMATION

The regression models of software project duration based on project effort are considered. The aim of the
research is to derive equations of confidence interval of a non-linear regression model of software project
duration based on Johnson transformation for the personal computer (PC) development platform. Non-linear
regression models of software project duration based on project effort are widely used. However, existing
models do not provide equations to estimate the confidence interval of non-linear regression. Therefore, it is
required to build a confidence interval of non-linear regression. In this paper, equations of a confidence
interval of a non-linear regression model of software project duration based on Johnson transformation from
the Sp family are derived for the PC development platform. Mathematical statistics, regression and interval
analysis methods are used to analyze data samples and derive equations of a confidence interval of a non-

linear regression model.
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Introduction

Many parametric models based on project effort
have been proposed in the literature to predict the
duration of software development projects. Among
these, COCOMO that was built by Boehm (1981) has
received wide attention. COCOMO [1] is a non-linear
regression model of software project duration based on
project effort. COCOMO models were built for three
development platforms. Oligny et al. (1997) derived
another regression model of software project duration
based on project effort from a set of historical data
maintained by the International Sofiware Benchmarking
Standards Group (ISBSG) [3]. Oligny et al. (2000) built
separate duration models for subsets of projects for
personal computer (PC), mid-range (MR) and
mainframe (MF) development platforms using the same
ISBSG data set [4].

Distribution of software project duration and effort
is not normal. Therefore, it is impossible to develop an
adequate linear regression model and there is a need to
develop non-linear regression models. This article
describes one of the effective methods for non-linear
regression model building that does not require brute
force, based on the application of normalizing
transformations.

Deriving a non-linear regression model based on
normalizing transformation is performed in three steps:

1) empirical data is normalized using normalizing
transformation;

2) a linear regression model is derived from the
normalized data;

3) a non-linear regression model is built based on
normalizing transformation.

Models such as COCOMO and ISBSG were
developed using common logarithm transformation for
normalization. Prykhodko and Pukhalevich (2012)
showed that common logarithm transformation does not
enable normalization of some sets of empirical data [8].
Therefore, it is required to use other normalizing
transformations.

Kendal and Stuart (1963) suggested that Johnson
transformation can be used as a normalizing
transformation [2]. Prykhodko and Pukhalevich (2012)
built a regression model using Johnson transformation
for entire ISBSG dataset. Furthermore, Prykhodko and
Pukhalevich (2014) showed that the non-linear
regression model of software project duration based on
Johnson transformation has better characteristics than
the models based on a common logarithm
transformation [6]. The regression model of software
project duration based on Johnson transformation for
PC development platform that was developed in [6]
allows to estimate duration more accurately since this
model was built for a specific platform. However, the
specified regression model for PC development
platform does not provide equations to calculate the
confidence interval of estimates of the software project
duration. Therefore, the aim of the research is to
derive equations of the confidence interval of the
non-linear regression model of software project
duration based on Johnson transformation for PC
development platform.
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1. Analysis of the Data sample

Among the 789 projects of the ISBSG repository,
projects showing the following characteristics were
selected (as was suggested by Oligny et al. (1997) in
[3]) to build the non-linear regression model of software
project duration for PC development platform based on
Johnson transformation in [6]:

—no reasonable doubt as to data validity; that is the
ISBSG has not flagged this project as having uncertain
data and has retained it for its own analyses;

—known effort;

—known duration;

—software was developed for PC platform.

52 projects satisfied all of these criteria.

Let’s assume that D is empirical values of
software project duration; E is empirical values of
software project effort. Basic descriptive statistics of D
and E are shown in table 1. A scatter plot of the
empirical data is shown in fig. 1.

Table 1
Descriptive statistics of sample
Duration (D) | Effort (E)
Units calendar man-hours
months
Number of 52 52
observations
Minimum value 2 170
Maximum value 30 14520
Mean value 9,25 234877
Standard deviation 5,58 3232,77
Skewness 1,41 2,47
Kurtosis 2,68 6,44
X2 28,08 156,66
xgr (v=4; a.=10,05) 9.49 9.49
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Fig. 1. Scatter plot of project effort vs. duration

Fig 1 indicates that the regression function of
Duration vs. Effort is non-linear. Distributions of effort
and duration data differ from normal distribution.
Values of skewness and kurtosis differ from

corresponding values for normal distribution. Pearson's
chi-squared test rejects the hypothesis that variables D
and E are normally distributed: xz value for both

variables is greater than critical value from the chi-
squared distribution.

2. Deriving a confidence interval

The family of Johnson transformation for the
software project duration and the effort dataset
normalization were determined with the Johnson
diagram [7] using values of skewness and kurtosis.

For the software project duration and effort, Sp
family of Johnson transformation was chosen:

ij )

Z=Y+nln{k+(p—x

X — non-gaussian random variable; z — normalized
(gaussian) random variable; o<y<o@+Ai; mn>0;
A>0; —0<y<o;, —0<P<0,

To determine values of the Johnson transformation

coefficients ({yp,Np,¢p.Ap} and {yg.Ng,Pg.Ag})
following expression was used [5]:

6 = argmin {22 +(s§ -1)° +b12Z +b222} , )
0

0 — estimate of vector of unknown coefficients;

0 — vector of unknown coefficients, 6 ={y,n,¢,A};

mean of normalized random variable z,

1 5
Z=;ZZi; S, -

7z -

unbiased variance of z,

=_Z(Zi —2)2 ; by - unbiased skewness of z;
n-1 3

b, - unbiased excess kurtosis of normalized random

variable z .

Estimated transformation coefficient values for

duration normalization were yp=2,390; np=1,303;
¢op=0,433; Ap=54,747. Estimated transformation
coefficient values for effort normalization are
vg = 1,612; ng =0,539; o = 158,853; Ap = 18248.
After determining the Johnson transformation
coefficients ({yp,Np,¢p.Ap} and {Yg.Ng,PE, g} ),
variables D and E were normalized by (1). Following
two normalized variables were given: zp — normalized
values of the  software  project  duration;
zg —normalized values of the effort. Both variables are
normally distributed. Values of skewness and kurtosis
meet with corresponding values for normal distribution.
Pearson's chi-squared test accepts the hypothesis that
the variables zp and zp are normally distributed: %’

value for both variables is smaller than the critical value
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from the chi-squared distribution. Basic descriptive
statistics of zpy and zp are shown in table 2.

Table 2
Statistics of normalized sample
Zp Zg
Number of observations |52 52
Minimum value -2,20 -2,38
Maximum value 2,60 2,32
Mean value 0 0
Standard deviation 1,01 1,01
Skewness 0 0
Kurtosis 0,12 0,12
2
X 7,85 2,09
Xgr (v=4, aa=0,05) 9,49 9,49

After Johnson transformation, linear regression has

been performed on the normalized variables:
zp =by +bzg. 3)
3 projects were removed from the sample because
they showed a high leverage or large studentized
residuals (outliers) on the regression results. These
projects were not included in the final regression
analysis. For the linear regression, constant b= 0,492,

coefficient b; =0,235; R?= 14,450; F=-0,051.
The (1-a)100% of confidence interval on linear

regression (3) is described by following equation [9]:

A . 1 =32
|:ZD (ZE ):| =Zp (ZE ) Tto/2n-2 'ﬂSiD J@ 4)
ZE

. 1 < . 2
2p(ze)=bo +byzgs s, = — (ZDi ~2p (7, )) ;
i=l1

S =

ZE

s

= 32
(zg, —7p)" -

1

The linear regression model and lines of 95%
confidence interval are shown in fig. 2.

The empirical model linking project effort and
duration can be characterized by the following equation:

op +(Ap +(PD)ek

D(E) = 3 : (5)

1+e

kz(zD(ZE)_'YD)/nD§ 2D(ZE)=bo+blZE§

—9Pg .
Zrp =Yg + Mg In ; by and b; -linear
E=YE+tNE [KEHPE—EJ 0 1
regression  coefficients; {YpD>Np>Pp>Ap} and

{Yg.Mg,Pp, g} — Johnson transformation coefficients.

The equation of the confidence interval [D(E)] of

the non-linear regression model is the same as (5), but

k= ([ZD (ZE )]_YD )/ﬂD :

Fig. 2. Linear regression model and confidence interval
lines for normalized values

The non-linear regression model built using (5)
and lines of 95% confidence interval are shown in fig. 3.
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Fig. 3. Non-linear regression model and confidence
interval lines for empirical values

Conclusions

In this research, equations of a confidence interval
of a non-linear regression model of software project
duration based on Johnson transformation from Sg
family were derived for the PC development platform.
In following research, the confidence interval of
regression models of software project duration should
also be derived for MR and MF platforms.
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PeuensenT: n-p TexH. Hayk, mpodecop, 3acnyKeHUH Iisd HAYKA 1 TEXHIKM YKpaiHW, IUPEKTOP IHCTUTYTY
KOMIT FOTEPHHX 1 IHKEHEPHO - TEXHOJIOTIYHHX HAYK, 3aB. Kad. iHHOPMAIIIHAX YITPABIIAIOYMX CHCTEM Ta TEXHOJOTIH
K. B. Komikin, HarionansHuit yHiBepcuteT kopa0i1eOyayBaHHs iM. aaMipaia Makapogsa.

OIIHIOBAHHS JOBIPYUX IHTEPBAJIIB PETPECIHHOI MOJEJII TPUBAJIOCTI IPOTPAMHUX
IMPOEKTIB JIUISA IIK HA OCHOBI HEPETBOPEHHS JIZKOHCOHA

C. b. Ilpuxoovko, A. B. Ilyxaneeuu

Po3risiHyTO perpecuBHiI MOJeNi TPHBAJOCTI MPOrPAMHUX MPOEKTIB 3aJIEKHO BiJ 3yCWJIb Ha iX BHKOHaHHS.
Mera AociiUKEHHS — OTpHMaTH pPIBHSHHS JOBIpPYOro iHTEpBally HEINiHIHHOI perpeciiiHOi Mopeni TpHBajoOCTi
NPOrpaMHUX TIPOEKTIB Ha OCHOBI meperBopeHHst JIxoHcoHa s tuathopmu IIK. YV npanmii yac mmpoko
BHUKOPHCTOBYIOTBCS HEJIHIMHI perpeciiiHi Mojeli TPUBaJOCTI MPOTpaMHUX NPOEKTIB. AJle iCHYIOYi MOAET He
JIO3BOJISIIOTH OIHIOBATH JIOBipYl iHTepBaiu perpecii. ToMy HeE0OXiHO MOOYAyBaTH PiBHSHHS JIOBIPUOTO iHTEPBAIY
HeJiHiHHOT perpecii. B naHiit poboti Oyau oTprMaHi piBHSHHS TOBIpYOro iHTEpBay HENHIHHOI perpeciiinoi Moei
TPHUBAJIOCTI TMPOTPaMHHUX TIPOEKTIB Ha OCHOBI meperBopeHHs JxoHcona ciM'i Sg s miardpopmu [IK.
BukopucToByBancs METOAN MaTEMAaTHYHOI CTATUCTUKH, PErPECIHHOrO Ta IHTEPBAJIBHOTO aHAI3Y.

KnawudoBi cnoBa: HemiHiiiHA perpeciiiHa MoOIeNb, TPHUBANICTh IPOTPAMHUX MPOEKTIB,
JIkOHCOHA, YIIPaBIIiHHS YacoM, TOBIpYHIA iHTEpBAJI.

NIePEeTBOPEHHS

OLEHMBAHMWE JOBEPUTEJLHEIX HHTEPBAJIOB PETPECCHOHO MOJIEJIHN
JUIMTEJTLHOCTH ITPOT'PAMHBIX ITPOEKTOB JIUISI ITK HA OCHOBE ITPEOBPA3OBAHHUS
JUKOHCOHA

C. b. Ilpuxoovko, A. B. Ilyxanesuu

PaccMoTpeHbI perpeccHOHHbIE MOJIENN JITUTENFHOCTH TPOrPAMMHBIX IPOEKTOB B 3aBUCHMMOCTH OT YCHIIMH Ha
ux BbIMonHeHue. Llems wWccnenoBaHWs — TONYYUTh YpaBHEHUS JIOBEPUTEIBHOIO WHTEpBANa HEIMHEHHON
pEerpeccCHOHHON MOJAENU JUIUTENBHOCTH IPOrpaMMHBIX IIPOEKTOB Ha OCHOBE IpeoOpa3zoBaHust J[»OHCOHa ISt
iatgopmsel [IK. B nanHOe BpeMs IIMPOKO HCHONB3YIOTCS HEIWHEWHBIE PErPECCHOHHBIE MOJENH UIUTEILHOCTH
MPOrpaMMHBIX TIPOEKTOB. Ho cymnecTBylomue MOJENH HE IO3BOJSIOT OIIEHMBATH JIOBEPUTENbHBIE WHTEPBAJbI
perpeccun. [ToaToMy HEOOXOIMMO MMOCTPOUTH YpaBHEHUs IOBEPUTEIHHOTO MHTEpBala HEJIMHEHHOU perpeccun. B
9TOH paboTe OBUTM TONY4YEHHl ypaBHEHHs JOBEPHUTENBHOIO WHTEpBala HEJIMHEWHOW PpEerpecCHOHHON MOJENnu
JUIMTENBHOCTH TIPOTPaMMHBIX MPOEKTOB Ha OCHOBE IpeoOpa3zoBanust J[xoHcoHa cembu Sp mis miatdopmsr TIK.
Hcnonp3oBanuch METOBI MATEMATHUECKOH CTATHCTUKH, PErPECCHOHHOI0 M UHTEPBAJILHOTO aHAJIH3a.

KnrwoueBble cioBa: HenuHelHass perpecCHMOHHas MOJENb, JUIUTEIBHOCTh IPOrPAMMHBIX —IIPOEKTOB,
npeoOpa3oBanue J[OHCOHA, YIIpaBIEHHE BPEMEHEM, JOBEPUTEILHBIA HHTEPBaIL.
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