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APPROACH TO IMPROVE ENERGY EFFICIENCY OF INFORMATION SYSTEMS

This article covers the problems of improving the energy efficiency of information systems. Two main direc-
tions - hardware and software - have been identified. The existing methods to reduce energy consumption at
the sofiware level have been analyzed. A new holistic approach to the development of energy efficient software
that passes through its entire life cycle has been proposed. This approach consists of the five levels, including
requirements, design, building, compile and testing. For each level algorithms, methods and techniques to im-

prove the energy efficiency have been proposed.
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Introduction

The problem of energy efficiency is one of the
most important in the world today. The increasing
hardware performance led to a powerful surge of energy
consumption in workstations and servers. Especially it
has affected the large data centers, which contain a lot
of computer facilities and networking equipment.

Additionally, the problem of high energy con-
sumption touched the scope of mobile information tech-
nology. The increase of hardware energy consumption
was more rapid than the development of electricity stor-
age technologies, in particular increasing the capacity of
the batteries. This fact is expressed in a substantial re-
duction in battery life of mobile devices at the expan-
sion of their functionality.

Thus the problem of increasing the energy effi-
ciency of information technology is due not only to the
necessity to save energy, but also with the need to in-
crease the battery life of mobile devices.

The energy consumption of any device depends
not only on the hardware, but also on its software [1].
Therefore, methods to improve the energy efficiency are
created both for the hardware and the software.

The methods relating to the software in general op-
timize the upper levels of the system design hierarchy,
thus eventually giving more substantial results than the
hardware methods.

Problem statement

All information systems can be structured into
three layers - hardware, operating system (OS), and ap-
plication program. Even though the two software layers
do not consume the power directly, they control the be-
havior of the hardware and have strong impact on the
energy consumption of the hardware layer. However,
most research has focused on the energy optimization of

the hardware itself [2].

There are several other reasons to focus on the
software:

— some progress has been made on the level of
hardware, the network, and the data centre;

— focus on reducing energy loss in the power
supply chain;

— hardware consumes energy on behalf of appli-
cation of the software;

— the software design and construction are cur-
rently mostly energy-oblivious;

— focus on reducing the energy demand at the
source.

The Software Improvement Group research shows
that only 25% of the algorithms in the software provide
optimal computational efficiency. The same studies
show that only 65% of the technology features provide
the solutions to the tasks, the remaining 35% provide
the optional functionality [3]. On figure 1 we can see
the power loss chain.

Thus we see that the hidden potential of the soft-
ware in this area is huge. The given researches are only
some of the many confirmations of weightiness of the
software in the problem of the energy efficiency of the
information technology.

The problems of energy efficient software have
been widely discussed by home and foreign scholars. In
some areas they achieve very significant results [2, 4-7],
for example in the work [4] a series of recommenda-
tions for the development of green software is partly
formulated. However, all these studies are somewhat
fragmented.

Thus, currently the green optimization methods for
the software are in the process of development. There-
fore the main purpose of the article is to investigate the
existing methods of reducing energy consumption of the
software and to improve the energy efficiency of the
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Figure 1. Power loss chain

information systems through the formation of a holistic
approach to the creation of green software.

Main part

So, we want to offer a holistic approach to the de-
velopment of green software that passes through its
whole life cycle. Consider the life cycle of green soft-
ware on figure 2. It consists of five stages.

At the first phase of the cycle we are developing
the software requirements. They include the impact as-
sessment requirements for the energy efficiency and
eliminate frivolous requirements. The best tool for this
is the "green" gap analysis [5].

A gap is sometimes called "the space between
where we are and where we want to be."A gap analysis
helps bridge that highlights which requirements are be-
ing met and which are not.

The next stage is the design stage. At this stage we
assess the energy efficiency of the design decisions and
consider a more profitable alternative.

An effective tool for the assessment of the soft-
ware design is energy metrics. Their use makes it possi-
ble to predict the energy consumption in part at the de-
sign stage. In addition it is necessary to consider the
software design methods. Article [6] shows the effec-
tiveness of Agile methods at the design stage.

The building stage is the most complex and time-
consuming.

It consists of four directions: computational effi-
ciency, data efficiency, context awareness and idle effi-
ciency.

The main idea of the computational efficiency is to
complete the task quickly as possible. The sooner we
complete the workload the faster we can return to the
idle, and the more energy we will save. To obtain the
necessary level of the computing performance it is nec-
essary to use the software techniques such as multi-
threading, vectorization, and of course efficient algo-
rithms.

The algorithms and data structures present quite an
extensive area of research in the field of energy effi-
ciency. The selection of appropriate algorithms and data
structures can lead to a huge difference in performance.
And for each set of tasks such algorithms are unique.
The use of algorithms largely depends on a thorough
study of the problem, detailed examination of the appli-
cation architecture. This choice depends on just increase
productivity and decrease power.

Another approach used to achieve more computa-

tional efficiency is vectorizing the code. Instead of a
scalar C-code, we use the advanced instructions such as
SIMD (Single Instruction Multiple-Data) for implemen-
tation of instruction-level data parallelism. If the solu-
tion can be vectorized, we obtain the corresponding
gains in productivity.
Multithreading will provide a better application per-
formance and energy efficiency, respectively, as the
work of a single thread takes much more time and en-
ergy than any of the multi-threaded runs.

Data efficiency reduces energy costs by minimiz-
ing data movement. Data efficiency can be achieved by
using [7]:
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Figure 2. Green software life cycle
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— software algorithms that minimize data move-
ment;

— memory hierarchies that keep data close to
processing elements;

— application software that efficiently uses cache
memories.

The goal of context awareness is to create applica-
tions that can react or adapt to changes in the environ-
ment. The software can take advantage of the context-
awareness to save energy for example by using power
policies or AC/DC monitoring.

Power Policies provide a timely opportunity to
change the power consumption depending on the soft-
ware behavior, or change the software behavior, de-
pending on the requirements for power consumption.

Similarly, monitoring of the AC/DC gives benefits
in flexible adaptation of the software to the operating
mode of the battery, thereby increasing the current bat-
tery life.

Another development of context-aware is monitor-
ing the status of other components of the device, such as
network cards, WI-FI, Bluetooth etc., and use this in-
formation for efficient software and save energy.

And the last direction - Idle efficiency It is based
on the use of deep C-State residency (figure 3), timer
resolutions and background activity.
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Figure 3. C-states
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The power consumed when the system is in ACPI
SO state (S3- sleep or S4-Hibernate) with a running
software, but with not active workloads, is called the
Idle power. The background activity should be minimal
in this state. The main objective is to reduce the idle
floor by improving the software idle efficiency that will
greatly increase the battery runtime. It will also give
some benefits for various power scenarios even with the
most demanding workloads.

To keep the platform in deep C-state as long as
possible is one of the key requirements for idle effi-
ciency. While the platform is in idle state, the level of
deep C-state should compose at least 90%. The software
should try to make the number of C-State transitions as
low as possible. Frequent C-State transitions from deep
to active state are not energy efficient. So to allow high-
er C-state residencies the activity should be coalesced
where it is available.

This sort of frequent C-state transition can be im-
plemented in two ways [8]:

— the energy requirements to enter/exit C-state
are non-trivial. When the CO (active) duration is very
short, the latency to transition in and out of the C-states
is appreciable and may result in net energy loss;

— the hardware policy may demote the C-state to
a lower state based on heuristics. Even if the frequent C-
state transition behavior occurs only for 2-3msec in a
15.6msec window, the hardware polices may either de-
mote the core C-state or re-open the package level cache
and this will impact the power for the remaining ~12-
13msec of the idle period.

Reducing the C-state transitions in the software
does not need division of the tasks among the processes
/ threads, if the parallel execution can occur. If there is a
need to divide the task between the processes, the time
schedule is constructed so that the amount of C-state
transition may be reduced. The same can be mentioned
in the connection with the increasing idle period resi-
dency, the software should coalesce the activity when-
ever possible.

Another approach to the energy efficiency is to
change the system timer. On figure 4 we can see how
the power consumption changes when the system timer
is changed.
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Figure 4. Power Impact of increasing Periodic
Timer resolution

If the software must use a high-resolution periodic
timer, one should use the periodic timer only while the
required functionality is active. The same consider dis-
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abling use of the periodic timer and associated function-
ality when the system is running on battery power or
when a Power Saver power plan is active.

Frequent changes of the background activity in-
creases the power consumption. This loads both the
processor and the chipset power. The system will also
prevent idling to sleep by using long-term rare events.
There are some ways to minimize frequent idle activ-
ity [8]:

— elimination of TCP DPC timer on every system
timer interruption;

— reduction in frequency of USB driver mainte-
nance timers;

— intelligent timer tick distribution;

— timer coalescing.

Compiling is the next stage of software life cycle.
It includes two directions - to compile interpreted lan-
guages and using green compiler.

Most of the developed software using program-
ming languages that are translated into machine code by
interpreter at run-time, cannot be compiled into efficient
machine code before deployment. Such interpreted code
accordingly requires more processing power, therefore,
requires more energy to do the same job. However, for
some of these interpreted languages, such as PHP, com-
pilation is still possible. If small changes are included to
the code, it may be suitable for compilation, then it can
be started more energy efficiently [9].

Compiler is a power source to optimize energy on
the software level. The most known green compiler are:

— encc an energy aware C compiler;

— Coffee compiler for C language is combination
of software and customized hardware to achieve energy
conservation at compile time;

— mrcc is a distributed open source C compiler
using Map Reduce on Hadoop platform;

— DGC is a hardware independent compiler that
does not require any special hardware.

Energy aware compilers analyze software pro-
grams at run time and reshape the software source code
by applying several green aspects during the code trans-
formation. The following green techniques that can
make the software more energy aware [10]:

— cache skipping;

— use of register operands;

— instruction clustering;

— instruction re-ordering and memory addressing;

— use of energy cost database;

— loop optimization;

— dynamic power management;

— resource hibernation;

— cloud aware task mapping;

— eliminate recursion.

And the last stage is testing. During this stage we

monitor the energy consumption and provide feedback
to the development. To determine the energy efficiency
of the resulting software, we should first define a set of
metrics for analysis. The paper [11] proposed the set of
metrics characterizing energy consumption. To deter-
mine the metric data, we can use the existing software
tools. We will review a few of them, because at the
moment there are quite a lot of such software.

Intel Power Checker - perhaps the easiest and fast-
est way to evaluate the energy efficiency of the pro-
gram [12].

Intel Battery Life analyzer - more complicated, but
at the same time more informative tool used to track
various hardware and software activities that affect the
battery life [13].

Microsoft Joulemeter - also quite interesting tool
that determines the power consumption of various com-
ponents of the platform [14]. It can work in conjunction
with a power meter WattsUp [15].

Summary

In the given paper the problem of improving the
energy efficiency of the information systems has been
considered. Despite the progress obtained in the field of
hardware, the energy consumption of information sys-
tems continues to grow. To achieve the required level of
energy savings one must look for new approaches. One
of these approaches is the creation of a green software.

In the given work the existing methods of reducing
the energy consumption by optimizing the software
have been analyzed. A holistic approach to creating the
energy efficiency software passing through the entire
life cycle has been formulated. At each stage modern
green methods, from the requirement development with
green gap analysis to the use of the existing software
tools for determining the energy efficiency of the final
product, are used.

The proposed approach could be the basis for a
new model of green software.

The software optimization techniques used in the
approach affect the upper levels of the system design
hierarchy. Therefore it can be concluded that the use of
this approach will help achieve the desired level of en-
ergy efficiency of information systems.
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noaxoa K NOBBIIIEHUIO SHEPTO®®EKTUBHOCTU HHO®OPMAIIMOHHBIX CUCTEM
A. IO. Kpuesyoes, C. B. 'onmosgoii

B naHHO#1 cTaThe OCBelleH BOMPOC MOBBIMEHUS SHEProdhGeKTUBHOCTH MH(POPMALMOHHBIX cucteM. Onpene-
JIEHBI JIBA OCHOBHBIX HAaIpaBJICHHs - allapaTHoe W mporpammuoe. [IpoaHasu3MpOBaHBI CYIIECTBYIOIIME METOIBI
YMEHBILICHUsI SHEPTonoTpeOIIeHNsT Ha IIPOrpaMMHOM ypoBHE. [IpeioykeH HOBBIN LEMOCTHBIH MOAX0/] K pa3paboTke
9Heprod(pekTUBHOr0 MpOrpaMMHOTO OOecIIeueH s, POXO/SIINI Yepe3 BeCh ero )KU3HEHHBIH nuKI. [IpemioxeH-
HBIH [OJIX0J] COCTOUT U3 IISITH JTAIOB, BKIFOYAIONINX TPEOOBAHUS, IPOSKTHPOBAHKE, TIOCTPOCHHIE, KOMITMINPOBAHNE
U TecTupoBanue. [ kakJoro sTarna IpeuIoKeHbl aJrOPUTMBI, CIOCOOBI ¥ METOJIbI MOBBILIEHUs SHEPTr 03 HEKTHB-
HOCTH TIPOTPAaMMHOTO 00eCIIeueHHsI.

KaroueBsbie ciioBa: 5HeprodppeKTUBHOCTD, KU3HEHHBIN IUKJ MIPOrPAMMHOr0 oOecrieueHHusl, 3eJIeHBIH KOM-
muATop, C-cocTosHuUe.

MIIXII K MIJABUIIEHHIO EHEPTOE®EKTUBHOCTI IHOOPMALIMHUX CUCTEM
A. IO. Kpusuyoes, C. B. 'onmosuii

VY naHiif cTaTTi BUCBITICHO NMHUTAHHS MiJBUIEHHS €HEProe(eKTUBHOCTI iHQOopMaliiHuX cucteM. BuzHaueHo
JIBa OCHOBHI HANpsIMH - amapaTHuid i nporpamHuid. [IpoaHasizoBaHO iCHYIOUYI METOIM 3MEHIICHHS €HEepPrOCIIONKH-
BaHHS Ha IIPOrPaAMHOMY PiBHi. 3alpOITOHOBAHO HOBUI MITICHUN MiAXiA 10 PO3pOOKH eHeproeeKTUBHOTO Mporpam-
HOT'0 3a0€3MeUCHHS, 110 MPOXOIUTh Yepe3 BECh HOro KUTTEBHUU IIMKII. 3aMpPOIOHOBAHUH MiIX1] CKJIATAETHCS 3 'STH
€TamiB, 10 BKJIIOYAIOTh BUMOTH, POSKTYBaHHS, OOYI0BY, KOMIIIIOBAaHHS 1 TecTyBaHHs. [l KOKHOTO eTarry 3a-
MIPOITOHOBAHO AJITOPUTMH, CIIOCOOH 1 METOJIH ITiABUIIEHHS €HepProe)eKTUBHOCTI MPOrPaMHOTrO 3a0e31eYeHHSI.

Karou4oBi ciioBa: eHeproeeKTUBHICTh, )KUTTEBUHA LUKIJI MPOrPAMHOT0 3a0€3IEUeHHs, 3€IEHUH KOMITLIATOD,
C-craH.
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