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THE TECHNIQUE OF BUILDING STRUCTURAL SCHEMES
OF SYSTEM RELIABILITY USING WITH MODIFIED GRADIENT
FOR THE PROCEDURE OF THE STEEPEST DESCENT

New technology using a procedure with a modified steepest descent gradient to build the block diagram of the
system reliability. There are a comparative analysis of the data obtained by other methods. The were investiga-
tion of the effectiveness of methods with the use of the steepest descent procedures and dynamic programming
in the designing of the block diagram of system reliability. Identified additional stages to the method of steep-
est descent improving quality reliability block diagrams (RBD), and in the most cases lead to an optimum
RBD. The application of the method and procedure of adaptation of the gradient provides essential lowering
informational complexity of the algorithm for finding the optimal solutions.
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The introduction

The problem of ensuring the required reliability of
the device is associated with all phases of his life: de-
sign, development and practical use. In the design phase
providing of the required reliability is achieved by
methods that do not require reservations [1].

In cases where such methods of increasing reliabil-
ity of the device have been exhausted, but is not avail-
able from the specified parameters, such as the set time
between failures, in order to further improve the reli-
ability of resorting to reservations.

An actual problem when designing of optimal con-
trol systems and reliability block diagrams (RBD) is to
provide highly reliability with limited resources. By
resources in this case understand the cost, occupied vol-
ume and weight of the system, etc.

Therefore, actual scientific problem is the devel-
opment of new effective mathematical methods and
algorithms for constructing an optimal system for reli-
ability by criterion when the given reliability is achieved
at the lowest possible amount or value of the minimum
reserve equipment, or for a given volume or value of
redundant equipment will be reached the highest possi-
ble reliability.

The GOST [2] establishes general rules for calcu-
lating the reliability of technical objects, methods and
requirements for the presentation of the results of calcu-
lation of reliability, but does not define methods of de-
sign for RBD system.

The task of designing the optimal RBD can be
solved by the Bellman's method (dynamic program-

ming) [3, 4], the method of steepest descent [5, 6, 7] and
by using a genetic algorithm [8]. Often such solutions
are close to optimal parameters due to the peculiarities
of their use.

Of the above methods were chosen Bellman’s
method (dynamic programming) and the procedure of
steepest descent, as both methods are relatively easy to
manual calculation and implementation as a program.
The purpose of this article is to prove the advantages of
the steepest descent method with a modified gradient
and to identify ways to further optimize RBD system.

Redundant system is called optimal for reliability
criterion if the specified reliability is achieved at the
lowest possible amount or value of the minimum re-
serve equipment, or for a given volume or value of re-
dundant equipment will be reached the highest possible
reliability.

1. The definition of the gradient
for realization of the steepest descent

Simplified method designing RBD system based
steepest descent procedure is described in [6,7]. In the
methodology used the gradient:

(8{) =max{8ij} for i=1,5,

. P -PIt
8! = % , (1)
Wi ‘P, i (t)
where j — iteration number, starting with 0 — this RBD
obtained in the first stage; P; — state probability (SP)
subsystem; W; — the cost of subsystem.
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Gradient (1) does not include the use of majority
reservation and the methodology are not considered
methods to further improve the results. In the chapter
8.8.4 [4] to calculate the gradient, if the variables have
different units, it is proposed to move to the relative
variables y;, using the minimum and maximum possible
values of variables x;:

X; — Ximin
Yi =

 max min ’ )

i A

Such use of the gradient in the form of a «growth
factor cost» was found in the method of optimizing
network models in terms of «Time - the cost of» [9].

Cu (i’j) —C (i’j)
T, ()T, ()
where k (i, j) - rate of increase of costs showing cost of
funds necessary to reduce the duration of the work (i, j)
on one day; C,(i, j) - C; (i, j) - the difference between
the an elevated and the «normal» cost of the work; T,(i,
J) - Ty (i, j) - the difference between «normal» and the
accelerated time performance.

Proposed a modified gradient RBD system allows
to obtain with similar optimal parameters and method-
ology for the further optimization of RBD:

(8)) =max{3]} fori=15,

k(i j)= 3)

s Ro-Pw

l Wi —-W

(4).
2. The method of designing the RBD
for using a modified gradient
and the stages it optimizing

Let the system includes in the structure n subsys-
tems. Known values of SP P; and cost W; (i=1, ..., n) of
each subsystem. Model of the problem will be in the
form:

N
P.(1) =] [9j(m;) - max, (6)
=

where P.(t) - SP of the desired system;
@ j(m;) - SP j-th block with m; duplicate elements.

N
WC = ZWJmJ < Q, va >0, int , (7)
j=1

where W, — the cost of desired system.
There are two formulations of the optimization
problem of RBD system:
1) To build a redundant system elements by
W, — min with P(t) > P(t), ®)
where P.(t) — given SP system.

2) To build a redundant system elements by
P.(t) — max with W, < W/, 9)

where W.”— given cost of system.
In the first stage of optimization for the first

criterion enforce the terms P;(t) > PZ(t), that is SP each

subsystem should not be worse than a given.
In the second stage iteratively increase reserves

for the largest increment SP on unit (Sij)* = max {Sij} .

If the condition P, (t) > P7 (t) is not satisfied, re-
peat step 2.

Next, we find the cost WM™ of implementing the

system when achieved P, (t)> P (t).

In applying the technique to a modified gradient
(4) for the calculation of the systems with limited value
and majority redundancy (MR) of the first element,
RBD optimal in 44% of cases (with a gradient of (1)
36%). Described below methods further optimization
are for the 95% match with the best RBD.

In applying the first element of MR, with some ini-
tial data backup solution leads to 3 from 5, although
reserve 2 of 3 already had enough [10]. In such cases, it
is proposed to repeat the calculations from step where
MR 2 out of 3 is applied by ignoring 5{ .

This technique has also been adapted for the de-
signing of RBD limited value, and the results of the
experiment in the most cases optimal or similar to them
(the deviation value is not more than 8%).

Supplement the method stages increase the quality
of RBD.

In the third stage, if the result is close to the op-
timum, and for one or more blocks of satisfies the con-
dition

WZ-W, > W,, (10)

then select one unit with a minimum reached probability
¢ j(my) for further redundancy.

No more than 5% of the method leads to extremely
close decision (RBD), and the condition W7 - W, > W,

is not satisfied. These solutions are found in the applica-
tion of MR first element.

In the fourth stage, we solve the problem to elim-
inate such «non-optimal» solutions. In this case pro-
posed recalculation using a modified gradient (4) re-
duced to the form:

si_BTO-P @
1 W. >

1

(11)

ie as for power redundancy replacement. After that,
under the condition (10) holds the third stage. The third
and fourth stages in 95% of cases result in optimal
RBD, which coincides with the solution found «brute
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force», and the remaining 5% of the received RBD ex-
tremely close to optimal.

The use of the proposed method will reduce the
computational complexity of the designing of RBD to a
few iterations, and get a system with the optimal values
of the desired parameters.

3. The example of using method

We solve the problem for the criterion P(t), in or-
der of definition the optimal strategy of duplication
within the specified limits.

Let the automation system includes in its member-
ship five subsystems, under certain values SP P; and
cost W;, where i=1,5 for each device.

In designing optimal RBD allowed: majority re-
dundancy of the first subsystem at the initial stage of
optimization and redundancy replacement with a loaded
mode of operation of other elements on the other steps.
If necessary, can be replaced a MR on redundancy re-
placement with a loaded operating mode elements at an
early stage, or the use of MR 3 of 5; redundancy re-
placement with a loaded mode of operation for the sub-
systems elements 2,3,4, redundancy replacement with a
loaded or unloaded operation mode redundant elements
for subsystem 5. Unreliability and cost of majority ele-
ments and switching devices can be neglected.

The setpoints SP subsystems: P;=0,9, P,=0,75,
P5;=0,82, P,=0,8, Ps=0,9; their value W;=16, W,=11,
W;=13, W,=12, Ws=15 respectively.

Given value of SP system P.*(t) = 0,94; set (oper-
ating) cost value system W.*= 120.

The solution
Find W, — min for P, (t)>P/(t).

For the beginning verify that of the P;(t) > P/(t)

conditions for each i from 1 to 5.

It can be seen that none of the sections of this con-
dition is not satisfied, so it is necessary the introduction
redundant elements.

In the first stage we get the following optimization
RBD - 3,2,2,2 (reference system), where

P, (t) = 3P7 — 2P} = 0,972>P%(1).

P, (t) =1—(1-P,)* =0,9844> P%(t).

Py(t) = 1—-(1—P;)? =0,9676> PX(t).

P,(t) =1—(1-P,)* =0,96> PX(t).

Ps(t) = 1—(1-Ps)? =0,99> PX(t).

Find SP system and its value to O—step.

P? =0,972:0,9844-0,96760,96-0,99=0,8799

W2 =3-16+3-11+2-(13+12+15)=161.

Now that each subsystem has a SP larger or equal
set, go to the second stage — we need to increase the SP of
the system. Try to increase the SP for one subsystem. As
permitted to use non-adaptive majoritarian redundancy
now have to enter the 5 channels and choices 3 of 5:

P! (t) = P° +5P*(1-P)+10P3(1- P)?

On other sections — reservation replacement with a
loaded operating mode redundant subsystems, ie
Pi] (t)=1-(1-P,)" — we have, at the least, one of the
available channel. We get:

Pl (t) = P° +5P*(1-P)+10P?(1-P)? =0,99144

P, (t)=1-(1-P,)* =0,996

Py(t)=1-(1—-P;)* =0,994

Py (1) =1-(1-P;) =0,992

Ps(t)=1-(1-P5)* =0,999
Using a modified gradient (2) is defined
(Sij)* =max{8ij}. (8} )* = 81;, then the next element
should be added fourth section. Therefore, RBD for
step j = 1 will have the form 3,3,2,3,2.
Pg =0,972-0,9844:0,9676°0,992-0,99=0,909< P (t)

w!=w2+Ww,=173.
Thus, increasing the reserve only in the fourth sec-
tion, and the rest are unchanged.

Step by step, reserving items listed modified gra-

dient (2), we get RBD 3,4,3,3,4, for which
Pc3 =0,972-0,9961:0,994-:0,992-0,99=0,945> PZ(t),
that satisfies P, (t)>PZ(t).

The cost of implementing the system on the third
step of optimization WS = Wc2 + W, =197.

Thus, the minimum cost of implementing the sys-
tem at Wg“in =197 achieved P.(t) = 0,945 greater than
the specified 0,94.

The solution to this task with using a gradient has
led to RBD 5,3,3,3,2 with P.(t) = 0,953 at Wg“i“ =218.

The results of the frequency and value of such ab-
normal are described above.

Following are the results of an experimental solu-

tion to the problem with the method of steepest descent
gradient (1), (4) and Bellman's method.

4. The results of the experiment
on the application procedure of steepest
descent and Bellman’s method

Algorithms that implement the methods «brute
force», steepest descent and Bellman's method were
implemented in a software product.
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Calculations based on a sample of 9 variants of ini-
tial data are presented below.

The results of the calculation in the application
methods without MR are presented in table 1. The re-
sults of the calculation method with the application of
MR of the first block are shown in table 2. Results with
abnormals from those found «brute force» are in italics.
Strings with the decisions presented in the order speci-
fied in the header of tables 1 and 2.

When you try to apply the MR first subsystem with
limited value, the steepest descent procedure can not
build a system because of lack of resources. In this case,
carry out the construction of the system, not using MR.

Analysis of the results gives an indication of suffi-
cient accuracy of the method the steepest descent with
using a modified gradient. Even if you pay attention to
deviations in tasks 4 and 7 (Table 1), we will see an
increase SP at minimal cost.

In applying the MR quality RBD greater with a
gradient (4). And the execution of 3 and 4 stages of op-
timization results in 95% indicators of RBD system to
optimal settings.

The conclusions

Held analysis of the effectiveness of different
methods for optimizing the design of the block diagram
of the system reliability

Solutions found by Bellman's method by W.—min
in 80% have a deviation from the optimal 10%, and by
W.—min RBD found deviations from optimal, some-
times reaching 47%.

Procedure with a modified the steepest descent
gradient (4) and further optimization allows to solve the
problem of designing RBD in polynomial time with
sufficient accuracy.

In the procedure of steepest descent for tasks with-
out MR, the use of gradients (1), (4), (10) leads to iden-
tical results.

This method can be used for practical calculations,
and in the educational purposes.

Transforming gradient method can be used to cal-
culate the various systems using different criteria
(weight or volume of equipment, etc.).

Table 1

The results of using method without a MR

Method «brute force» Steepest descent gradient (1) (4) (10) Bellman’s method
Specified SP W, — min P.(t) — max
and cost systems with P(t) > P (¢) with W, < W,
RBD P.(t) W, RBD P.(t) W,
0.95 32222 0,9549 120 22222 0,9241 110
1 1’10 32222 0,9549 120 22222 0,9241 110
32322 0,9735 130 31222 0,9094 108
0.93 22322 0,9323 120 22212 0,7846 96
2 1’00 22322 0,9323 120 22212 0,7846 96
22332 0,9506 135 21222 0,7846 97
0.94 23322 0,9448 109 23323 0,9633 119
3 1’20 23322 0,9448 109 23323 0,9633 119
23323 0,9633 119 23323 0,9633 119
0.92 32224 0,9252 136 22212 0,7661 96
4 1’00 33222 0,9394 139 22212 0,7661 96
33223 0,9394 139 31113 0,6125 91
0.94 32332 0,9514 170 31221 0,7406 114
5 1’15 32332 0,9514 170 31221 0,7406 114
42332 0,9628 181 41112 0,5822 115
0.93 32233 0,9349 101 32233 0,9349 101
6 1’05 32233 0,9349 101 32233 0,9349 101
32333 0,9532 110 31333 0,8665 100
0.92 43222 0,9267 103 33223 0,9442 105
7 1’10 33223 0,9442 105 33223 0,9442 105
33223 0,9442 105 33223 0,9442 105
0.93 32324 0,9393 82 22214 0,7915 60
8 éO 32324 0,9393 82 22214 0,7915 60
32324 0,9393 82 31214 0,7072 58
0.94 42233 0,9506 123 32222 0,8848 100
9 1’05 42233 0,9506 123 32222 0,8848 100
42233 0,9506 123 41133 0,7515 99
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Table 2

The results of using method with a MR

Method «brute force» Steepest descent gradient (4) Steepest descent gradient (1)
Specified SP W, — min P.(t) — max
and cost systems with P(t) > P.” (¢) with W, < W,
RBD | P(t) | W, RBD P(t) W,
0.95 31222 0,8214 108
1 1’10 Her pewenunit 31222 0,8214 108
31222 0,8214 108
0.93 33322 0,9333 142 22212 0,7846 96
2 1’00 33322 0,9333 142 22212 0,7846 96
33322 0,9333 142 22211 0,7264 87
0.94 33323 0,9458 129 23323 0,9633 119
3 1’20 33323 0,9458 129 23323 0,9633 119
53322 0,9462 139 23323 0,9633 119
0.92 53324 0,9204 179 22212 0,7661 96
4 1’00 53324 0,9204 179 22212 0,7661 96
53324 0,9204 179 22212 0,7661 96
0.94 . 31221 0,6348 114
5 1’1 5 No solutions 31221 0,6348 114
31221 0,6348 114
0.93 53344 0,9321 149 32233 0,8444 101
6 1’05 53344 0,9321 149 32233 0,8444 101
53344 0,9321 149 32232 0,8122 94
0.92 55334 0,9202 160 53222 0,8597 109
7 1’10 54434 0,9217 162 53222 0,8597 109
54434 0,9217 162 53222 0,8597 109
0.93 53424 0,9322 106 22214 0,7915 60
8 éO 53424 0,9322 106 22214 0,7915 60
53424 0,9322 106 22213 0,7764 57
0.94 . 32222 0,7584 100
9 1’0 P No solutions 32222 0,7584 100
52122 0,7326 98

The further work can be focus on the analysis of
error in the initial data and the inclusion of the gradient
of the estimated variances (errors) of these results.

Transforming the gradient method can be used to
calculate the various systems using different criteria
(weight or volume of equipment, etc.).

Also possible to consider the resulting RBD sys-
tem as a support for the solution of genetic algorithm.
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METOJUKA CUHTE3Y CTPYKTYPHOI CXEMH HAJNIMHOCTI CHCTEMU
13 3BACTOCYBAHHSIM MOJU®PIKOBAHOT'O TPAIICHTY
Y NPOLEJYPI HAMIIBUIIIOTO CIYCKY

A.P. Amamos, C.A. Ilnecoscokux, C.®. Tiopin

3anpornoHoBaHa HOBa METOAMKA 3aCTOCYBaHHsS MOIU(IKOBAHOTO I'pajii€HTa MPOIETypH HANIIBHIIIOTO CITYCKY
JUIs TIOOY/IOBH CTPYKTYPHOI CXeMH HaJiiHOCTI cuctemu. [IpoBeneHo MopiBHIbHUI aHANI3 3 TAaHUMH OTPUMaHUMHU
IHIIUMH MeToJlaMH. BU3HaYeHO TOJATKOBI €Tany A0 METOJY HAaWIIBHIIIOIO CIyCKYy MiIBUIIYIOTH sikicte CCH cuc-
TemH, a B Oinbmiocti BunankiB npusBoaiate CCH cucremu no ontumymy. I[IpoBeneHo mociipkeHHsT e(heKTHBHOCTI
METO/IIB 13 3aCTOCYBaHHSIM MPOLEAYPH HAWIIBUALIONO CHYCKY 1 JUHAMIYHOTO MPOTpaMyBaHHS IIPU CUHTE31 CTPYK-
TYpPHOI CXeMH HaJAIHHOCTI CHCTEMH. 3aCTOCYBaHHs 3alPOIIOHOBAHOI'0 METO/TY, & TAKOX MPOLIEAYPH aJanTalii rpaii-
€HTa, 3a0e31euye iCTOTHE 3HIKEHHS 1H()OPMALiHOT CKIIAHOCTI aJITOPUTMY MOIIYKY ONTHMAaJIbHOTO PillleHHSI.

Karudosi ciioBa: HaiimBuamoro crycky, MoaugikoBaHi TpaJi€HT, AMHAMIYHE IPOrpaMyBaHHs, TPOSKTYBaHHS
CTPYKTYPHOI CXeMH Ha/liHHOCTI, ONTHMIi3allisl, pe3epBYBaHHSI.

METO/JUKA CUHTE3A CTPYKTYPHOM CXEMbI HAJTEXKHOCTH CUCTEMBI
C IPUMEHEHUEM MO/M®UILIUPOBAHHOI'O IT'PAJIMEHTA
B IMTPOLIEJTYPE HAMCKOPEMIIIETO CITYCKA

A.P. Amamos, C.A. Ilnecoeckux, C.®D. Tiopun

[pennoxxeHa HoBas METOAWKA MPUMEHEHHs MOIU(UIIMPOBAHHOTO IpaJueHTa MpPOLEAYpPHl HAHCKOpEHIIero
CIIyCKa AJIS IOCTPOEHUS CTPYKTYPHOM CXeMbI HaJe)KHOCTH cucTeMbl. [IpoBeieH CpaBHUTENIBHBIN aHAIN3 C TaHHBIMU
TIOJTYYeHHBIMU IpYTUMH MeTonamH. [IpoBeneHo uccnenoBanue 3(Q(GEeKTUBHOCTA METOJ0B C MPHUMEHEHUEM Mpolie-
JypBl HAUCKOpEHIIero cnycka U ANHAMHYECKOr0 MPOrpaMMHUPOBAHUS NIPU CUHTE3€ CTPYKTYPHOU CXEMBbI HaJEKHO-
ct cucreMsbl. OmpeneneHsbl JOMOIHUTENbHbBIE 3Talbl K METOAY HAaUCKOpEHIero Crycka MOBBIIIAIONINE KaueCTBO
CCH cucremsl, a B onbimHeTBe cinydaeB npusogsume CCH cucremsr k ontumymy. [IpuMeHeHue npeiaraeMoro
METo/a, a TaKKe MPOLEIyphl alanTaluy IpajueHTa, 00eCleYnBaeT CYIIECTBEHHOE CHIDKEHHE MH(OpMaInoHHON
CIIO’)KHOCTH aJITOPUTMa IOUCKA ONTUMAJIBHOTO PEIIECHHS.

KaroueBsbie ciioBa: Hanckopemuii ciryck, MOAUGHUIMPOBAHHBIE TPAJANEHT, TUHAMUYECKOE MPOrpaMMHPOBa-
HUE, IPOEKTUPOBAHUE CTPYKTYPHOI CXEMBbI HaJISKHOCTH, OIITHUMU3ALUS, pE3epBUPOBAHHUE.
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